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 craft or airsraft is that of correcting path errors in such a manner that prescribed terminal conditions which define successful completion of the mission are satisfied. Determination of these corrections is referred to as guidance. Manv vehicles must be controlled by automatic or semi-automatic devices which operate without the direct intervention of a man. For nontracked vehicles, these devices must control the path and speed of the vehicle. It is this type of vehicle (spacecraft or aircraft) which will be considered. There are several definite steps in the solution of the guidance problem. First, a nominal trajectory must be defined. Next, the errors in a current state can be evaluated by comparison to the nominal trajectory. Using information from the nominal trajectory plus the known state errors, guidance information can be generaced to drive the terminal state toward the desired end conditions.This study compares two variations of the minimum distance guidance algorithm (open and closed loop forms) with a nonlinear reoptimization scheme which is the ideal guidance procedure. This study steks to determine the effects of loop closure on the performance of the guidance algorithm. For the numerical simulation, a minimum time low-thrust Earth-Mars transfer is used as an example problem.
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James 「. Lattimore, Jr.

A comparison is made of open and closed loop applications of a second order guidance algorithm, using the minimum distance strategy. A nonlinear reoptimization procedure is used as the ideal guidance history. The system model used for the comparison is a low-thrust vehicle performing a minimum time, three-dimensional, heliocentric Earth-Mars transfer.
For the example problem considered, closed loop guidance proves to be much more accurate on satisfaction of the final state than the open loop procedure. On the other hand, closed loop guidance proves to be much more vulnerable to perturbation by highly nonlinear regions in the trajectory. Finally, the results indicate that for this problem the best loop closure interval is at each integration step, about one day, or more often, if possible.
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The following lis:t tabulates all significant symbols used in the main text. Each symbol is accompanied by a brief description and the equation number where the symbol is introduced.

## MATRICES:

The size of a matrix is ir. icated in the statement immediately following the symbol. The following specific indices are used.
$n$ - number of state variables
m - number of control variables
$\eta$ - number of initially specified constraint relations
1 - number of terminal constraint relations
[A] $n \times n$ matrix of partial derivatives
$\left[X\left(t, t_{f}\right)\right] \quad 2 n \times(n+q)$ matrix of partial derivatives resulting from the $n+q$ backward integrations of the $2 n$ vector of perturbation equations
$\left[X_{1}\left(t, t_{f}\right)\right] \quad n \times n$ submatrix of $\left[x\left(t, t_{f}\right)\right]$
$\left[X_{2}\left(t, t_{f}\right)\right] \quad n \times q$ subinatrix of $\left[X\left(t, t_{f}\right)\right]$
$\left[X_{3}\left(t, t_{f}\right)\right] \quad n \times n$ submatrix of $\left[x\left(t, t_{f}\right)\right]$
$\left[X_{4}\left(t, t_{f}\right)\right] \quad n \times q$ submatrix of $\left[X\left(t, t_{f}\right)\right]$
$\left[A_{1}\right] \quad m \times n$ matrix of gain functions
$\left[A_{2}\right] \quad m \times q$ matrix of gain functions
[ $A_{3}$ ] man matrix of gain functions
[A.] man matrix of gain functions
 interpethen of the 2x wacter of prownorition equations


VECTORS:

```
All vectors are column vectors unless otherwise noted. The vector size is indicated in the statement immediately following the symbol.
\(\bar{f} \quad\) n-vector of state variable derivatives
\(\bar{F} \quad 2 n\)-vector of state variable and Euler-Lagrange variable derivatives
\(\bar{h}(n+1)\)-vector of terminal constraint relations
\(\bar{M} q\)-vector of specified terminal constraint relations
\(\bar{u}\) m-vector of control variables
\(\overline{\mathrm{x}} \mathrm{n}\)-vector of state variables
\(\bar{z} \quad 2 n\)-vector of state variables and Euler-Lagrange variables
\(\bar{\lambda} n\)-vector of time dependent Lagrange multipliers
\(\bar{v}\) q-vector of constant Lagrange multipliers
\(\overline{\mathrm{p}}\) ( \(\mathrm{n}-\mathrm{qi} 1)\)-vector of terminal constraints
```

SCALARS:
c propellent exhaust speed relative to vehicle
H variational Hamiltonian
I auxiliary functional to be extremized
$J$ performance index
K terminal constraint obtained from variational analysis
m instantaneous mane of vehicle
mo initial mas of vehicle

## 12

$=$
4




```
r instantaneous radial distance of vehicle from origin of heliocentric
        coordinate system
t independent variable, time
T thrust of the ion engine
B constant mass ejer ion rate
\mu gravitational constant for the Sun
\phi performance index
SUPERSCRIPTS:
(*) differentiation with respect to time
( )T metrix transpose
( )}\mp@subsup{)}{}{-1}\mathrm{ matrix inverse
( )* indicates evaluation on the reference trajectory
SUBSCRIPTS:
() (o evaluation at the initial time
( )f evaluation at the terminal time
() ( evaluation at some time whil? the mission is in progress
( )
() E Earth
```


## ABBREVIATIONS:

## AU estroncmical unit

```
We minfor-dietance guidence
```

1.1. Preliminary Description

As man extends his horizons to include exploration of the solur system, large mission durations are encountered which would present some prohlems for a manned spacecraft. A logical step would be to shorten these mission durations (transfer times) with the use of some additional thrust during the transfer. The most likely candidate for this additional thrust is a lowthrust, continuous operation engine. This might be an ion or plasma-type engine. The force produced by this thrust requires the development of a method to control the direction of thrust so that the terminal conditions of the mission will be satisfied. This type of mission would be characterized by four phases; a) ascent and escape phase, b) midcourse phase, c) approach phase and d) terminal maneuver phase.

The midcourse phase is a heliocentric transfer with the spacecraft engine thrusting continuously at some low level. For the class of trajectories that does not contain coast periods, it is desirable to minimize the trans er time. This will allow a minimum amount of fuel to be carried through the ascent and escape phase. The constant magnitude thrust can be controlled in direction so that the transfer time is a minimum. The purpose of this study is not to look at different trajectories but to compare the performance of two guidance algoritins on the same trajectory. A nominal minimu time transfer trajectory and the associated control can be generated and stored before the comparison is started. This noninal trajectory was zoperated by Hart (1) and is covered in dotail there.

### 1.2. Problem Statmont


set of control changes necessary to get the spacecraft be 'o the nominal path after an off-course or off-nominal condition is rr.ggnized. Hart (1) and others indicate that rather than trying to get back on the nominal path, one should find a new optimum path to satisfy the mission ane conditions. In the absence of an onboard computer capable of carrying out a total trajectory reoptimization, one might use a guidance routine. There are several algorithms under consideration for this type of problem. All of these methods are derived from the calculus of Variations. A general comparison of several algorithms which might be used for a reoptimization approach was made by Lewallen (5). The guidance algorithm considered in this study was presented by Hart (1), along with several others for comparison. In Hart's study, the minimum distance guidance algorithm was found to be the best among those he considered. To the author's knowledge, all of the previous work done with the minimu distance guidance algorithm has been carried out employing the algorithm in an open loop form. This study applies the minimum distance guidance technique in both open and closed loop forms and compares these results. The basis for comparison is the result of the nonlinear reoptinization procedure used by Hant (1). The state histoxy generated by the minimum distance algorithm and that generated by the nonlinear reoptimization procedure are compared to try to determine the performance of the closed loop varaus the open loop application.

Several problem encountered in the application of the method are discused. The comperison of the open and cioeed loop analyses consists of calcuiations bead on perturbations in poaition ad velocity componente at sevesal pointe along the trajectecy. At cuch of theae pointe, differment locp
 the locp alopers periol on be entuminol. As a cocolny gon, if the aloed
loop analysis proves to be better, then some optimum value for the loop coosure period will be sought.
1.3. Notation Convention

All vectors are assumed to be colur..l vectors and will be denoted by a bar; i.e., $\overline{\mathbf{x}}, \overline{\mathbf{z}}$. All matrices will be denoted by brackets; i.e., [A], [H- $\bar{x} \mathbf{x}$ ]. The superscript $T$ indicates the transpose of a vector or matrix, and the superscript -1 indicates the inverse of a square matrix. All first partial derivatives of scalars with respect to a vector are now vectors and are denoted as:

$$
\frac{\partial H}{\partial \bar{x}}=H_{\bar{x}}=\left(\frac{\partial H}{\partial x_{1}} \quad \frac{\partial H}{\partial x_{2}} \cdots \frac{\partial H}{\partial x_{n}}\right)
$$

All second partial derivatives of scalars with respect ${ }^{+}$ actors are matrices, ie.,

$$
\left[\frac{\partial^{2} H}{\partial \bar{u} \partial \bar{x}}\right]=\left[\left(\frac{\partial}{\partial \bar{u}} \frac{\partial H^{T}}{\partial \bar{x}}\right)\right]=H_{\bar{x} \bar{u}}=\left[\begin{array}{ccc}
H_{x_{1} u} & \cdots & H_{x_{1} u} u_{m} \\
\vdots & & \vdots \\
H_{x_{n} u_{1}} & \cdots & H_{x_{n} u_{m}}
\end{array}\right]
$$

All first partial derivatives of vectors with respect to vectors are matrices formed in the following manner:

$$
\left[\frac{\partial z}{\partial x}\right]=\left[\tilde{I}_{-1}\right]=\left[\begin{array}{ccc}
\partial f_{1} & & \partial f_{1} \\
\frac{\partial x_{1}}{} & \cdots & \frac{1}{\partial x_{n}} \\
\vdots & & \vdots \\
\frac{f_{n}}{\partial x_{1}} & \cdots & \frac{\partial f_{n}}{\partial x_{n}}
\end{array}\right]
$$

The variation of $x$ is denoted by $6 x$ and the total change in $x$ is denoted by $4 x$. In gomel, $\Delta x-8 x+$ int ware $\dot{x}$ is $\frac{d x}{d t}$.
'Ihe nominal trajectory employed in this study is a minimum time, low-thrust heliocentric transfer from Earth to Mars. The equations of motion describing the trajec ay are expressed in terms of a heliocentric rectangular coordinate system, $x_{4}, x_{5}, x_{6}$. The $x_{4}$ axis coincides with the line of the ascending node of Mars, the $x_{5}$ axis lies in the ecliptic plane and the $x_{6}$ axis coincides with the angular momentum vector of the Earth with respect to the Sun. For simplicity, the spacecraft is given the velocity of the Earth at ihe beginning of : mission rather than escape velocity relative to the Earth. Gravitational effects of the Earth are then neglected. Details of the arrival at Mars will be determined by specific mission requirements. For the problem under consideration, the end conditions are taken to be the position and veloci'y of a point on the orbit of Mars at the final time.

Gravitational effects of Mars, along with perturbing effects of the other planets, have been neglected although these forces would have to be included in an actual mission analysis. These forces are neglected so that the effects of the guidance method can be studied without complications due to the effects of small perturbing forces in the system.

The orbit of Mars is assumed to be an ellipee with an eccentricity of e $=.093393$, a somi-major axis of a $=1.523691$ AU (Astronomical Units), and an angle of inclinntion of $i=.0: 2289$ rydians. The argumant of perihelica is teken to be 4.932927 radians, and for the coordinate gystem employed, the axounat of the secmeding node is 0.0 . This mortic is the anm that used by Fomler (3), Inert (1) and others.
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## 3. GIJTDANCE ALGORITHM

3.1. Second Order Guidance Procedures

The minimum distance guidance algorithm and the perturbation functions guidance algorithm are both based on the second variation of the Calculus of Variations. Both procedures calculate the same guidance information. The difference between the two procedures is the point at which the information is applied on the trajectory. Hart (1) gives a more detailed treatment of several second order algorithms.

The differential equations describing the system to be controlled
are

$$
\begin{equation*}
\dot{\bar{x}}=\vec{f}(\bar{x}, \bar{u}, t) \tag{3.1.1}
\end{equation*}
$$

where
$\overline{\mathrm{x}}$ is an $n$-vector of state variables,
$\overline{\mathrm{u}}$ is an m-vector of control variables,
t is the scalar independent variable, time, and
$\overline{\mathrm{f}}$ is an n-vector of known functions.

Assume that a nominal trajectory has been obtained which minimizes a performance index

$$
\begin{equation*}
J=\phi\left(\bar{x}\left(t_{f}\right), t_{f}\right) \tag{3.1.2}
\end{equation*}
$$

and satisfies the terminal constraints

$$
\begin{equation*}
\bar{M}\left(\bar{x}\left(t_{f}\right), t_{f}\right)=0 \tag{3.1.3}
\end{equation*}
$$

where is a scajar quantity evaluated at the terminal time and is a q-vector of terminal constraints.

This trajectory muet antisfy cortaln differential equations; these are

$$
\begin{align*}
& \dot{\bar{x}}=\bar{f}(\bar{x}, \bar{u}, t)  \tag{3.1.4}\\
& \dot{\bar{\lambda}}=-H \frac{T}{x}  \tag{3.1.5}\\
& H_{\bar{u}}=0 \tag{3.1.6}
\end{align*}
$$

For $t_{0} \leq t \leq t_{f}$ where $\bar{\lambda}$ is an $n$-vector of multipliers, and $H=\bar{\lambda}^{T} \bar{f}$. Formulation and solution of this problem is based on a Calculus of variations approach. Since $\bar{x}\left(t_{0}\right)$ and $t_{o}$ are known, Equations (3.1.4) through (3.1.6) and subject to the following boundary conditions:

$$
\begin{align*}
& \text { At } t_{0} \\
& \bar{x}\left(t_{0}\right)=\bar{x}_{0}  \tag{3.1.7}\\
& \text { At } \mathrm{t}_{\mathrm{f}} \\
& \bar{M}\left(\bar{x}\left(t_{f}\right), t_{f}\right)=0  \tag{3.1.8}\\
& \lambda^{-T}\left(t_{f}\right)=\left(\phi_{\bar{x}}+{ }^{-T} \bar{M}_{\bar{x}}\right)_{t_{f}}  \tag{3.1.9}\\
& \left(\bar{\lambda}^{-T} \bar{f}+\phi_{t}+\bar{v}^{-T} \bar{M}_{t}\right)_{t_{f}}=0 \tag{3.1.10}
\end{align*}
$$

After considering a perturbation of the nominal trajectory due to changes in initial and/or final conditions, Equations (3.1.4) through (3.1.6) become

$$
\begin{align*}
\frac{d}{d t}(\delta \bar{x}) & =\left[H_{\bar{\lambda} \bar{x}}\right] \delta \bar{x}+\left[H_{\bar{\lambda}-\bar{u}}^{-}\right] \delta \bar{u}  \tag{3.1.11}\\
\frac{d}{d t}(\delta \bar{\lambda}) & =-\left[H_{\bar{x} \bar{x}}\right] \delta \bar{x}-\left[H_{x}^{-u}\right] \delta \bar{u}-\left[H_{\bar{x}}\right] \delta \bar{\lambda}  \tag{3.1.12}\\
{\left[H_{\bar{u} \bar{x}}\right] \delta \bar{x}+\left[H_{u \bar{u}}\right] \delta \bar{u}+\left[H_{\bar{u} \bar{\lambda}}\right] \delta \bar{\lambda} } & =0 \tag{3.1.13}
\end{align*}
$$

The boundary conditions, Equations (3.1.7) through (3.1.10), become

$$
\begin{equation*}
\delta \bar{x}\left(t_{0}\right)=\delta \bar{x}_{0} \tag{8.1.14}
\end{equation*}
$$

$$
\begin{equation*}
d \bar{M}_{f}=\left\{\left[\bar{M}_{X}\right] \delta \bar{x}+\left[\bar{M}_{x}\right] \bar{f} d t+\bar{M}_{t} d t\right\}_{f}=0 . \tag{3.1.15}
\end{equation*}
$$

A total variatjon of $\bar{M}\left(\bar{x}\left(t_{f}\right), t_{f}\right)$ rather than a partial variation must be considered since the final time, $t_{f}$, as well as $\bar{x}\left(t_{f}\right)$ is allowed to change. Thus,

$$
\begin{align*}
& \delta \bar{x}_{f}=\left\{\left[P_{\bar{x}} \bar{x}\right] \delta \bar{x}+\left(\left[P_{\bar{x}} \bar{x}\right] \bar{f}+\left(P_{t}-\right)^{T}+H \frac{T}{x}\right) d t+\left[\bar{M}_{\mathbf{x}}\right]^{T} d \bar{v}\right\}_{t_{f}}  \tag{3.1.16}\\
& \left\{\delta \bar{\lambda}^{T} \bar{f}+\left(H_{\bar{x}}+P_{t}\right) \delta \bar{x}+\left(H_{t}+P_{t \bar{x}} \bar{f}+P_{t t}\right) d t+d \bar{v}^{T} \bar{M}_{f}\right\}_{t_{f}}=0 \tag{3.1.17}
\end{align*}
$$

where $P=\phi+\bar{v}^{T} \bar{M}$.

This set of Equations, (3.1.11) through (3.1.17), must be satisfied over the entire trajectory, for $t_{0-} \leq t_{1} \leq t_{f}$.

Now, assuming that $\left[\mathrm{H}_{\mathrm{uu}}^{-}\right]$is nonsingular, Equation (3.1.13) can be solved for $\delta \bar{u}$ to give

$$
\begin{equation*}
\delta \bar{u}=-\left[\mathrm{H}_{\mathrm{u}}-\bar{u}\right]^{-1}\left\{\left[\mathrm{H}_{\bar{u}} \bar{x}\right] \delta \overline{\mathbf{x}}+\left[\mathrm{H}_{\bar{u}} \bar{\lambda}\right] \delta \bar{\lambda}\right\} \tag{3.1.18}
\end{equation*}
$$

Using this result, $\delta \bar{u}$ can be eliminated fron Equations (3.1.11) and (3.1.12). This will vield a set of 2 n first order linear differential equations, with time dependent coefficients in $\delta \bar{x}$ and $\delta \bar{\lambda}$. For simplicity, let this system of $2 n$ equations be written as

$$
\frac{d}{d t}\binom{\delta \bar{x}_{0}}{0 \bar{\lambda}}=\left[\begin{array}{ccc}
A_{1}(t) & : A_{2}(t)  \tag{3.1.19}\\
\dot{A}_{3}^{\prime}(t) & \ddots & \dot{A}_{4}^{2}(t)
\end{array}\right]\left(\begin{array}{c}
\delta \bar{x}_{1} \\
A_{3} \\
\delta \bar{\lambda}
\end{array}\right)
$$

where

$$
\begin{aligned}
& {\left[A_{1}(t)\right]=\left[H_{X \bar{x}}^{-}\right]-\left[H_{\bar{\lambda} u}\right]\left[H_{u \bar{u}}\right]^{-1}\left[H_{u \bar{x}}\right]} \\
& {\left[A_{2}(t)\right]=-\left[H_{\lambda u}\right]\left[H_{u-u}\right]^{-1}\left[H_{u x}\right]}
\end{aligned}
$$

$$
\begin{aligned}
& {\left[A_{3}(1)\right]=-\left[H_{x}-\bar{x}\right]+\left[H_{x u}^{-}\right]\left[H_{u u}^{-}\right]^{-1}\left[i_{u x}^{-}\right] \text {, and }} \\
& {\left[A_{4}(t)\right]=-\left[H_{x} \bar{\lambda}\right]+\left[H_{x}-\right]\left[H_{u \bar{u}}^{-}\right]^{-1}\left[H_{\bar{u}}^{-}\right]}
\end{aligned}
$$

Numerical integration of Equation (3.1.19) with proper boundary conditions will now determine $\delta \bar{x}$ and $\delta \bar{\lambda}$. These results can be used in EquaLion (3.1.18) to evaluate the control variation history, $\delta \bar{u}(t)$. The boundtry conditions can be obtained from Equations (3.1.15) through (3.1.17). The $n+q+1$ equations contain the $2 n+q+1$ unknowns $\delta \bar{x}_{f}, \delta \bar{\lambda}_{f}, \Delta \bar{v}$ and $\Delta t_{f}$. If the $n+q+1$ equations are linearly independent, then there are $n$ independent quantities among the unknowns. Therefore, if $n$ of the unknowns are chosen arbitrarily and independent of one another, the $2 n+7+1$ unknowns are unique determined. Choose the $q$ components of $\Delta \bar{v}$ and $n-q$ of the componets of $d \bar{x}_{f}$ as the arbitrarily chosen unknowns. By specifying each of these values, all $2 n+1$ components of $\delta \bar{x}_{f}, \delta \bar{\lambda}_{f}$ and $\Delta t_{f}$ can be determined. This now allows backward Integration of Equation (3.1.19) from $t_{f}$ to $t_{1}$. The value of $t_{1}$ may be any arbitrary value in the interval $t_{0} \leq t_{1} \leq t_{f}$.

The $n$ arbitrarily chosen unknowns and the $q$ components of $\Delta \bar{M}_{f}$ are all specified quantities at $t_{f}$. Combining these vectors will give an $n+q$ vector of specified quantities. Equation (3.1.19) is now integrated $n+q$ times with $n+q$ linearly independent starting conditions. The $n+q$ vectors of solutions for $\delta \bar{x}(t)$ and $\delta \bar{\lambda}(t)$ form a $(2 n \times n+q)$ transition matrix. After some manipulation the desired solution for $\delta \bar{x}(t)$ and $\delta \bar{\lambda}(t)$ is obtrained.

$$
\binom{\delta \bar{x}(t)}{-\delta \bar{\lambda}(t)}=\left[\begin{array}{c}
x_{1}\left(t, t_{f}\right): x_{9}\left(t, t_{f}\right)  \tag{3.1.20}\\
0 f_{3}\left(t_{,} t_{f}^{f}\right): x_{4}\left(t, t_{f}\right) \\
x_{3}
\end{array}\right]
$$


where

$$
\begin{aligned}
& {\left[x_{1}\left(t, t_{f}\right)\right] \text { is an } n \times n \text { matrix, }} \\
& {\left[x_{2}\left(t, t_{f}\right)\right] \text { is an } n \times q \text { matrix, }} \\
& {\left[x_{3}\left(t, f_{f}\right)\right] \text { is an } n \times n \text { matrix, }} \\
& {\left[x_{4}\left(t, t_{f}\right)\right] \text { is an } n \times q \text { matrix, }} \\
& 0_{q \times n} \text { is a } q \times n \text { null matrix, and } \\
& I_{q \times q} \text { is a } q \times q \text { identity matrix. }
\end{aligned}
$$

When Equation (3.1.20) is substituted into Equation (3.1.18), the control variation, $\delta \bar{u}(t)$, in terms of the state error, $\delta \bar{x}\left(t_{1}\right)$, and terminal constraint error, $\Delta \bar{M}_{f}$ is obtained. Making this substitution and rewriting gives the following guidance equation

$$
\begin{align*}
& \delta \bar{u}(t)=-\left[\Lambda_{1}(t), \Lambda_{2}(t)\right] \tag{3.1.21}
\end{align*}
$$

where

$$
\left[\Lambda_{1}(t)\right]=\left[H_{u \bar{u}}^{-}\right]^{-1}\left\{\left[H_{u x}^{-}\right]\left[x_{1}\left(t, t_{f}\right)\right]+\left[H_{u}-\bar{\lambda}\right]\left[x_{3}\left(t, t_{f}\right)\right]\right\},
$$

and

$$
\left[\Lambda_{2}(t)\right]=\left[H_{u \bar{u}}\right]^{-1}\left\{\left[H_{\overline{u x}}\right]\left[x_{2}\left(t, t_{f}\right)\right]+\left[H_{\bar{u}} \bar{\lambda}\right]\left[x_{4}\left(t, t_{f}\right)\right\}\right\}
$$

After the nominal path has been determined which minimizes $J=\phi\left(\bar{x}\left(t_{f}\right), t_{f}\right)$ and satisfies the necessary boundary conditions, the computational procedure for this algorithm can be summarized as follows:

# 1. Solve the $n+q+1$ Equations (3.1.15) through (3.1.17) $n+q$ times. From the solutions of these equations, $n+q$ initial conditions are obtained for the integration of Equation (3.1.19). 

2. Now integrate Equation (3.1.19) $n+q$ times from $t_{f}$ to $t_{1}$. Store the integrated values at each step.
3. The gain matrices, $\left[\Lambda_{1}(t)\right]$ and $\left[\Lambda_{2}(t)\right]$ can now be evaluated. Substitute these results into Equation (3.1.21) to give the control variation historv, su(L).

This presents a general algorithm for generating second order guidance information. The perturbation functions approach and the minimum distance procedure differ only in the way this guidance information is applied.
3.2. Variations in the Procedures

The state variations for the perturbation functions guidance algorithm and the minimum distance algorithm are determined in the same manner. For the control variation, however, the calculation is the same, but the guidance information is applied in a slightly different way.

In the minimum distance guidance algorithm, an index time is used for calculating the gain matrices which minimizes a metric function of the difference between the current perturbed states and the states on the nominal trajectory. In other words, the index time is taken to be the time of the closest point on the nominal trajectory. The perturbation functions guidance algorithm uses the time based on the time of the perturbation on the nominal path for calculation of the gain matrices. This procedure was originally proposed by Powers (2) and is covered in detail in Hart (1). The comrectim to the time for calculation of the gain matrices is given as

$$
\begin{equation*}
\Delta t=\sum_{i=4}^{6}\left\{\frac{-\dot{x}_{i}^{*}\left(x_{i}-x_{i}^{*}\right)}{\ddot{x}_{c}^{*}\left(x_{i}-x_{i}^{*}\right)-\ddot{z}_{c}^{*}}\right\} \tag{3.2.22}
\end{equation*}
$$

where
( ) ${ }_{c}$ indicates evaluation at the current time and
( ) : indicates evaluation on the nominal path.
This calculation is based on the position only, as indicated by the summation from four to six. A value of $\Delta t$ is calculated at each point along the nominal path beyond $t_{1}$. The index time, whici is used for calculating the gain matrices, is now determined by $t_{c}+\Delta t$. The nominal state variables at this index time are used to calculate the gain matrices. In order to make an evaluation of the performance of the algorithm, the guidance information obtained from the technique is added to the nominal control program. The nonlinear equations of motion are then integrated, using this augmented control history as the control program. This integration gives the state history.
3.3. Closed Loop Application of the Algorithm

The previous section covers only open loop control, using the minimum distance guidance procedure. A closed loop modification of this algorithm is now considered. The procedure remains basically the same as far as solution of the $n+q+1$ Equations (3.1.15) through (3.1.17) and the backward integration of Equation (3.1.19) from $t_{f}$ to $t_{1}$. The gain matrices, $\left[\Lambda_{1}(t)\right]$ and $\left[\Lambda_{2}(t)\right]$, are now evaluated. This allows calculation of the control variation history and the state variation history. The guidance deviation pedicted at $t_{1}$ are now addad to the nominal guidance history. The nonlinear equations of motion for the vehicle we integreted using this


FIGURE 2.
TIME PARAMETERS ASSOCIATED WITH MINIMUM DISTANCE GUIDANCE, OPEN LOOP.
akgented gudance information. At this point, rathre than allowing the ruitance information to be used throughout the resit of the mission, one can ereate a closed lnop system. to update the guidance. The guidance loop is closed at periodic intervals by evaluating the state errors at this time. The gain matrices are then re-evaluated. A new control variation history is calculated, along with a new state deviation history. The new augmented control history is formed, and the nonlinear equations of motion are once again integrated. The advantage of this closed loop method is that it continually updates the control variation history as the mission proceeds. The computational procedure for the minimum distance algorithm, open and closed loop can be summarized as follows:

1. Solve the $n+q+1$ Equations (3.1.15) through (3.1.17), $n+q$ times. From the solutions of these equations, $n+q$ initial conditions are obtained for the integration of Equations (3.1.19) .
2. Now integrate Equation (3.1.19) $n+q$ times from $t_{f}$ to $t_{1}$. Store the integrated values at each step.
3. Evaluate the gain matrices, $\left[\Lambda_{1}(t)\right]$ and $\left[\Lambda_{2}(t)\right]$, using the states for the closest point on the nominal trajectory.
4. Substitute $\left[\Lambda_{1}(t)\right]$ and $\left[\Lambda_{2}(t)\right]$ into Equation (3.1.21) to give the control variation history, $\delta \bar{u}(t)$.
5. Evaluate the state variation history, $\delta \bar{x}(t)$ from Equation (3.1.20) .
6. Form the augmented control history and integrate the nonlinear equations of motion using the new control.
7. a. If the control is to be open loop, the algorithm is inished.
b. If the control is to be closed loop, integrate to the
time of the next loop clowure, evaluate the state daviations
and go back to Step 3 .


FIGURE 3.

> TIME PARAMETERS ASSOCIATED WITH MINIMUM DISTANCE GUIDANCE. COMPARING OPEN AND CLOSED LOOP. (SEE FIGURE 2 FOR DEFINITION OF I'S)

3.4. :iumerical implomentation<br>The ofen and closed loop forms of the minimum distance guidence algorithm were compared. The performance of aach method was referenced to the ideal guidance history produced by the nonlinear guidance scheme. The results of this procedure are considered to be the new nominal or ideal guidance history considering the known state errors. By integration of the nonlinear equations of motion, position and velocity histories are obtained. The Euclidean norms of the differences in the position and velocity components were computed at each point along the three trajectories generated by these methods. The deviations in velocity and position between the minimum distance techniques and the ideal guidance were then plotted as a function of time. The open loop form of the minimum distance technique was found to perform as indicated by Hart (1). However, it is of interest to discuss some of the problems encountered with the implementation of the closed loop control algorithm. One problem area was the period at about 100 days into the mission when it is necessary to turn the spacecraft around for the deceleration for Mars rendezvous. The perturbed control causes the time of the turn-around to shift slightly. This time shift, due to the rapid tum-around causes predictions of large control changes, as can be seen in Figure 4. These large control changes exceed linearity and cause the algorithm to break down. To avoid this problem, nominal control is used during the turn-around period. The second problem area occurs when the spacecraft is nearing the final time. At this point in the trajectory, the effect of a control change is amall. The algorithm then predicts a large control change to cause the necessary results. This region is sensed by the increasing magnitude of the control changes. Mon these deviation reach a mapitude of .15 radians,



FIGURE 4.
CONTROL DURING TURNAROUND


#### Abstract

nominal control was used rince calcul: ions of wotrol could net be made within the linear range. This limit of .15 radians was found by trying several values. Beyond the time at which a .15 radian control change was ensed, predicted control changes quickly approached a value of abou. 3 radiars. This limit is the same as that used by Hart (1).


### 3.5. Numerical Methods

Accuracy, time and storage requinements for these methods are all highly dependent on the numerical processes invo. 'ed. Matrix inversion and numerical integration account for the majority of round-off and truncation errors. The numerical integration routine used in this study is a fourthorder Adams-Bahsforth predictor and a 1 ifth-order Adams-Moulcon corrector. A tourth-order Runge-Kutta routine is used as a starter to ontain the initial and three succeeding derivatives. The dependent variables are carried in double precision during integration in an attemft to control round-off errors. Matrix inversion is performed by Gaussian elimination. All numerical calculations were carried out on the CDC $6600 / E 400$ digital computer in the :ORTRAN IV language. Storage requirements for the minimum distance algorithm is $167,000_{8}$ words while the reoptimization (ideal guidance) requires 60,0008 words. Computation time for the minimum distance guidance was ar ound 12 sec onds. The reoptimization (ideal guidance) requires about 15 seconds nf com putation time.

## 

The first case considered involved a state error of $5 \times 10^{-6}$ AU/Day
in the $x_{1}$ velocity component. Position deviation as a function of time is shown in Figure 5, for open loop and closed loop control. The loop closure periods are $30,10,5$ and 1 day. A loop closure period of 30 days results in a larger error at the final time than does the open loop guidance. Steady improvement is shown, until at a loop closure perind of 1 day, the minimum error in the final position for the closed loop method is generated. For simplicity, none of the plots in this study show complete results below a time of 80 days. The reason for doing this is that the loop closure period has very iittle effect on velocity or position deviations from initiation until this time is reached. A representative curve is shown in each case for the general closed loop results, since all of these results look basically the same.

Figure $\varepsilon$ gives a summary of velocity deviations between the reoptimized trajectory and the closed and open loop techniques. The initial state error is again in the $x_{1}$ (velocity) component and loop closure periods of 30, 10, 5 and 1 day are considered. Once again, the 30-day loop closure period is actually worse than the open loop control with gradual improvement as the loop closure interval decreases. A loop closure period of 1 day gives the least error in the final velocity deviation.

Position deviations between open and closed loop control and the reoptimized for a position error of $5 \times 10^{-6} \mathrm{AU}$ are shown in Figure 7. This error occurs in the $x_{4}$ component. The loop closure periods considered are 10, 5 and 1 days. Results in this case are the same as for previous cases in that the trend is toward increased accuracy with the smaller loop closure
|,wiorl.
for dil iest caser inventigated, the respult are comparable. The closed loop results show continued improvement over the open loop down to the minimum loop closure period of 1 day. This limit of 1 day corresponds to the length of one integration step.

Figures 9 and 10 show results for an erior introduced at 65 days into the mission. The closed loop results appear somewhat better than open loop, with the errors in positio corrected more accurately than those ir velocity.

Figure 11 gives a listing of the actual terminal errors for the analyses shown in Figures 5 through 8. There is actually only a small difference between open and closed loop results at this point. Figure 12 compares the computation time for open and closed loop analyses. There is very little difference between the two procedures. This, in effect, means that the closed loop procedure is comparable to the open loop procedure as far as computer costs are concerned.


FIGURE 5.
POSITION DEVIATION FOR ERROR OF $5 \times 10^{-6}$ AU/DAY IN $X_{\text {I }}$ VELOCITY INTRODUCED AT ODAYS


FIGURE 6.
VELOCITY DEVIATION FOR ERROR OF $5 \times 10^{-6}$ AUIDAY IN $X_{1}$ VELOCITY INTRODUCED AT O DAYS
-


FIGURE 7.
POSITION DEVIATION FOR ERROR OF $6 \times 10^{-6}$ AU IN $X_{G}$ POSITION INTRODUCED AT O bAYS
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## VELOCITY DEVIATION FOR ERROR OF $5 \times 10^{-6}$ AU IN $X_{4}$ POSITION <br> INTRODUCED AT O DAYS

CLOSURE) in



## Differences Between Final States of <br> Reoptimized Trajectory and Minimum Distance Technique

| Perturbation | Error |  | Loop Closure Period (Days) |
| :---: | :---: | :---: | :---: |
|  | Position (AU) | Velocity (AU/Day) |  |
| $\delta \mathrm{x}_{1}(0)=5.0 \times 10^{-6} \mathrm{AU}$ | $1.6854386101 \times 10^{-4}$ | $1.3356785238 \times 10^{-3}$ | Open Loop |
| " | $7.5959967022 \times 10^{-5}$ | $7.5581577845 \times 10^{-3}$ | 1 |
| " | $7.5959967022 \times 10^{-5}$ | $7.5581577845 \times 10^{-3}$ | 5 |
| " | $1.3712271024 \times 10^{-4}$ | $1.1165335824 \times 10^{-4}$ | 10 |
| $\delta x_{4}(0)=5.0 \times 10^{-6} \mathrm{AU} /$ Day | $1.6388290871 \times 10^{-4}$ | $1.2626059427 \times 10^{-2}$ | Open Loop |
|  | $7.1368155158 \times 10^{-5}$ | $6.8088261401 \times 10^{-3}$ | 1 |
|  | $1.0093910324 \times 10^{-4}$ | $8.7410210064 \times 10^{-3}$ | 5 |
|  | $1.3037531342 \times 10^{-4}$ | $1.0469032389 \times 10^{-2}$ | 10 |
|  | $1.6468665832 \times 10^{-4}$ | $1.2406315644 \times 10^{-2}$ | 30 |

Figure 11. ERRORS AT FIMAL TIME FOR ERROR INTRODUCED AT INITIATION OF THE MISSION.

Velocity Perturbation in $x_{1}$ Component at
Initial Point of Trajectcry:

| Loop Closure <br> Period <br> (Days) | Time <br> (Sec.) |
| :---: | :---: |
| Open loop | 11.763 |
| 1 | 12.652 |
| 5 | 11.980 |
| 10 | 11.308 |
| 30 | 11.490 |

$\delta x_{1}(0)=5.0 \times 10^{-6} \mathrm{AU} /$ Day.

Position Perturbation in $x_{4}$ Component at
Initial Point of Trajectory:

| Loop Closure <br> Period <br> (Days) | Time <br> (Sec.) |
| :---: | :---: |
| Open loop | 11.545 |
| 1 | 12.171 |
| 5 | 12.143 |
| 10 | 12.041 |

$$
\delta x_{m}(0)=5.0 \times 10^{-6} \mathrm{AN}
$$

Fisue 12. COMPURAzIOM TIME REQUIESD

## 5. CONCLUSIONS AND RECOMMENDATIONS

In this study, a comparison of open and closed loop applications of the minimum distance guidance algorithm is presented. The comparison is based on the differences between the results of these algorithms and the results generated by a nonlinear reoptimization algorithin. The trajectory used is for a low-thrust spacecraft on a three-dimensional, heliocentric Earth-Mars transfer.
5.1. Summary of Conclusions

The major conclusions resulting from this study are:

1) The errors in the final state are somewhat smaller for the closed loop procedure than for the open loop. However, the difference is not large enough to indicate a choice of the closed loop procedure over the open loop procedure.
2) The position errors are somewhat smaller for both procedures than are the velocity errors at the final time.
3) The errors in the final state seem to become amaller as the loop closure interval becomes smaller. The results indicate that the choice of a continuous loop closure would decrease the errors in the final state but would increase computation time.
4) Reoptimization appears to be the best method of guidance. Considering the fact that the terminal errors are still relatively large, the closed loop procedure has only small merit above the open loop analysis. Since the computation times are on the sane order for the pinimu distance guidmace and the moptfaization (ideal guidance), little is gained by using the second onder guidance method. This mesult is the same as that obtainod

Wy Hart (1) in hi:; :;tudy.
5.2. Recommendations for Further Study

It is suggested that the study of low-thrust guidance techniques be extended as follows:

1) The results of this study indicate that the nonlinear reoptimization technique is much more accurete with only a small difference in computation costs. Therefore, it is recommended that further effort be directed at perfecting the reoptimization techniques for use in low-thrust guidance.
2) An extension of this study should be made to trajectories which contain coast arcs.

In addition, trajectories for which reoptimization is not feasible are of interest. An example of this would be the reentry problem.

## Earth Orbité Data

| Semi-major axis, $a_{E}$ | 1.0 AU |
| :--- | :--- |
| Eccentricity, $e_{E}$ | .016726 |
| Argument of perihelion, $\omega_{E}$ | $0.0^{\circ}$ |
| Angle of inclination, $i_{E}$ | $0.0^{\circ}$ |
| Argument of ascending node, $\Omega_{E}$ | $0.0^{\circ}$ |
| Time of perihelion |  |
| Period |  |

## Mars Orbital Data

| Seri-major axis, $a_{m}$ | 1.523691 AU |
| :--- | :--- |
| Eccentricity, $e_{m}$ | .093393 |
| Argument of perihelion, $\omega_{m}$ | $286.07366^{\circ}$ |
| Angle of inclination, $i_{m}$ | $1.84991^{\circ}$ |
| Argument of ascending node, $q_{m}$ | $0.0^{\circ}$ |

Time of perihelion March 17.490627, 1959
Period 686.868886 days

Vehicle Thrust Constants
Hass flow rete, B . 00108 initial vehicle mass/day
Bhenst speei, $C \quad .045855 \mathrm{AJ} / \mathrm{day}$
Soler gevitaticani constant, $u \quad 2.96007588 \times 10^{-4} A U^{3} / \mathrm{dar}^{2}$
Initini spececruatt mase 1.0
rima $\rightarrow$ : mi...ion initintion
Miscion duration

136.76.947f. 3 days

The spacecraft leaves th? vicinity of the Earth with fosition and velocity equal to that of Earth. The mission is carried out under the influence of the inverse gravjtational force of the Sun. After a $195-$ day heliocentric transfer, the spacecraft matches position and velocity with Mars.

THE DIFFERENTIAL EQUATIONS OF MOT' ON AND

EULER-LAGRANGE DIFFERENTIAL EQUATIONS

$$
\begin{aligned}
& \dot{x}_{1}=-\frac{\mu x_{4}}{r^{3}}+\frac{T}{M} \cos u_{1} \cos u_{2} \\
& \dot{x}_{2}=-\frac{\mu x_{5}}{r^{3}}+\frac{T}{M} \cos u_{1} \sin u_{2} \\
& \dot{x}_{3}=-\frac{\mu x_{6}}{r^{3}}+\frac{T}{M} \sin u_{1} \\
& \dot{x}_{4}=x_{1} \\
& \dot{x}_{5}=x_{2} \\
& \dot{x}_{6}=x_{3} \\
& \dot{\lambda}_{1}=-\lambda_{4} \\
& \dot{\lambda}_{2}=-\lambda_{5} \\
& \dot{\lambda}_{3}=-\lambda_{5} \\
& \dot{\lambda}_{4}=\frac{\mu \lambda_{1}}{r^{3}}-\frac{3 \mu x_{4}}{r^{5}}\left(\lambda_{1} x_{4}+\lambda_{2} x_{5}+\lambda_{3} x_{6}\right) \\
& \dot{\lambda}_{5}=\frac{\mu \lambda_{2}}{r^{3}}-\frac{3 \mu x_{5}}{r^{5}}\left(\lambda_{1} x_{4}+\lambda_{2} \because_{5}+\lambda_{3} x_{6}\right) \\
& \dot{\lambda}_{6}=\frac{\mu \lambda_{3}}{r^{3}}-\frac{3 \mu x_{6}}{r^{5}}\left(\lambda_{1} x_{4}+\lambda_{2} x_{5}+\lambda_{3} x_{6}\right) \\
& \text { The augmented vector, } \bar{z}=\binom{-\bar{y} .0}{\bar{\lambda}} \text {, is initially }
\end{aligned}
$$

$$
\begin{aligned}
& z_{1}=-1.4835073 \times 10^{-2} \\
& z_{2}=9.2714508 \times 10^{-3} \\
& z_{3}=0.0 \\
& z_{1}=5.199345 \times 10^{-1} \\
& z_{5}=8.3463802 \times 10^{-1} \\
& z_{6}=0.0 \\
& z_{7}=1.0058717029 \times 10^{1} \\
& z_{8}=-2.1350450338 \times 10^{1} \\
& z_{9}=-6.7014133502 \times 10^{-1} \\
& z_{10}=-5.1681265185 \times 10^{-2} \\
& z_{11}=-4.3276807729 \times 10^{-1} \\
& z_{12}=-1.3232925942 \times 10^{-3}
\end{aligned}
$$
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