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Photon transfer in ultrastrongly coupled three-cavity arrays
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We study the photon transfer along a linear array of three coupled cavities where the central one contains an
interacting two-level system in the strong- and ultrastrong-coupling regimes. We find that an inhomogeneously
coupled array forbids a complete single-photon transfer between the external cavities when the central one
performs a Jaynes-Cummings dynamics. This is not the case in the ultrastrong-coupling regime, where the
system exhibits singularities in the photon transfer time as a function of the cavity-qubit coupling strength.
Our model can be implemented within the state-of-the-art circuit quantum electrodynamics technology and it
represents a building block for studying photon state transfer through scalable cavity arrays.
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I. INTRODUCTION

Light-matter interaction controls some of the most fun-
damental processes in nature [1]. Its study has allowed the
development of impressive architectures where fundamentals
of quantum mechanics can be tested [2]. The high level of
control achieved on these setups [3–5] motivated an increasing
interest in the study of strongly correlated systems and collec-
tive phenomena. In particular, photon lattice models involving
coupled cavity arrays have been devised in such a way that
each cavity interacts with a single two-level system (qubit),
thus realizing the Jaynes-Cummings-Hubbard model [6–8].
The possibility of implementing different geometries enables
one to engineer quantum networks for distributed quantum
information processing [9]. These lattice models have proved
useful to describe the scattering of a single-photon interacting
with a qubit in a one-dimensional waveguide [10]. A similar
approach can be used to consider homogeneously coupled
cavity arrays [11], where the central cavity-qubit interaction
is in the strong-coupling (SC) regime. However, when the
rotating-wave approximation (RWA) ceases to be valid, the
single-photon scattering properties have been only recently
studied [12]. Notice that circuit QED technologies [13–15],
where photon lattice models have been proposed [16–18],
include disorder in the cavity coupling distribution due to
imperfections. In addition, circuit QED has allowed the
advent of the ultrastrong-coupling (USC) regime of light-
matter interaction [19–21], described by the quantum Rabi
model [22]. The latter displayed important consequences
in strongly correlated systems, where a Z2 parity-breaking
quantum phase transition was predicted [23].

Here, we consider the problem of photon transfer in a
linear array of three coupled cavities, where a two-level system
interacts at the central site in the SC and USC regimes (see
Fig. 1). This configuration can be thought of as a microwave
analog [24] of the superconducting Josephson interferometer.
We also include disorder in the cavity-cavity coupling, thus
mimicking experimental imperfections. Under these condi-
tions, we are able to unveil the following features: (i) in the SC
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regime, and for finite values of the hopping amplitudes and of
the cavity-qubit coupling, a single excitation initially localized
in the leftmost cavity is strictly forbidden to fully populate
the rightmost cavity, similar to the delocalization-localization
phenomenon [25]; (ii) in the USC regime, the above restriction
does not hold any more, and a single excitation can fully
populate the rightmost cavity for almost arbitrary Hamiltonian
parameters. Furthermore, the tunneling rate of the single
excitation becomes negligible for a critical value of the cavity-
qubit coupling strength, and it also allows an operational way
of defining the SC-USC crossover. Our scheme represents a
feasible building block [16–18,26] to study photon excitation
and state transfer towards scalable cavity arrays.

The present paper is organized as follows. In Sec. II, we
introduce the model and we provide a description of the
dynamical processes we consider. In Sec. III, we analyze the
single-photon transfer in the SC regime. In Sec. IV, we begin
with a discussion on the system dynamics in the case in which
the RWA breaks down, before moving on to a comparison of
the photon transfer behavior between the SC and USC regimes.
Further details on the transfer of a more general state (such as
a qubit and a coherent state) are provided in the Appendix. In
Sec. V, we report on a particular regime in which the qubit
frequency vanishes. Finally, in Sec. VI, we summarize and
discuss our results.

II. MODEL

Our model consists of an array of three single-mode
cavities, where the central site interacts with a two-level system
in the SC or in the USC regime. A schematic representation is
shown in Fig. 1 where each cavity is linked with its neighbor
through a hopping interaction that, in general, is not weak
enough to consider the RWA. The corresponding Hamiltonian
reads

H =
3∑

�=1

ω�a
†
�a� + ωq

2
σz + gσx(a†

2 + a2)

−
2∑

�=1

J�(a†
�a�+1 + a

†
�a

†
�+1 + H.c.), (1)
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FIG. 1. (Color online) Linear chain of three microwave cavities.
The central cavity is coupled to a two-level quantum system in the
strong-coupling or ultrastrong-coupling regime. The side cavities are
linked to the central one through hopping interaction that can also be
strong enough to invalidate the RWA.

where a�(a†
�) is the annihilation (creation) operator for photons

on the �th cavity (� = 1,2,3), ω� being the characteristic
frequencies and J� being the nearest-neighbor hopping am-
plitudes. The qubit of frequency ωq is located inside the
central cavity and is described by the Pauli matrices σα (α =
x,y,z), while g denotes the cavity-qubit coupling strength. The
complexity of the Hamiltonian in Eq. (1) is associated with
the appearance of counter-rotating terms in the cavity-qubit
and cavity-cavity interaction. Hereafter, we consider identical
cavities (ω� = ω) and resonant qubit (ωq = ω). We stress that
in all simulations we set the energy scales in units of the
resonator frequency ω.

The system is initialized in the state |ψ0〉 = |100〉 ⊗ |g〉,
corresponding to having a single photon in the leftmost cavity,
zero in the others, and the qubit in its ground state. We
address the dynamics dictated by the Hamiltonian (1), and
study the single-excitation transfer along our three-cavity
array. Depending on the ratio g/ω, two regimes can be
identified: the SC regime for g/ω � 0.1, and the USC regime
for 0.1 � g/ω � 1.

III. SINGLE-PHOTON TRANSFER IN SC REGIME

When g/ω � 1, the RWA provides a faithful description of
the cavity-qubit dynamics, so that we can neglect the counter-
rotating terms in Eq. (1): σx(a†

2 + a2) → (σ+a2 + σ−a
†
2). In the

regime where hoppings Jl/ω � 1, the cavity-cavity RWA also
holds, and the U (1) symmetry provides the conservation of the
total number of excitations. In this case, the time evolution of
the system will necessarily lead to a state of the form |ψ(t)〉 =
α|000〉 ⊗ |e〉 + (β|100〉 + γ |010〉 + δ|001〉) ⊗ |g〉. A full an-
alytical solution can be found in the interaction picture and
directly solving the Schrödinger equation. At resonance, where
qubit and resonator frequencies coincide (ωq = ω), we can
derive explicitly the probability amplitude for finding a photon
in the rightmost cavity: δ(t) = T [cos (λt) − 1]/2, where λ =√

g2 + J 2
1 + J 2

2 and the amplitude reads

T = 2J1J2

g2 + J 2
1 + J 2

2

. (2)

The above result unveils a competition between cavity-
cavity and cavity-qubit interaction. Equation (2) indeed shows
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FIG. 2. (Color online) Oscillation amplitude T defined in Eq. (2)
as a function of the hopping parameter J2, and for different sets of
Hamiltonian parameters. In panel (a), for a fixed value of the cavity-
qubit coupling g = 0, we display data for J1 = 0.001 (continuous
blue line), J1 = 0.005 (dashed black line), and J1 = 0.01 (dot-dashed
red line). In panel (b), for a fixed value of J1 = 0.001, we consider
g = 0 (continuous blue line), g = 0.002 (dashed black line), and
g = 0.01 (dot-dashed red line). Here and in the following figures, we
express all the couplings and hoppings in units of ω, while times are
denoted in units of ω−1. We also set � = 1.

that, introducing disorder in the cavity-cavity couplings
(J1 �= J2), the single-photon transfer has a counterintuitive
dependence on the hopping terms. In particular, for given
parameters g, ω, and J1, the excitation transfer to the rightmost
cavity exhibits a nonmonotonic behavior with increasing J2

and is maximum for J1 = J2 [see Fig. 2(a)]. Note that only
in the homogeneous case (J1 = J2) and for a negligible
cavity-qubit coupling g is it possible to have photon transfer
with unit probability. On the other hand, for any finite value of
g, the latter is strictly forbidden. We also notice that, in Eq. (2)
and for fixed J1, increasing g decreases the amplitude T [see
Fig. 2(b)]. This behavior has a simple explanation: when a
single excitation tries to move from the left to the central
cavity, it is scattered back by the cavity-qubit system without
being fully absorbed. In fact, the probability for exciting the
qubit |α|2 is inversely proportional to the square of the coupling
strength.

IV. SINGLE-PHOTON TRANSFER IN THE USC REGIME

If the coupling strength g and the resonator frequency ω

satisfy 0.1 � g/ω � 1, the system enters the USC regime.
In this case, photons are spontaneously generated from the
vacuum such that the total number of excitations grows with
the ratio g/ω, enlarging unavoidably the associated Hilbert
space [27]. To observe an appreciable excitation transfer, the
photon hopping strength must be of the same order of g; thus
we consider values up to J� ∼ 0.1. In this regime, for the sake
of consistency, the counter-rotating terms of the cavity-cavity
interaction have been taken into account, although they do not
change qualitatively the system dynamics. In order to provide
a reliable system real-time dynamics, we performed a fourth-
order–Trotter expansion of the evolution operator [28,29]. To
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FIG. 3. (Color online) Average photon number in each cavity
N

(i)
ph (t) at resonance condition (ωq = ω), and for homogeneous

cavity-cavity couplings (J1 = J2 = 0.1). The red line stands for the
leftmost cavity and the blue line for the rightmost cavity, while the
green line stands for the central cavity. The main panels refer to
different cavity-qubit couplings: g = 0.9 (a); g = 0.85 (b). The inset
shows the box counting analysis for N

(1)
ph (t) (g = 0.9), and displays

M as a function of τ (see the main text and Ref. [31]). A power-law fit
of the intermediate region gives a fractal dimension D ≈ 1.66. Time
is expressed in units of ω−1.

extend this kind of analysis to a higher number of cavities,
one should rely on more sophisticated numerical techniques,
such as the time-evolving block-decimation scheme for a one-
dimensional array of cavities.

A. System dynamics

Figure 3 shows the time evolution of the average photon
number in each cavity, N

(i)
ph (t) = 〈ψ(t)|a†

i ai |ψ(t)〉, starting
from the state |ψ0〉 = |100〉 ⊗ |g〉 that evolves according to
Hamiltonian (1). At first glance, one recognizes a highly
irregular behavior of N

(i)
ph (t), which arises from the counter-

rotating terms in the cavity-qubit interaction. Remarkably, this
is developed by the unitary evolution of the system itself, and
it is not due to the limited time resolution of our simulations.
In order to quantify this behavior, we analyze the fractal
dimension of N

(1)
ph (t) by using the modified box counting

algorithm [30]. This consists in dividing the total time interval
in segments of size τ , and then covering the data with a set of
rectangular boxes of size τ × �i (�i is the largest excursion
of the curve in the ith region τ ). One then computes the
average excursion M(τ ) = ∑

i �i/τ . The dimension D of the
curve is defined by D = − logτ M(τ ). One finds D = 1 for
a straight line, and D = 2 for a periodic curve. Indeed, for
times much larger than the period, a periodic curve uniformly
covers a rectangular region. Any value of D between these
integer values entails the fractality of the curve [31]. In the
case of Fig. 3(a), we obtained D ≈ 1.66 (inset to the figure).
Furthermore, increasing g, we found a fractal dimension which
rapidly decreases from D ∼ 2 (quasiperiodic curve) down

to noninteger values close to D ∼ 1.5 for large cavity-qubit
couplings.

The fractal time dependence emerging in the system is
clearly due to the presence of counter-rotating terms. Here we
point out that a similar analysis, performed after removing
the two side cavities from the model, systematically produced
integer values of D . This means that the Rabi model alone is
not sufficient to generate a fractal signal. In order to have a
sufficient number of incommensurate frequencies generating
a fractal behavior, the Rabi model has to be combined with
some nontrivial interaction with other bosonic modes.

B. Photon transfer

Before discussing the transfer properties, it is appropriate
to observe that, even though in the USC regime photons are
spontaneously generated in the central site, for the coupling
values considered here and if the system is initialized in the
vacuum state, the average photon number in the side cavities
remains much smaller than 0.1 during the whole evolution.
This guarantees that the signal tunneled through the central
site can be clearly distinguished from excitations generated
by the presence of counter-rotating terms. Furthermore, in
the case of homogeneous cavity-cavity couplings, given the
symmetry of the system Hamiltonian (1), the two side cavities
have identical behavior and differences between them can arise
only from asymmetrical initial states.

Two fundamental differences with respect to the SC regime
can be found in the excitation transfer analysis. First, in the
USC regime a single-photon excitation can be completely
transferred from the leftmost to the rightmost cavity, also for
a finite value of the coupling strength g [see, e.g., Fig. 3(a)].
This is the typical situation for almost arbitrary Hamiltonian
parameters in the USC regime, a disparity that can be explained
as follows. The initial state |ψ0〉 has a finite overlap with the
state |E〉 = (g|100〉 ⊗ |g〉 + J |000〉 ⊗ |e〉)/

√
g2 + J 2. In the

SC regime, |E〉 is a Hamiltonian eigenstate, and its overlap
with the evolved system state |ψ(t)〉 is conserved during
the time evolution. Consequently, the state |001〉 ⊗ |g〉 is
not accessible (as far as g �= 0). On the other hand, in the
USC regime the state |E〉 is no longer an eigenstate of the
Hamiltonian. Hence the previous limitation does not hold
anymore, and complete transfer to the rightmost cavity is
generally allowed. In the USC regime, the qubit and the
field in the central cavity cannot be considered as separated
entities, and the Jaynes-Cummings doublets are not the correct
eigenstates to describe the system dynamics. In fact, the system
eigenstates are defined in two infinite-dimensional Hilbert
spaces that have a defined parity p = ±1, according to the
Z2 symmetry [22].

The second feature to be highlighted is that the photon trans-
fer is strongly inhibited for a specific value of the cavity-qubit
coupling strength, as displayed in Fig. 3(b). In particular, in
Fig. 4 we analyzed the population inversion time Tinv, defined
as the time in which the average photon number becomes
bigger in the rightmost cavity than in the leftmost cavity, as
a function of the coupling strength g, and for different values
of the cavity-cavity coupling strength. We found that there
exists a critical value gc, dependent on the system parameters,
for which the time needed to observe single-photon transfer
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FIG. 4. (Color online) Population inversion time Tinv as a func-
tion of the cavity-qubit coupling constant, for J1 = 0.1, defined as
the time in which N

(3)
ph (t) becomes bigger than N

(1)
ph (t). We note the

SC-USC transition for g ≈ 0.14, and the inhibition of state transfer
around a critical value gc, which depends on the hopping term J2

according to gc ≈ 0.94–0.97 × J2. The couplings g and J1,2 are
expressed in units of ω, as well as Tinv in units of ω−1. The inset
displays the maximum value of the population inversion time T (max)

inv

that is reached at gc, as a function of J2 [29].

dramatically increases. For the considered parameter ranges,
we find a critical coupling 0.78 � gc � 0.88 (in units of ω).
Fixing J1 = 0.1, we found gc ≈ 0.94–0.97 × J2, while the
population inversion time T (max)

inv in correspondence to such
a value exhibits a quite irregular pattern of oscillations with
J2 (inset to Fig. 4). This phenomenon is specific to the USC
dynamics and occurs in the higher-coupling region of the Rabi
model (g/ω � 0.4) [32], a zone where the photon production
exceeds the RWA predictions, and an analytical treatment
becomes difficult despite the integrability of the model [22].

We highlight the sudden increase of Tinv occurring in the
lower-coupling region of the Rabi model, which is zoomed-in
in Fig. 5. This abrupt behavior is due to the SC-USC regime
crossover. If the RWA holds, the population inversion time
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FIG. 5. (Color online) Population inversion time Tinv (in units of
ω−1) as a function of the cavity-qubit coupling constant g, and for
fixed value J1 = 0.1. The blue and the black lines correspond to
the homogeneous case. The blue line corresponds to the analytical
solution when the RWA holds for cavity-cavity and cavity-qubit
interaction. The black, red, and green lines are obtained through
numerical simulations of the full model ruled by the Hamiltonian (1).

is given by Tinv = arccos[1 − λ2/(J 2
1 + J 2

2 )]/λ, where λ has

been defined previously. For g >

√
J 2

1 + J 2
2 , the population in-

version never occurs. Contrariwise, when the counter-rotating
terms are taken into account, we observe population inversion
at finite time also for a larger value of the coupling g. Notice
that the location of the discontinuities appearing in Fig. 5
is related to our definition for the inversion time Tinv. For
example, a redefinition of Tinv as the time in which N

(3)
ph /3

becomes bigger than 2N
(1)
ph /3 would quantitatively change

the value of g for which the inversion time experiences
a discontinuity. However, the emerging physics would not
qualitatively change. Here we use the most natural definition
of Tinv, in analogy with the concept of population inversion in
statistical mechanics. The sudden increase of the population
inversion time is due to the fact that, in the USC regime, the
accessible part of the Hilbert space is unbounded, because
of the U (1) symmetry breaking down to a Z2 symmetry.
Hence the system can explore a much bigger number of
states: complete transfer is allowed, but the probability of its
occurrence is smaller. For our three-cavity array, the parameter

gt = g/

√
J 2

1 + J 2
2 provides us with an operational definition

for the SC-USC transition of the cavity-qubit interaction.
For small values of gt , the RWA describes correctly the
transfer dynamics. When gt > 1, the full model behavior
differs quantitatively and qualitatively from the JC model
predictions. We observe also that varying J2 with respect to J1

results in a longer population inversion time: in both regimes,
inhomogeneity in the hopping terms hinders the excitation
transfer.

We have also analyzed the transfer of coherent states, |φ0〉 =
|α〉, and of arbitrary linear superposition states |φ0〉 = p|0〉 +
eiθ

√
1 − p2|1〉, with p randomly chosen in the interval [0,1].

We numerically simulated the system evolution, setting |ψ0〉 =
|φ0〉|0〉|0〉|g〉 as initial state, and we recorded the behavior of
the transfer fidelity, defined as F = Tr[ρ0ρ(t)], where ρ0 =
|φ0〉〈φ0| and ρ(t) is the state of the rightmost cavity at time t .
The results we found are consistent with those relative to the
case of single-excitation transfer. The interplay between the
hopping constant J and the cavity-qubit coupling strength g

rules the state transfer dynamics: with increasing J the transfer
is more likely to happen, while increasing g results in smaller
values of the transfer fidelity. Specifically, in the SC regime,
as far as g �= 0, it is impossible to observe complete state
transfer, i.e., F < 1 at any time. This is not the case in the USC
regime, where the transfer fidelity, in a linear superposition or
a coherent state, can be close to unity; also when g and J are
of the same order. These results show the peculiar features
of state transfer physics beyond the RWA, and may pave the
way for developing a general theory in the presence of USC
regimes. Further details on state transfer features can be found
in the Appendix.

V. DEGENERATE QUBIT CASE

In the case in which the qubit frequency vanishes, a closed
analytical solution of the system dynamics is available if
we consider the RWA in the cavity-cavity interaction. This
model can be simulated with current technology by means
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of a coupled cavity-qubit system in the SC regime, and the
application of a strong classical driving to the qubit [33,34]. It
can be shown that the dynamics of such a system will be ruled
by the effective Hamiltonian

Heff = ω

3∑
�=1

a
†
�a� + gσx(a†

2 + a2) −
2∑

�=1

J�(a†
�a�+1 + H.c.),

(3)
which can be obtained setting ωq = 0 in Eq. (1), and perform-
ing the RWA on the cavity-cavity interaction. In this case, the
excitation transfer exhibits a smooth periodic behavior in time,
which is independent of the cavity-qubit coupling strength, and
allows a complete transfer at regular times. In fact, the time
evolution of the difference between the average photon number
in the leftmost and rightmost cavities, starting from the initial
state |ψ0〉 = |100〉 ⊗ |g〉 in the homogeneous case, reads

�Nph(t) = N
(1)
ph (t) − N

(3)
ph (t) = cos (

√
2J t). (4)

This result holds both in the SC and in the USC regime; hence
the counter-rotating terms do not modify the excitation transfer
properties of the system. We point out that, when g/ω � 0.1,
spontaneous photon generation occurs: 〈a†

1a1〉 and 〈a†
3a3〉 keep

a chaotic time dependence, despite their difference follows a
smooth and regular behavior.

VI. CONCLUSIONS AND OUTLOOK

We studied excitation transfer in an array of three cou-
pled cavities, where a two-level system interacts with the
central one, focusing on the comparison between strong- and
ultrastrong-coupling regimes of light-matter interaction. In the
SC regime, the cavity-qubit interaction g and the cavity-cavity
inhomogeneities J1 �= J2 constrain the excitation transfer, thus
inhibiting complete population tunneling. On the contrary, in
the USC regime a much richer scenario appears. A complete
photon transfer is generally allowed, even for finite values
of the cavity-qubit coupling strength and for inhomogeneous
hoppings, although there exists a specific regime for which
the tunneling rate becomes negligible. The complexity of the
USC dynamics, generated by counter-rotating terms, manifests
itself in the highly irregular time pattern of the observables,
exhibiting a fractal behavior. Nonetheless, the physics beyond
the RWA plays an important role for the enhancement of
quantum state transfer. Finally, in the degenerate qubit case,
the excitation transfer is regular and its period does not depend
on the cavity-qubit coupling strength.

The proposed scheme can be implemented with state-of-
the-art superconducting circuit technology or, alternatively, its
quantum simulation may be considered. Furthermore, it can
be used as a building block for realizing controllable quantum
simulation of large lattices involving the quantum Rabi model
in all coupling regimes.

We also remark that studying the photon transport mech-
anism in coupled cavities, as for example our three-cavity
setup, in the presence of losses could be also relevant for
the understanding of noise-assisted transport in quantum
networks [35,36].
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APPENDIX: FURTHER DETAILS ON THE
STATE TRANSFER

1. State transfer: Linear superposition

Here we consider the state transfer of a Fock state
linear superposition |0〉 and |1〉, containing zero and one
excitations of the cavity mode, respectively. For simplicity,
we have considered homogeneous cavity-cavity couplings,
J1 = J2, and resonance condition, ωq = ω. The system is
initialized in state |ψ0〉 = |φ0〉|0〉|0〉|g〉, where |φ0〉 = p|0〉 +
eiθ

√
1 − p2|1〉, with p randomly chosen between 0 and 1. We

define the state transfer fidelity as F = Tr[ρ0ρ(t)], that is a
measure of the overlap of the rightmost cavity state ρ(t) with
the leftmost cavity initial state ρ0 = |φ0〉〈φ0|.

The results for different system parameters are shown in
Fig. 6. On one hand, in Fig. 6(a) we have chosen a cavity-qubit
coupling in the SC regime, g/ω = 0.01, and two values for
the cavity-cavity coupling, J/ω = 0.01,0.1. First, when both
quantities are in the SC regime, the cavity-qubit interaction sets
an upper bound for the maximum of the state transfer fidelity
(black line). Second, if the cavity-cavity coupling is in the USC
regime, J/ω = 0.1, then almost complete state transfer occurs
(red line). On the other hand, in Fig. 6(b), we plot the fidelity
F for a cavity-qubit coupling in the USC regime, g/ω = 0.2
and J/ω = 0.01,0.1 for the cavity-cavity coupling. When g is
one order of magnitude larger than J (black line), the transfer
is completely inhibited. Contrariwise, there is an enhancement
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FIG. 6. (Color online) (a) State transfer fidelity F = Tr[ρ0ρ(t)]
over time for different system parameters. We define |φ0〉 = p|0〉 +
eiθ

√
1 − p2|1〉, with p = 0.2 and θ = 0.63. In the SC regime, that is

when g = J = 0.01 (black line), the state transfer fidelity is bounded:
it cannot reach 1 as far as g �= 0. (b) When counter-rotating terms are
involved in the dynamics (J � 0.1 and/or g � 0.1), the fidelity can
be close to 1 even when J < g (red line). Time is expressed in units
of ω−1.
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FIG. 7. (Color online) Transfer of a coherent state of amplitude
α = 1 along a three-cavity array (g = 0). (a) Average photon number
for the leftmost (red), central (green), and rightmost (blue) cavities.
(b) State transfer fidelity over time. In the case of qubit absence, the
coherent state is fully transferred. Observe that the fidelity at time
zero has a finite value F ≈ 0.38, which corresponds to the overlap
between the vacuum state and the considered coherent state. Time is
expressed in units of ω−1.

in the state transfer when the cavity-cavity coupling is in the
USC regime (red line).

2. State transfer: Coherent state

In this section, we report the transfer properties of coherent
states. We numerically simulated the system dynamics starting
from the initial state |ψ0〉 = |φ0〉|0〉|0〉|g〉, where |φ0〉 = |α〉
is a coherent state of amplitude |α|. For the sake of clarity,
we first show how a coherent state would transfer along a
three-cavity array in the absence of the qubit interaction. This
corresponds to setting g = 0 in our model. Such dynamics is
shown in Fig. 7 for a coherent state with α = 1. In Fig. 7(a),
we show the average photon number for the three cavities,
while Fig. 7(b) contains the state transfer fidelity. These figures
show that the coherent state crosses the central cavity and it is
recomposed in the rightmost one. The fast-oscillating behavior
of the fidelity is due to relative phase rotation of different
coherent state components. We observe also that the fidelity
oscillates around a value slightly smaller than F = 0.4 due

F
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FIG. 8. (Color online) (a) State transfer fidelity over evolution
time (in units of ω−1), for a coherent state of amplitude α = 1. The
system parameters are given by g = 0.02 and J = 0.01 (SC regime).
(b) State transfer fidelity over evolution time, for a coherent state
of amplitude α = 1. The system parameters are given by g = 0.2
and J = 0.1 (USC regime). The maximum value that the fidelity can
reach is not directly bounded by the cavity-qubit interaction.

to the finite overlap between the coherent state |α〉 and the
vacuum state |0〉.

Let us now consider our full model, composed of three
cavities and a qubit interacting with the central one. The
transfer of coherent states follows the same general rules
reported for the case of the linear superposition state, even
if the time-dependent fidelity has a fast-oscillating behavior.
In the SC regime, the cavity-qubit interaction limits the
maximum value that the fidelity can reach. Figure 8(a) shows
the time evolution of the state transfer fidelity in the case
in which J = 0.01 and g = 0.01, where complete transfer is
not allowed. In contrast, in the USC regime, high values of the
fidelity can be reached also when g is larger than J . Figure 8(b)
shows the coherent state transfer dynamics, for a case in which
both the cavity-cavity and the cavity-qubit interactions are in
the USC regime. The plot shows the fidelity F over evolution
time for a coherent state of amplitude |α| = 1. In this case, the
fidelity can reach F = 0.9, also if g = 2J .

The cases considered in this Appendix (linear superposi-
tions and coherent states) display the main features of the state
transfer when considering the physics beyond the RWA.
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