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ABSTRACT

Context. Theoretical stellar evolutionary models are stiflegted by not negligible uncertainties due to the errors inatiopted
physical inputs.

Aims. In this paper, using our updated stellar evolutionary cede guantitatively evaluate thefects of the uncertainties in the
main physical inputs on the evolutionary characteristfidew mass stars, and thus of old stellar clusters, from them@quence to
the zero age horizontal branch (ZAHB). To this aim we calmdanore than 3000 stellar tracks and isochrones, with egdsdlar
mixture, by changing the following physical inputs withiretr current range of uncertaintyd(p,ve*)?H, **N(p, ¥)*°0, and triplee
reaction rates, radiative and conductive opacities, meuemergy losses, and microscopifdsion velocities.

Methods. The analysis was conducted performing a systematic vanian a fixed grid, in a way to obtain a full crossing of the
perturbed input values. Théfect of the variations of the chosen physical inputs on relestellar evolutionary features, such as the
turn-off luminosity, the central hydrogen exhaustion time, thegaht branch tip luminosity, the helium core mass, and th&iBA
luminosity in the RR Lyrae region are analyzed in a statidticay.

Results. We find that, for a 0.9M@ model, the cumulative uncertainty on the turffi-e¢he red-giant branch tip, and the ZAHB
luminosities accounts fae0.02 dex,+0.03 dex, and:0.045 dex respectively, while the central hydrogen exhangtioe varies of
about+0.7 Gyr. For all examined features the most relevdiga is due to the radiative opacities uncertainty; for therlavolutionary
stages the second most importaffeet is due to the triple- reaction rate uncertainty. For an isochrone of 12 Gyr, we ttirad the
isochrone turn-fi log luminosity varies 0f:0.013 dex, the mass at the isochrone tuffivaries of+0.015 Mg, and the dference
between ZAHB and turn{®log-luminosity varies 0£0.05 dex. The fect of the physical uncertaintyfacting the age inferred from
turn-off luminosity and from the vertical method are60.375 Gyr and: 1.25 Gyr respectively.

Key words. methods: statistical — stars: evolution — stars: horizdmtanch — stars: interiors — stars: low-mass — stars: ldprtmg-
Russell and C-M diagrams

1. Introduction by different authors adoptingftiérent input physics aior pre-
) o scriptions for the treatment of processes occurring irsstdrese

An evaluation of the global uncertainty in stellar modeledo models are in fact the result of complex calculations rejyon
the micro-physical inputs is essential for understandiegac-  many physical assumptions (i.e. equation of state, ragiatnd
tual significance of the application of these models wheivéler condyctive opacities, nuclear reaction cross sectionstrine
ing quantitatively fundamental stellar, and even cosmiollg emjssion rates, etc.), algorithms describing physicatgsses
parameters. In fact, theoretical models for the structateavo- (e convective transport, rotation, etc.), and inputapesters
lution of stars are indispensable tools in many astronoméea (j e, initial metallicity, initial helium abundance, heaelement
search areas. Much fundamental information on resolveldiste yixyre, etc.), eachfiected by uncertainties.
populations otherwise inaccessible, as for example theiage A first estimate of the uncertainty in stellar models can be
obtained by comparing observational data and theoreti&l pypained by comparing the results provided byfefent au-
dictions. Furthermore, evolutionary models play a cruod 45 and codes (see €.g. Bertelli e al. 2009; Dotter 50817 2
also in the studies of unresolved stellar populations,esthey  [Bietrinferni et al. 2006). However, this kind of approacksiaot
are a fundamental ingredient for the required stellar patmn 56,y to disentangle and quantify the contributions of theaus
synthesis tools. As such, in the last decades a htiget das uncertainty sources.
been focused on refining the accuracy and reliability of @vol 5 ore suitable approach consists in changing a given
tionary predictions. As a result, stellar evolution thebas be- ;¢ physics at a time keeping all the other inputs and
come one of the most robust area of astrophysical research gl.o naters fixed. For hydrogen-burning models of metal
Iowin_g qfirm understanding of the main stellar populatioareh poor low-mass stars, an early example of this technique
acteristics. _ is provided byl Chaboyer etlal. (1995) and subsequently ex-

However, the current generation of stellar models are stiinded to more advanced evolutionary phases by various
affected by not negligible uncertainties, as proved by the digythors such a5 Cassisi et dl. (1998); Brocatoletal. [1998);
crepancies among the stellar tracks and isochrones cothpWgsteflani & Degl'Innoceriti(1999), and for white dwarf ¢oo
ing models by Prada Moroni & Straniero (2002). Many other pa-
Send offprint requests to: G. Valle, valle@df.unipi.it pers followed this approach focusing orffdrent mass ranges
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andor evolutionary phases (see elg. Castellanietal. |20G6und iniValle et al.|(2009) and Tognelli etial. (2011). Theleo
Imbriani et al.| 2001] Salaris etlal. 2002; Imbriani etlal. 200 adopted here is the same used for the construction of the Pisa
Weiss et all_2005; Prada Moroni & Straniero_2007; Valle et ebtellar Evolution Data BaBefor low-mass stars, as illustrated
2009; Tognelli et al. 2011). in DellOmodarme et &l. (2012), where a detailed descriptbd

However, the previous method does not allow to quathe inputs of the stellar evolutionary code and of the ZEHB
tify the possible interactions among thetdrent input physics. construction technique can be found.

A more systematic and exhaustive analysis consists in vary- The mixing length formalisni (Bohm-Viterdse 1958) is used
ing simultaneously all the main input physics adopting ein treat the convective transport in superadiabatic regjitm
ther a Monte Carlo technique (see €.g. Chaboyeretal.| 199fch a scheme the convectiofigiency depends on the mix-
1998; | Chaboyer & Krauss _2002; Krauss & Chabover 200ig length parametdr= amHp, whereH,, is the local pressure
Bjork & Chaboyei 2006) or a systematic variation of the ipuiscale height andy, a free parameter to be calibrated.

in a fixed grid. These kind of studies are clearly much moretim . : . .
consuming than the previous ones, since they require the com The treatment of the superad|abat|c convective transport |
putation of a huge number of stellar models. This is the neas ne of the weakest aspect in current generation of stellar ev

why a thorough analysis of this kind is still lacking ution codes and consequently one of the main sources of theo

In the present paper we beain to fill this gap focusind on etical uncertainty, which, however, mainlffects éfective tem-
P pap 9 9ap 9 gerature predictions while luminosity evaluations afected in

on the impact on stellar models of low-mass stars, from them ;
sequence (MS) to the zero age horizontal branch (ZAHB),ef yery much less extent. Such an uncertainty should be careside

uncertainties @iecting some of main physical inputs adopted iﬁs systematic and due to an oversimplified treatment of a very
modern stellar evolution codes. omplex phenomenon, whose precise physical descriptiootis

et available. Since we are interested only in evaluatiegctn

_The aim is twofold: first, to give an estimate of the Cum'“e';mlative dfect of the main input physics uncertainties, we did

lative dfect of physical uncertainties on the tracks, |sochronﬂ§5t take into account thefect of the large error in thefeciency
and on the main Ste”f’” quantities, second, to preak dOW.h SY the superadiabatic convective transport, i.e. omthevalue.
a global variability, evidencing theffects of the single physical ¢ g reason, all the models computed in the present sisaly
mpuRtslo_n dﬂ“erer:\t stages of _stella;r elvolut|on. ber of stell doptam = 1.90. However, a change of thg, value chosen

| e ylgi; %nt e"compuliatlondo %7arge r;]um erof ste aérdno i the computations might in principleéfact the estimate of the
els (i.e. 3159 stellar tracks and 567 isochrones), we p@Edr oot of the cumulative uncertainties in stellar prediusi. For
a rigorous statistical analysis of théets of the variations of < reason. as shown in detail in Appendix C, we computed ad-
the chosen physical inputs on relevant stellar evolutipfiea- itiona| sets of models with two fierent mixing-length parame-
tres, such as the turmfduminosity, the central hydrogen ex-q, values, namelym = 1.70 and 1.80, checking the robustness

haustion time, the luminosity and helium-core mass at thet Rg¢ ¢ resyits presented in the paper for a reasonable cliange
Giant Branch (RGB) tip, and the ZAHB luminosity in the RRy, o mixing-len%th value. pap g

Lyrae region at loJ ¢ = 3.83.

Sectiori 2 is devoted to a description of the method employed
for the calculations and of the physical inputs relevanh&dal- 2 1. input physics uncertainties
culations and of their current uncertainty. Seclibn 3[@ntb$éent
and analyze the results on the global uncertainty of oureefe®2  The computation of stellar models relies on the detailedatno
model due to all the variations of the chosen inputs withiirth edge of matter and radiation behavior in the temperature and
estimated uncertainty. In S¢d. 5 ddd 6 we report the correbpodensity regimes typical of stellar interiors. These inpoygics
ing uncertainty on the isochrones. Some concluding rensaeks include: radiative and conductive opacities, equatiostafe
given in Sectl . (EOS), nuclear reaction cross sections, neutrino emissitas

(i.e. plasma, photo, pair, and bremsstrahlung processes).

In this subsection, we briefly summarize the uncertainty on
the up to date input physics, focusing only on those whicly pla

For the present analysis we are only interested in quantjfyi@ relevant role in the structure and evolution of the refeeen
the theoretical uncertaintffecting low-mass stellar models duec@se, with the notable exception of the EOS. In fact, in spfite
to the cumulative fiects of the uncertainties in the main inputtS importance in modeling stellar interiors, a detailed &agor-
physics. We focus on the typical member of an old stellar popPUs évaluation of the propagation of the EOS uncertaintites i
lation, choosing for referenceM = 0.90 Mg model with initial ~ the final model is a diicult task. The reason is that the main
metallicity Z = 0.006 — suitable for metal-rich galactic globu-thérmodynamic quantities required for computing stelladels
lar clusters and in the Magellanic Clouds — with heavy elemer{l-€- Pressure, temperature, density, specific heat, aticagradi-
solar mixture by Asplund et al. (2009). The initial heliunuab €Nt etc.) are available only in the form of numeric tablelsere
dance)Y = 0.26, was obtained following the often adopted linth€ values of the various quantities are given without tiseeis
ear helium-to-metal enrichment law given by:= Y, + ﬁ_\zfz, ated uncertainty. Furthermore, those thermodynaml_c dfiemt
with cosmologicaHe abundance’, = 0.2485 [Cyburt et &l. are related in a not trivial way. Thus, we preferred to fix tii@3=

2004, Steigman 2006; Peimbert et al. 2007a,b). In this wark Vg it was without errors rather than adopting a too crude-trea

assume\Y/AZ = 2, atypical value for this quantity, stilfiected ent.
by several important sources of uncertainty (Pagel & Partin
1998; Jimenez et al. 2003; Flynn 2004; Gennaro ¢t al.l2010).™ 1 http://astro.df.unipi.it/stellar-models/

The adopted stellar evolutionary code, FRANEC, has been \ye followed a synthetic method to build the ZAHB models as we
extensively described in previous papers (Cariulo et a0420 did not evolve the tracks through the He-flash. The ZAHB metialve
Degl'lnnocenti et all_ 2008, and references therein). Aitita been computed by accreting envelopes fietdent mass extensions onto
discussion of the recent updates of the physical inputs eantbe He-core left at the tip of the RGB.

2. Description of the method
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Present calculations used the most recent version of thecuracy of the results. The same occurs for the radiatige-op
OPAL EO$l, namely the 2006 releasé (Rogers étal. 1998y tables made available by the Opacity Project (heredter
Rogers & Nayfonav 2002). Seaton & Badnell 2004; Badnell et al. 2005). Given such a sit-

Anyway an estimate of the impact of twofldirent choices uation, a first idea of the accuracy level of the current radia
of EOS is presented in AppendiX D, where we evaluate the difpacity generations can be achieved by comparing the sesult
ferences in the evolutionary features computed with OPAA amprovided by diferent and independent groups. Rose (2001) per-
FreeEOS| (Irwin 2004). formed this kind of analysis for a plasma mixture very simila
in composition, temperature, and density to that in the Sun’
center finding an agreement between Rosseland mean opacity
= . codficients provided by dierent codes at the level of 5%. The
vant for hydrogen and helium burning phases, we adopted fiGeement gets worse affgrent plasma conditions, as shown

same cross _sections detailed.in DeII’Omodarme etal. (2(0112.) y comparing the results provided by OPAL and OP (here-
order to avoid the huge and useless explosion of compugatiogsq, KOPAL and kOP) over their whole validity domain, which

time that would result taking into account the uncertaintifie ¢ jn agreement within about 10-15% (Seaton & Balnell 2004;
cross sections of all the nuclear reactions belonging tbyideo- 5= ra( et all 2005). )

gen and helium burning networks, we limited the analysig tml T . I .
. : o1y 14 15 o further extend the investigation, we evaluated tteedi
the three main reactions, namely ##(p.ve')?H, “*N(p, 7)™, ences in the (lo@, logR) plane between OPAL and OP radia-

i 1 +)2 14 15
and triplee. In fact the“H(pve')"H and“*N(p, ) O are the tive opacities computed for Asplund et al. (2009) solar epta

lowest cross sections which thus drive, respectively, thie € mixture. As in OPAL and OP works, we used here the variable
ciency of the proton-proton chain and the CNO cyg:le, whike thy ™ /T3, wherep is the mass density arich = 10- x T with
triple-a cross section influences both the core helium flash and ! AL LOP\ /LOPAL :

the ZAHB luminosity. T In K. Figure[l shows the values d{QA- — kOF) /kPPAL in four

Experimental measurements of the(p,ve*)?H cross sec- contour plots, for dferent hydrogen abundances (= 0.8,

tion are not available, thus one has to rely only on theaaeti->: 0-2, and 0.0) a_nd metallicig/ = 0.004. I\_Io_tice that we did
models. The uncertainty in the,§0) factor is of the order of 1% NOt plotthe comparison for the same metallicity of our refre
(Kamionkowski & Bahcall 1994; Adelberger et/al. 1998, 2011)track, i.e.Z = 0.006, because the corresponding tables are not

However, the current version of the FRANEC, as many othgyailable neitherin OPAL nor OP calculations, thus we prefi

evolutionary codes, calculates the(p,ve*)2H reaction rate fol- 10 US€ the nearest value of the metallicity for which botrug

lowing the analytical approximation provided by the NACREF"OVIde the opacity tables_, 1.& = 0.004, rather than Interpo-
compilation (Angulo et 2l. 1999), whose accuracy with respe/@te: The computed evolution of the standard stellar modtél w
to the tabulated rates is better than 3%. This is the valuaof 1 = 090 Mo, Z = 0.006,Y = 0.26 is superimposed to each

certainty we adopted as it is the dominant source of errdnen tpanel. To give an indication of the region spanned in theeplan
rate calculations. by the whole stellar structure, we showed the path of fofiedi

For1N(p, y)1°0 reaction rate we used the recent estimate tapt mass fractions of the structure, from the center to therou

Imbriani et al. [(2005). The uncertainty on the analyticafiten yers, corresponding to_the_0.99974 mass fraction (réspic

in that paper is about:810% in the range of temperature f1.0 labels fr(_)m 0.0010 1.00 in F@ D).

10°] K. In the calculations we assumed an uncertainty of 10%, L00king at the panels of Fig] 1 we see that, for the selected
Fynbo et al. [(2005) reported new measurements for t&del, & 5% uncertainty on the values of radiative opacisies

triple'-a rate: however, in the temperature range of intereé’}gequate’ SO we adopte(_j this value in the calculatlons: We as

the diferences with respect to the most widely adopted ragdMed the same uncertainty also for the low-temperatuia-rad

(NACRE, [Angulo et al 1999) are within the uncertainty evallVe Opacity coéicients computed by Ferguson et al. (2005).

uated in the NACRE compilation, reaching a maximumsxof

20% at temperatures of about’li (see e.g. Weiss etlal. 2005).conduyctive opacity In regions of stellar interiors characterized
Forothls_ reason we decided to take the error quoted by NACRE ejectron degeneracy, as in the helium core of low-mass red
(20%), in the temperature range of interest, as an estinfidte o giant stars, thermal electron conduction, elsewheréiaent,

uncertainty on the triple-reaction rate. contributes significantly to the energy transport. Thushiese
regimes it becomes an important input whidfeats the stellar

Radiative opacity The radiative opacity is one the most iminodel.
portant input for stellar model calculations. As described For the electron conduction opacitiks we adopted the re-
in [Del’lOmodarme etal. [(2012), we implemented in ousults byl Cassisietall (2007), which improved the condectiv
code the opacity tables provided in 2005 by OBA(see opacities by Potekhin (1999). In the mildly degenerate,kiyea
e.g. [lglesias & Rogers 1996) for IdyK) > 4.5 and by or moderately coupled plasmas, typical of the red gianuheli
Ferguson et al[ (2005) for lower temperatures. Both opaaity cores, the dynamical plasma screening may be non-negligibl
bles have been computed adopting the solar heavy-element nfihis efect was studied by Lampe (1968), but it was not in-
ture byl Asplund et al[ (2009). cluded in either Hubbard & Lampe (1969) or [in_Cassisi et al.
In spite of the crucial importance of radiative opacity il th(2007) calculations. Using an estimate for the correctiae d
computation of stellar models, the quoted tables do notaiontto the dynamical plasma screening, Potekhin suggested (201
the uncertainty associated to the single Rosseland mean ogdivate communication) that Cassisi et al. (2007) opagitiee
ity coefficients. Furthermore, neither Iglesias & Rogérs (199@)ncertain by 5% at the center and few ten percent in the outer

nor[Ferguson et al._(2005) provide even a rough estimateeof figgions of the helium core. However, in our case the unceytai
is lower than the 10% in about the 80% of the He-core mass,

Nuclear reaction rates Regarding the nuclear reactions rele

3 Tables available &ttp://rdc.11nl.gov/EOS_2005/ which roughly corresponds to the zone dominated by electron
4 The OPAL radiative opacity can be found at the URLconductivity. Sowe adopted a 5% uncertainty as sensiblieeho
http://opalopacity.llnl.gov/new.html for conductive opacity.
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Neutrino emission rates At high temperature and density, sevthe inputs of the calculations, since it does not assumeiqalys
eral processes of neutrino emission afgcient (i.e. plasma, independence of the individual processes.
photo, pair, and bremsstrahlung processes), which pradde An alternative approach to the problem would require the
tional and relevant energy loss channels in stellar interioith  use of Monte Carlo simulations (see é.g. Chaboyerlét al.,1996
the consequent significanffect on stellar structures. During the1998; | Chabover & Krauss 2002; _Krauss & Chabover 2003;
red giant phase for the chosen reference case, in the dedseBiork & Chaboyer 2006): this technique allows the consiinrct
not extremely hot helium core, neutrino losses are domiriaye of probabilistic confidence intervals for the most inteiregevo-
the plasma neutrino emission process, whdieiency dfects |utionary features.
important quantities of red giant evolution, such as théunel  The grid technique employed is distribution-free, i.e gieds
core mass and the stellar luminosity at the helium-flashtonse only the specification of a sensible range of variation fahea
We followed the fitting formulae given in_(Haft etlal. 1994)physical input, and it does not rely on explicit specificatid the
to compute the plasma neutrino emission rate. As reportitd in parent distributions of the physical parameters that weedar
erature |(Itoh et al. 1996; Haft etlal. 1994), the accuracyhaf t The simpler grid variation technique has the additionalaadv
approximation is better than 4% for almost every value of-tertage to be less computationally expensive than a Monte Carlo
perature and density and better than 5% everywhere. In the da fact a key value to evaluate for a Monte Carlo simulation is
culations, we adopted an uncertainty of 4%. the number of run&l to perform in order to have an acceptable
coverage of the input parameter hyperspace. As an exaniple, d
viding the range of variation of all the parameters in 4 zaaes
Helium and heavy elements diffusion velocities The com- Cording to quart”eS,the hyperspace of parameterswi&'&bnn
putation of the dfus_,ion velocities of helium _and heavy elen = 47 = 16384 hypercells. In the hypothesis that all the param-
ments in our code is performed by the routine developed Byers have uniform distribution, the probability of havikdit
Thoul et al. (1994) (for more details see e.g. Castellani.et af a cell during the Monte Carlo simulations is given by Poiss
1997;/ DellOmodarme et al. 2012). Thesefdsion velocities density function with meaiN/n: P(k, N/n) = kKN/"/(N/n)! e,
are _generally thought to be accurate at:16% (see e.g. |f we require a probabilityr that a cell has zero hit — i.e. it is
Thoul et all 1994), thus, in the present computations we dopunexplored during the simulations — we ha®¢0, N/n) = a.

a conservative uncertainty of 15%. Solving fore = 0.15, an acceptable compromise between cov-

The selected physical inputs and their assumed uncertaiatgge of the hyperspace and accuracy of the output, it sesult

are listed in TablEl1. N =~ 31000 run, which is an order of magnitude bigger than our
sample size.

2.2. Method to evaluate the cumulative uncertainties

Table 1. Physical inputs perturbed in the calculations and their
assumed uncertainty. In parentheses are defined the adbbrevi
tions used in the following Tables.

The complexity of stellar evolution calculations hampersa-
alytical evaluation of the impact of the variation of the shn
inputs on stellar models calculation, so that the problerstrba
addressed by direct computation of perturbed stellar nsodel

r’_nodels adopting physical inputs perturbed within the utager ?S?;Ug}')oan reaction rate (pp) ppl)arameter ugﬁzrta'nty

ties. N(p,y)*°0 reaction rate'¢N) P2 10%
Several choices are available for the design of the sample toradiative opacity k) Ps 5%

investigate. As already discussed in the introductionyituely microscopic diftusion velocities\y)  ps 15%

followed approach is to allow for the variation of one paréene  triple- reaction rate (3) Ps 20%

at a time, making possible the quantification of the separfate ~ neutrino emission rate) Ps 4%

fect of the studied inputs. This approach is however vulpiera _conductive opacityk) pr 5%

in presence of interactions among the inputs, since it doés n
allow to detect a possible synergyftext due to the variation of
several inputs at a time.

To avoid this weakness, we employ a more robust, even31f
much more computationally expensive, technique namelyga sy’
tematic variation of the inputs on a fixed grid. For each ptsisi The availability of a large set of stellar models covering al
input, we introduced a three-values multiplgmwith value 1.00 the possible combinations of simultaneously perturbeditinp
for the reference case and value8Ql+ Ap; for perturbed cases physics allow us to quantify the cumulative physical uraietly
(Ap; is the uncertainty listed in Tabé 1), which defines the range stellar models.
of variations. For each stellar track calculation, a set aftim The combined fect in the theoretical plane (I0gg,
plier values (i.ep,..., py for the seven input physics allowedlogL /L) of the variation of all the seven physical inputs (i.e.
to vary) is chosen and kept constant during the evolutiomef tp, ... p; in Table[1) selected for the calculations is displayed
stellar structure. In order to cover the whole parameteasep in Fig.[2, where the track computed with the standard inguts i
calculations of stellar tracks were performed for a fullssiog, enveloped by an error stripe constructed by consideringehe
i.e. each parameter valyg was crossed with all the values ofgion of the plane spanned by the perturbed stellar modekheTo
the other parametens;, with j # i. In this way, we computed best of our knowledge, this is the first time that an erropstis
stellar models for all the possible sets of multiplier valu& to-  computed and plotted for theoretical stellar tracks. A itiedale-
tal of 3" = 2187 tracks were then computed, with same masssription of the technique employed for the constructiothef
chemical composition aney,. stripe is given in AppendixA.

The technique allows the exploration of the edge of the vari- The considerable narrowing of the error stripe in the RGB
ability region, and it is robust in presence of interactiomoag is due to the fact that the perturbed stellar models are dexpo

Global physical uncertainty in stellar models
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Fig. 1. Contour plots of the dierence between OPAL and OP calculations fdfedent hydrogen abundanéeand metallicity
Z = 0.004. The temperaturk is in K, while Ris in g cnT® K=3. The coloured scale marks the values of the relatiedince
(KOPAL — kOPy/KOPAL Slid line: evolutionary path of the stellar center; dabliee: evolutionary path of the 0.50 mass fraction of
the structure; dotted line: path of the 0.95 mass fractiothefstructure; dot-dashed line: path of the 0.99974 mastidraof the

structure, labeled as 1.00.

along the tracks itself and do not imply the vanishing of the uformer dfect prevails, becoming the dominant by approximately
certainty. This fect is best evidenced in left panel of Fig. 20% after RGB bump.

which displays the range iftlogL /Lo, computed with respect  As for evolutionary time, in the right panel of FIg. 3 we show
to the standard track, from ZAMS to helium flash. To perforfhe evolution of the central hydrogen abundangaXa function

the comparison, the raw tracks were reduced to a set of tragfgime (Gyr). In this case theffect of the variation of the phys-
with the same number of homologous points. Details about tl@| inputs is larger than the one due to the quoted changes in
reduction procedure are reported in Apperidix A. We note th@emical abundances. For instance, the range for grexiaus-

the error stripe has a nearly constant width of about 0.05 dg¥n time due to physics variation is [9.83 - 11.26] Gyr, vettihe

until the central hydrogen exhaustion, while the error @ one due to chemical variation is [10.03 - 11.00] Gyr.

about 0.07 dex in the final part of RGB, from the RGB bump 10 ¢ ragiys is another quantity worth to be discussed, whose

helium flash. accurate determination is important also in determiniegttop-

erties of any orbiting exoplanet. Regarding the impact efdéar-

In order to compare this uncertainty with the one due tot4ro€d physicalinputs onthe predicted stellar radiusigridwe
variation in the initial chemical composition, Fig. 3 aldwws Snow the range idR/R, computed with respect to the standard

stellar models computed with standard physical input biiedi track,.from.ZAMS to helium flash. The error stripe has an in-
entZ andY. We trace a variation in [FE{] of +0.07 — a typical creasing width from about 0.02 at the ZAMS to about 0.04 at

value of uncertainty for a cluster of metallicity similardar ref- the central hydrogen exhaustion, while the width grows tmuab
erence case — with unchang&¥/AZ = 2, resulting in two sets: 0-09 in the final part of RGB.

the first one withZ = 0.005,Y = 0.258 and the second one with We quantified also the global physical uncertainty in the the
Z=0.007,Y = 0.262. As one can see in the Figure, the impact ofetical predictions of various stellar quantities of coamin-
the quoted chemical variation on the predicted stellar hosi terest, namely the turnfioluminosity, the central hydrogen ex-
ity is essentially the same of the input physics uncertagniintil - haustion timety, the luminosityLip and the helium core mass
the central hydrogen exhaustion. At later evolutionargessthe M at the RGB tip, and the ZAHB luminosity in the RR Lyrae
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Fig. 2. Left panel: Hertzsprung-Russell (HR) diagram showing therestripe due to the variation of all the seven analyzedsptay
inputs (i.e.py,..., p7 in Table[1) on the stellar track witM = 0.9 Mg, Z = 0.006,Y = 0.26 from pre-main sequence to helium
flash. The narrowing of the error stripe in the RGB is due tofloe that the perturbed stellar models are disposed alantydloks
itself. See text for details. Right panel: as in the left pamet for the ZAHB.
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Fig. 3. Left panel:AlogL/Lg with respect to the track computed with standard inputs #Z@vIS to helium flash. The comparison
was performed on a set of reduced tracks with the same nuribhenmmlogous points. Right panel: central hydrogen abuoeXp
vs. time (Gyr). In both panels, the red solid and green dakihesishow for comparison the output of models with stangardical
inputs andZ = 0.005, 0.007 respectively.

,,,,, X exhaustion . regionLyg. In the case of turnluminosity we chose to inves-

| RO tigate the luminosity of a point brighter and 100 K lower thiae

turn-off (hereafter BTO), adopting a technique similar to the one
proposed by Chaboyer et al. (1996) for isochrones in the ,(B-V
V) plane. This method has the advantage of reducing thenintri
sic luminosity variation of the canonical turffovhose position
is difficult to accurately identify both in observed Hertzsprung-
Russell (HR) diagrams and in theoretical trg@achrones, as
a consequence of the almost vertical slope (i.e. large lasitiy
variation at essentially the saméextive temperature). Then,
a small fluctuation in the feective temperature determination
- could have a largeftect in the determination of the turrffdu-
minosity.

0.06
L

AR/R
000 002 004
L L L

-0.02

-0.04

—-0.06

1 Ay M e s W M Table2 lists the total range of variation in predictionsto# t
0 50 100 150 200 250 300 350 400 450 500 550 .
Model selected quantities for our reference stellar track duaitceat
input physics uncertainties. The turfitmg luminosity logLgto
Fig.4. AR/R with respect to the track computed with standardaries in the range [0.334 - 0.376] dex (range half-widtt2Q.0
inputs from ZAMS to helium flash. dex,~ 6% of the value obtained with unperturbed physical in-

puts). The total range of variation of the predicted cerftyalro-
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Table 2. Total range of variation and range half-width of the the-
oretical predictions for the selected quantities for odienence
case, i.eM = 0.90 Mg with Z = 0.006 andY = 0.26, due to
input physics uncertainties.

quantity variation range
log LgTo [0.334 - 0.376] dex
ty [9.83 - 11.26] Gyr
[3.38 - 3.44] dex
MmHe [0.4796 - 0.4879M¢
logLus [1.52 - 1.61] dex

range half-width
0.021 dex
0.72 Gyr
0.03 dex

0.0042Mq
0.045 dex

gen exhaustion timg, is [9.83 - 11.26] Gyr (0.72 Gyr 6.5%).
The RGB tip logLsip and ZAHB logLyg log luminosities vary,
respectively, in the ranges [3.38 - 3.44] dex (0.03 dex%)
and [1.52 - 1.61] dex (0.045 dex,3%). Finally, the helium core
mass at the RGB tipM® varies in the range [0.4796 - 0.4879]
Mo (0.0042M¢, ~ 0.85%).

4. Statistical analysis of physical uncertainty in
stellar models

The large set of computed stellar models is suitable for an-ac
rate statistical analysis of thé&ect of the variation of the chosen
physical inputs on relevant stellar evolutionary featuBeside
the quantification of the whole range of uncertainty perfedm
in the previous section, it is possible to disentangle thecés of

BTOlog L/L
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BTOlog L/L
0.34 035 036 0.37

ty Gyr)

the different physical inputs on the above selected stellar quanti-

ties.

The dependence of the aforementioned evolutionary quanti-

ties on physical inputs was explored by means of linear segre
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sion models. These models were constructed extractingahe v

ues of the chosen dependent variable in studyl(kgo, th, Lip,  Fig.5. Boxplot of the impact of the variation of the most im-

MHe, andLyg) from the computed stellar tracks and regressingprtant physical inputs on Idgsto and onty. The black thick

it against the independent variables (more properly defagedlines show the median of the data set, while the box marks the

predictor variables or covariates), in our case the valfieseo interquartile range, i.e. it extends form the 25th to thehfisr-

parametep;. centile of data. The whiskers extend from the box until the ex
The regression model construction started from models limeme data. For each paramepgrthe labels low, std and high

ear in the physical inputs, since a priori we do not anti@patefer to the values 1.00Ap;, 1.00, and 1.0@ Ap;.

the need of higher power of the inputs. Similarly, at first no i

teraction among the covariates were considered. Theseaoi

: L The regression model cfiegients, along with their statistical
were supported by the detailed a posteriori analyzes of each .. . . : .
regression model: it results in fact that the insertion afhleir significance, are listed in Tables 3 dnd 4. In the first two wois

power of the predictors or explicit interaction among them P the Tables we report the least-squares estimates ofghese

not needed, because the aforementioned linear modelsrea ipn coéf_ici.ents and their errors; in thg 'ghird C.O'L!f.“” we report
K e t-statistic for the tests of the statistical significance tod t

almost the whole variation of the data. These models includ ates. In the last f the Tabl  the resid
as covariates only the physical inputs which can have an-infifPVarates. in the jast row of the 1ables we report the residu
standard error of the fit and the value of the squared multiple

ence on the studied evolutionary feature: f@fo andty only . . : . .
the first four parameters of Tatilé 1, while for later evolntioy correlatlon_ cofficientR?, i.e. the f(actlon of the variance of the
g%a explained by the model, defined as:

stages all the parameters were used. The models were fitte

the data with a least-squares method using the software412.1 S - vi)?
(R Development Core Team 2011). Results of the statistizal & = 1- S——=~ 2
alyzes were considered statistical significantgeralue< 0.05. Z0i-)

For the BTO log-luminosity lo¢tgto andty the regression wherey; are the values of the dependent variapléheir mean
models were: value, andy the values predicted by the linear model.

All the tests reach a very high statistical significange (
values< 2 x 1071). The physical relevance of theftirent co-
variates can be assessed by looking at Eig. 5 where we show
the boxplots highlighting the influence of the variation bét
wheregBy, . . ., B4 were the regression cfirients to be estimated inputs among the three values chosen for the calculatiams. F
by the fit andps, . . ., p4 respectively the perturbation multiplierseach parametey; the boxplots are a convenient way to summa-
(see Tabléll) fotH(p,ve")?H and *N(p,y)*°0 reaction rates, rize the variability of the data subsetted according to tivee
radiative opacityk;, and microscopic diiusion velocities. values ofp; (1.00 - Ap;, 1.00, and 00 + Ap;, labeled as low,

4
log Leto, tH = Bo + Zﬂi pi 1)
iz1
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std, and high in the plots). The black thick lines show the me- In the cases of lobp, logLyg and ME® the linear models
dian of the data set, while the box marks the interquartilgea were:
i.e. it extends form the 25th to the 75th percentile of datee T .
whiskers extend from the box until the extreme data, theobott ) He _ _—
whisker ranges from the sample minimum to the first quartillé)g Lip, 10gLs, Mc™ = fio + Zﬂ' P (3)
while the top whisker from the third quartile to the samplexma =t
imum. While the position of the medians are related to tiieot  where the three additional physical inputs consideredeseac-
of the parameter in study in each plot, the extension of the btively the triple« reaction rate, the neutrino emission rate, and
and whiskers are due to the variation of all the other pararset the conductive opaciti. (see Tablé]1l). The regression model
The larger the separation of the medians with respect toithe codficients, along with their statistical significance, areslisin
mension of the boxes and the greater the importance of a givieabled 5[ 6, and] 7. The boxplots of the influence of the various
parameter. inputs on the calculations are presented in Kigs] 6, 7[and 8.
) o ) ) For logLsp and logLyg the most important factor is again

The Figures show that the radiative opacity uncertaintye radiative opacitk;, although its impact is not as dominant
largely dominates for botligro andty. For Leto the impact as in the previous cases. For instance, in the cadaofthe
of an increase of 5% ik is AlogLgto/Le = 0.05%(-0.276)= impact of an increase of 5% ik is AlogLy/Lo = —0.0149
-0.0138 dex, while the impact of the variation of the secongex while the variation of the second most important infhe,
most important input — i.€*N(p,y)*°O reaction rate — is only triple-« reaction rate, accounts farlog Lip/Leo = —0.0061 dex,
AlogLgro/Le = —0.0028 dex. The sum of thefects in the sta- j o about 40% of th, effect.
tistical models does not account for the whole variationhef t For Lyg the efect of the variation ok; is AlogLug/Lo
dat_a, due to the presence of the random variation extractbeéi _g o216 dex, while the one of triple-is AlogLus/Leo
residuals of the statistical models. —0.0115 dex, i.e. about 55% of the previous one.

Regarding the helium core mass, the main variation is due to
#riple—a reaction rate: an increase of 20% of this value accounts
or AME® = —0.00144Mg; the dfect due to the uncertainty on
neutrino emission rate, radiative and conductive opaciie all
of the same order, i.e. about 45% of the tripl@ne each, while
1N (p,y)*0 reaction rate uncertainty accounts for about 35% of
the triple« effect.

In the case ofy the dominance ok is even larger since its
variation accounts foAty = 0.579 Gyr, and the second mos
important input, the microscopicftiision velocities, forty =
0.065 Gyr.

Table 3. Fit of BTO log-luminosity (dex).
Table 5. Fit of RGB tip log-luminosity (dex).

Estimate Std. Error tvalue  Impact
(dex) Estimate  Std. Error tvalue  Impact
Bo 6.00x 101 343x10° 17491 (dex)
B1 (pp) 676x 102 281x10°3 24.06  0.0020 Bo 3.68 641x10°% 5743.68

B2 (¥*N) -280x102% 843x10*% -33.25 -0.0028 B1(pp) -256x10° 411x10% -6.23  0.0000
Bs(k)  -276x10" 169x10° -163.45 -0.0138 B (N)  274x102% 1.23x10* 222.28  0.0027
Ba(Va) -956x10° 562x10“¢ -17.00 -0.0014 Bs(k)  —298x101 247x10*% -1209.61 -0.0149
o =6.2x10%dex;R?> =0.9974 Ba (Va) 172x10° 822x10° 20.91  0.0002
i _ ) Bs(32) -3.05x102% 6.16x10° -494.01 -0.0061
Notes. In the first two columns: least-squares estimates of thessgpn Bs (v) 822%x 102 3.08x 10 266.77 0.0033
codficients and their errors; third columistatistic for the tests of the By (ko) _581x102 247x10% -23571 -0.0029

statistical significance of the covariates. In the last ewius reported
the physical impact of the variatiohp; of the various inputs. All the
p-values of the tests are 2 x 10726, The residual standard errerand Notes. The p-values of the tests are 2 x 1076, if not differently
the squared multiple correlation deient R? are reported in the last specified. The column legend is the same as in Eble 3.

row. ¢) p-value= 5.6 x 1071°,

o =4.7x 107 dex;R? = 0.9988

The statistical models presented in this Section rely on the
assumption of the linearity of the output of the calculasiarith
respect to the perturbations of the physical inputs. As alkcbé
this hypothesis, we made some additional runs varying oméy o
parameter at a time, in a set of 9 points spanning the assumed

Table 4. Fit of central hydrogen exhaustion time (Gyr).

Estimate  Std. Error tvalue  Impact range of uncertainty. The procedure is fully justified by ek
(Gyn) of interaction among physical inputs in the linear models-pr
Bo -2.29 00421 -54.28 sented in Tablels]3[J 7. In fact in presence of a relevant iotera
P (ﬂpN) 011291) 8'8%33 fé'gg 8'8?2‘ tion, the values of the multiple correlation ¢heientR? of the
,[832 Ekr) ) i 1.6 0.0207 5;59:81 '0:579 fits_would be rr_1u_ch smaller than the ones fpund in the models,
Ba (Vo) 0432 0.00690 -62.56 -0.065 which had a minimum value of 0.997 fogTo, i.e. the 99.7% of

the variance of the data are explained by the model.

In Fig.[9 we present a graphic test of linearity. The four pan-
Notes. All the p-values of the tests are2 x 1076, The column legend €ls show, for each evolutionary feature studied in the Becti
is the same as in Tadlé 3. the results of the calculations for the variation of the twosin

o = 0.0076 Gyr;R? = 0.9998
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Table 6. Fit of helium core mas#t® (Mg). — —
Estimate Std. Error  t value Impact S =S ‘ i
(Mo) P P
Bo 478x10T 103x107 4635.03 << <<
Bi(pp) -120x10° 661x10° -18.16  0.00004 S 4 : =]
B> (¥N) -495x10°% 198x10° -249.69 -0.00049 3 : ! i 3 R ‘
Bs (k) 131x102 396x10°  329.33  0.00065 Yol | F e N
Ba(va) ~ 193x10° 132x10° 14635  0.00029 e I @] L
Bs(32) -7.20x10° 991x10° -726.95 -0.00144 low , s | high low  sd high
Bs (v) 161x102 496x10° 324.28  0.00064 N9 "0 3a
B7 (k) -1.20x 102 396x10° -303.07 -0.00060 — —
o =76x10° Mg, R = 0.9976 — T |
2P ' © «~
Notes. All the p-values of the tests are 2 x 10716, The column legend 3 -] 3 <] E BB
is the same as in Tadlé 3. & & 1 i E .
£ | g% —
/M ' m !
Table 7. Fit of the ZAHB log-luminosity lod_yg (dex) at logT e g w § ‘ B g w E
= 3.83. N N “ e
low  sd  high low  std  high
Estimate Std. Error  tvalue  Impact Neutrinos ke
(dex)
Bo 2.03 120x10° 1696.88 R - T T
B1 (pp) 693x10° 7.68x10* 9.03 0.0002 . ‘ 3 1 I 1 ; ;
B (YN)  120x102 230x10%4  52.04 0.0012 =3 1 =3
B3 (k) -433x10' 461x10* -939.64 -0.0216 = en
Ba(v)) -112x102 154x10%  -73.17 -0.0017 g g
Bs (3a) -578x102 115x10* -501.83 -0.0115 m ; : m
Bes (v) 577x 102 576x10* 100.22 0.0023 g : 2
B7 (k) -436x 1072 461x10* -94.70 -0.0022 8]l — e %] : ; ‘
o = 88x 107 dex;RZ = 0.9981 - : , — A e e
low std high low std high
ke Diffusion

Notes. All the p-values of the tests are 2 x 10726, The column legend

is the same as in Tadlé 3. . . o .
Fig. 6. Boxplot of the impact of the variation of the most impor-

tant physical inputs obyp.

important physical inputs with superimposed the linearffthe
different trends. In all the cases the assumption of linearity Z&HB luminosity lower than the second largest contributios
respected with high accuracy. the triple« reaction rate.

Since the hypotheses of linearity in the inputs and their in-
dependence hold, the statistical models presented in ¢leisoh
can be safely used to interpolate theeet of a perturbation o
the physical inputs in the assumed range. The direct theoretical counterparts of the observed color-

In the case of the central hydrogen exhaustion (i.e.=X magnitude diagrams of simple stellar populations are isntds
0), the éfect of the radiative opacity variation will equate theather than tracks with fixed mass. For this reason, we erténd
one due to the second most important contribution, namelly thhe previous statistical analysis of the physical unceties af-
due to the microscopic velocity variation, for a perturbati fecting stellar models to isochrones with age in the randd 8-
estimated as the product of assumed perturbation by the ra@yr, suitable for galactic globular clusters, with timepg®f 1.0
of the efect of the two inputs as resulted by the model, i.&yr.
0.05x 0.065/0.58 = 0.0056. This means that in order to reduce Since we were interested mainly in studying the variation
the uncertainty in the predicted main sequence lifetimadtiee near the turn-fi region, we performed calculations varying
radiative opacity at the level of the second largest coutidim, only the four physical inputg;,..., ps that can influence the
the uncertainty fiecting the Rosseland mean opacity should devolution until this phase, as shown in the previous section
crease from the currently adopted 5% down to 0.56%. For thus, for each set of perturbed input physics, i.e. for eath s
turn-of Lgto and ZAHB Lyg luminosities, the radiative opac-of multipliers valuespy, ..., ps, we computed a grid of stellar
ity remains the most important uncertainty source for agslimtracks with diferent masses, for a total of 3 81 grids. Each
perturbation greater or equal tadd8 x 0.0028/0.014= 0.01 and grid contains 12 stellar models with mass values chosen to
0.05x 0.012/0.022 = 0.027, respectively. Thus, in order to re-accurately reconstruct the zone near the BTO, nankly=
duce the uncertainty in the turrffduminosity caused by the ra- 0.40, 0.50, 0.60, 0.70, 0.80, 0.85,0.87,0.90, 0.92,0.95,1.00,1.10
diative opacity to the same order of that caused by the secavd. Then we computed 972 stellar tracks and 567 isochrones
most important contribution, i.e. théN(p,y)'°0 reaction rate, with fixed chemical compositionZ( = 0.006,Y = 0.26) and
the uncertainty of the former should be decreased from 5% toxing-length parameten, = 1.90).
1%. Finally, the radiative opacity should be known with agdre The global &ect of the combined variation of the four
sion better than about 2.7% to lead a variation in the predictselected inputs on the 12.0 Gyr isochrone in the Tlgg

f 9 Global physical uncertainty in stellar isochrones
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Fig. 9. Study of the linearity of the outputs of the calculationshwigéspect to the variation of the physical inputs in theigenof
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important inputs are shown in each panel.

logL/Lg) plane is displayed in Fig.10. The stripe around thé. Statistical analysis of physical uncertainty in
isochrone computed with standard inputs represents therreg stellar isochrones
of the plane spanned by the perturbed stellar models.

Figure[T1 shows the boxplots of three selected quantities & €XPlore the influence of the physical inputs variation loa t
a function of the isochrone age, namely the tufikaminosity econstructed turnfblog-luminosity loglgy, and massvi

. . BTO?’
(LiBs$O) and mass M:BS'IQO)’ and the diferences between ldgs & chose to pool the results forfidirent ages removing the trend

and logLE2,. The last one is the theoretical counterpart of th ue to the age, increasing the possibility to detect theceor

; : : . the perturbations due to a larger statistic. The removahef t
AV(TO-HB), i.e. the visual magnitudefiierence between turn- ; ; . i
off and horizontal branch regions, used as age indicator in s trg(r;d W?S done by "’?dap“”g aIme_ar mod_el to e_nhdxé@g_
vertical method technique. andMg?, using as covariate a categorical variable, i.e. a variable

which assumes fierent values for each age. The variable is then

Table[B lists the half-width of the variation range in predic“sed as in a classical ANOVA (i.e. analysis of variance) nhode

tions of the selected quantities for our reference stestaghirone W© filter out the variation due to the fiirent isochrones ages.
of 12 Gyr due to current input physics uncertainties. The-aff The residuals of the models were then regressed with regpect

log luminosity |Og|_i§$o and massMg{’o vary of+0.013 dex and P1,..., Ps. The procedure guarantees the removal of the mean

i . i trend from the data, i.e. every set of residuals for each age h
32;(015 Mo, respectively, while the lone/Lgy, vary of+0.05 001 value of zero. The technique assumes thatftbetef p,

are the same atfilerent ages in the studied time interval, i.e. 8-
14 Gyr. As a rapid check of the hypothesis, we performed two
Bartlett tests of homogeneity of variances of residuals ragno
ages|(Snedecor & Cochran 1989). The tests did not suggest any

Table 8. Range half-width of variation in theoretical prediction®roblem (log.i5%, p-value= 0.16,Mg?, p-value= 0.26).
of selected quantities for our reference isochrone of 12 Wiy

Z = 0.006 andY = 0.26, due to input physics uncertainties. The results of the linear models for 17, and Mg?, are
in Table[9 and10, respectively. In Figs] 12 13 we present
quantity range half-width the boxplots which evidence the influence of the variatiothef
log L2, 0.013 dex physical inputs among the three values chosen for_th_e @alcul
A 0.015Mg tions. For the turn-f massMg?,, the dfect of the variation of
log Lue/Lg2, 0.05 dex the radiative opacity is largely dominant. An increase ofi6%

produces a variation &M = 0.05x 0.270= 0.0135M¢, while
the impact of the variation of the second most important inpu
— i.e. microscopic dfusion velocities — is onlAM = -0.0014

10
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Fig. 7. Boxplot of the impact of the variation of the most impor¥ig. 8. Boxplot of the impact of the variation of the most impor-
tant physical inputs o . tant physical inputs ohyg.

Mo. The total range of variation afMgr,, is [-0.0184 - 0.0180] in Sec3 for the turn+ luminosity logLgro of the reference
Mo. _ track. This lower uncertainty in the isochrones with respec
For the luminosity of the turn{b Lg2,, no physical input the tracks used to build them is due to the fact that isoclsrone
definitely dominates on the others. The most important factof the same age but computed withfdrent sets of multipliers
turned out to be radiative opacity with a variatidttogL/Lo =  p1,..., pa values have turn{d regions populated by flerent
0.0042 dex, followed byH(p,ve*)?H reaction rate with a vari- masseMg?,. As already shown, the variation &f splits the
ationAlogL/Lp = 0.0031 dex,**N(p,y)*°0 reaction rate with mass at BTO in three separate sets for each value of the param-
AlogL/Lgs = —0.0029 dex, and microscopicftlision velocities eter (see Fid.13). The higher the valuekafthe more massive
with AlogL/Ls = —0.0026 dex. The total range of variation ofare the stellar models at BTO. The luminosity of these models

Alog LiBS$O is [-0.0142 - 0.0135] dex, about2of the one found which are intrinsically higher, are depleted by the highueabf
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Table 9. Fit of the isochrones BTO log-luminosity (dex).

0.6

Estimate Std. Error tvalue  Impact
(dex)

0.4

Bo “140x10°T 2.72x10° -51.51
B1(pp)  104x10t 223x10° 46.60 0.0031
B2(N) -295x102 6.68x10% -44.13 -0.0029

0.2

..j
R i Bs (k) 834x 102 134x10° 62.43  0.0042
i) Ba (V) -1.77x 102 445x10* -39.65 -0.0026

$ , F o = 0.0013 dex;R? = 0.945

] Notes. All the p-values of the tests are 2 x 10716, The column legend

' is the same as in Tallé 3.

7L, ‘ ‘ ‘ ‘ ‘ ‘ — " Table10. Fit of mass at BTONw).

3.79 3.78 3.77 3.76 3.75 3.74 3.73 3.72
log Tesr
Estimate Std. Error tvalue  Impact

Fig. 10. HR diagram showing the error stripe due to the variation . . (Mo)
of the physical inputs for a 12.0 Gyr isochrone (zoom of the TO 5o -300x10" 208x10° -143.97
region). Bi(pp)  413x102 171x10° 2423 0.0012

Bo(MN) -240x10* 512x10* -4.69 -0.0002
Bs (k) 270x 10t 1.02x10° 264.03 0.0135

. i . . . . Ba (Vq) -931x10° 341x10* -27.30 -0.0014
the radiative opacity, as in the third panel of first row in.fGg o =0.9x 107 Mg, % = 0.992

The opposite behavior was evidenced for low valudofThe
net dfect is a shrinkage of the luminosity range spanned by thietes. The p-values of the tests are 2 x 107, if not differently
models. specified. The column legend is the same as in Table 3.

The most important and common application of theoreticil p-value= 3.36x 10°°.
isochrones is the age estimate of stellar clusters. As stich,
would be of primary importance to evaluate the current uncer

tainty dfecting the age inferred from the comparison between § ] _ § [

observed and predicted turfttuminosity, in additiontotheun- 1 B | I -

certainty in the BTO luminosity at a given age analyzed above = g ] 1 | ’—‘ = g1 | -

The computed isochrones can be used for such purpose, evefi < ‘ | £ ‘

if a special care is needed. In fact a direct modeling of the ag 3 5 | ! I

with respect to log57, is not feasible, since the age is used in £ 2| L L= 2| 1 | ‘

the calculation as a parameter with null uncertainty anéut-c = 4§ 4 o i :

not be viewed as random variable, as required for a lineareinod § E § ] —
| I

dependent variable. Therefore we proceed in the followiag. w low  sd high low  sd high
We found that the relation between Ib§, and the age is well 'H (p, ne") 2H “N (p, 9 0
described by the following linear model:

log LE?O =Lo+pP1ts 4) o 7 Bl o 7 3 | -
- SH-¥ |

wherety = logt, with t the age of the isochrone in Gyr. The E Sl I E E E S

parameters of the model agg; = 1.2871,8, = -0.8771, with 3 2 ‘ ‘ ! o 8 3

o = 0.0056 dex. Since we do include explicitly the contribu- < 2| § 2] = 2| |

tion of the parameteps, ..., ps, they contribute to the inflation o R I — e -1 ‘

of the residual standard error of the model, reflecting oabal S - —- S - - =~

uncertainty. This model can be used to perform a reverse-infe ' Jow s hilgh ' low «d hilgh

ence on the value of the age, givigif,. As described in detail ke Diffusion

in Appendix{B, in the explored range [8 - 14] Gyr, a typical un-

certainty in the age is about375 Myr. Fig.12. Boxplot of the impact of the variation of the chosen

With an analysis like the one described in the previous pareRysical inputs on the isochrone turfi-tuminosity L$9,. The
graph forLis®_, we can obtain a reverse inference of the unceiesults for ages in the range [8 - 14] Gyr are pooled togesieer,

BTO’ _ :
tainty on age given the value of lagig /LS9, The linear model text for details.
adapted to data is:

o 7. Conclusions
logLus/Lgto =Bo+pB1te (5)

In this paper we addressed the problem of a quantitative
wherety = logt, with t the age of the isochrone in Gyr. Theand systematic evaluation of the cumulative propagation
parameters of the model ag; = 0.2779,5; = 0.8771, with of physical uncertainties in current generation of stellar
o = 0.024 dex. As a result of the large value @f a typical models of low mass stars from the main sequence to the
uncertainty in age, given ldgyg /L5, is of the order of- 1.25 zero age horizontal branch. At variance with several pre-

BTO?’
Gyr. vious work (see e.gl _Chaboyeretal. 1995; Cassisiletal.
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— T — too (see e.g. Tabld 2). We found that the tufhlag luminosity
1T ! 3 1 3 i log LeTo varies of+0.021 dex, while the RGB tip loby, and
> 2 > 2 ZAHB log Lyg ones of+0.03 dex and:0.045 dex, respectively.
=~ - >~ - Thus, uncertainties of the order #0.075 mag and:-0.10 mag
e 217 e 2 should be taken into account in distance modulo estimates ob
s s tained by theoretically calibrated RGB tip and ZAHB lumiios
a 3| ] ‘ : A g| g ‘ ‘ ties. The predicted central hydrogen exhaustion timearies of
[ S 1 - 4 0 +0.72 Gyr, whereas the helium core mass at the RGBS of
ow s hilgh ow s hilgh +0. (%?142 Mo. ; .
'H (p, ne’) 2H N (p, 9 150 . islarge computatlonaFEDrt (i.e. 31&_39 stellar tr_acks) made
possible a thorough and rigorous statistical analysiseéfiects
— T = of the variations of the quoted physical inputs on the chesken
_ — _ 1 3 B evant stellar evolutionary features, allowing to disegtarthe
R — | % 31 contributions of the dferent inputs physics.
S - - S - The results of our extended statistical analysis show Heat t
E = == § = radiative opacity is, by far, the dominant source of phylsica
S z S z certainty in almost all of the examined stellar evolutionfaa-
Q9] é = ‘ tures, with the exception of the helium core magg® at the
1 1 - = RGB tip which is @&ected mainly by the uncertainty in the triple-
- hi‘gh - hi‘gh a reactior_1 rate. As an example,_ for the turfidog I_urr_1inosity _
k. Diffusion logLgTo, in order to reduce the impact of the radiative opacity

variation to the level of the second most important inpet,the

Fig. 13. Boxplot of the impact of the variation of the chosen N(P.»)'°O reaction rate, the uncertainty of the former should
physical inputs on the isochrone turf-onassMiS%,. The re- decrease from the current 5% down to 1%. For the central Rydro
sults for ages in the range [8 - 14] Gyr are pooled together, s#eh exhaustion timt, the prevalence of the radiative opacity is
text for details. even larger, as for reducing itsfect at the level of the second
most important input physics, i. e. the microscopigidiion ve-
locities, its uncertainty should be decreased at the 0.%6%4.1
1998; |[Castellani & Degl'lnnocenti| _1999;| _Castellani €t alNotice that the 5% uncertainty in radiative opacity assuined
2000; | Imbriani et al.. 2001| Prada Moroni & Stranlero _2002yur calculations is probably an underestimate, at leasbines
Salaris et al.l 2002 Imbriani etlal. 2004; Weiss etlal. 20082gions of the temperature-density plane of interest feltast
Prada Moroni & Straniefio 2007; Valle etlal. 2009; Tognellakt models.
2011), where a single input physics was changed at a time, we Beside this analysis of the cumulative uncertainty in & stel
performed a systematic and simultaneous variation on a fixéd track of fixed mass and chemical composition, we extended
grid within their current range of uncertainty, in a way tdaib the previous analysis of the cumulative uncertainty duehto t
a full crossing of the perturbed input values, of the maingitgl main input physics to theoretical isochrones in the ageadhg
inputs adopted in stellar codes (i%1(p,ve*)?H, *N(p, )10, 14 Gyr. We focused in particular on the turfi luminosity L5?
and triplee reaction rates, radiative and conductive opacitieand massMis2,, and logLug/ logLisS,, which is the theoreti-
neutrino energy losses, and microscopitidiion velocities).  cal counterpart of the visual magnitudéfdience between turn-

Although very expensive from the computational point obff and horizontal branch regions (i.&4V(TO — HB) used as
view, such an approach has the important advantage witecesgage indicator in the “vertical method”). For an age of 12 Gyr,
to the previous one to be more robust against possible oiterave found that the isochrone turrffdog luminosity logLg?,
tions among the varied input physics, as any a priori indepevaries of+0.013 dex, about/3 of the value found for the turn-
dence among them is assumed. off luminosity Lgto of the reference stellar track. For the same

Relying on a set of stellar models fully covering all the possage, the mass at the isochrone tufh@ries of +0.015 Mg
ble combinations of simultaneously perturbed input phsjsie  and logLys/ log LiBs.?O of +0.05 dex. The large set of perturbed
were able to compute the error stripe associated to ourereder isochrones allowed us to perform the same kind of statistica
stellar track, i.eM = 0.90 Mg with initial metallicity Z = 0.006 analysis previously applied to tracks of fixed mass, withaine
and helium abundancé = 0.26, from the pre-main sequenceo evaluate theféects of the single varied input physics.
up to the RGB tip, in dierent planes (i.e. lolg vs logTes, Xc Finally, the availability of isochrones computed by varyin
vs age, AlogL vs model, andA logR vs model). We built also  simultaneously all the main input physics made possibleat e
the error stripe associated to the ZAHB locus resulting fthen uate the physical uncertaintffecting the age inferred from two
evolution of a progenitor oM = 0.90 Mg. As far as we know, of the most used cosmic clocks, namely the tuffthaminosity
this is the first time that an error stripe is computed andt@tbt and the vertical method. For giverg? and logLyg/ log L2,
for stellar tracks (see AppendiX A for a detailed descriptid values, the inferred age varies in a of abau®.375 Gyr and:
the error stripe construction method). 1.25 Gyr, respectively.

Furthermore, we quantified the extension of the global vari- An equally systematic approach is provided by Monte
ability regions (i.e. due to the cumulativéfect of all physi- Carlo simulations as those presented by Chaboyer and eollab
cal uncertainties) for some relevant stellar quantitieshaut orators [(Chaboyer etial. 1996, 1998; Chabover & Kiauss|2002;
any assumption on the parent distributions of the variedsphyKrauss & Chaboyer 2003;_Bjork & Chaboyer 2006). However,
ical inputs. In particular, we focused on the turfi-luminos- a direct comparison with their results igftult since the stud-
ity LgTo, the central hydrogen exhaustion titpg the luminos- ies address flierent questions about the global uncertainty. The
ity Lip and the helium core maddt® at the RGB tip, and the main problem is due to the fact that we focus on the unceytaint
ZAHB luminosity in the RR Lyrae regiohyg, were computed, of evolutionary features fferent from the one studied in those
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papers. The only possible feature we can compare is the ehaasgssisi, S., Potekhin, A. Y., Pietrinferni, A., Catelan,, M. Salaris, M. 2007,
in the evolutionary age due to the variation of radiativedifya ApJ, 661, 1094 ’ _ o
In/Chabover & Krausd (2002) a 2% change in radiative OpaCWSte"an" V., Ciacio, F., Degl'lnnocenti, S., & FioramitiG. 1997, A&A, 322,
accounts for_ a 2.6% variation (i.e. 6.5% for a variation of l&astellani, V. & Deglnnocenti, S. 1999, AGA, 344, 97
diative opacity of 5%) of the age of a Sub-Giant Branch stafastellani, V., Degl'lnnocenti, S., Girardi, L., et al. ZNA&A, 354, 150
As proxy of this quantity, we found that a 5% increase in radi&haboyer, B., Demarque, P., Kernan, P. J., & Krauss, L. M8189@J, 494, 96
tive opacity account for a change of the time of central hydr&h;bﬁéiﬂsBﬁsge?gquey P.,Kernan, P. J., Krauss, L. M., i@j&dini, A. 1996,

i 0 i 0 I AN ’ ’
gen exhaustion of 5.5%, Ie 1% lower to t.he e_qu!valent viana Chaboyer, B., Kernan, P. J., Krauss, L. M., & Demarque, P5188Bulletin of
CI!JOted above. The smallftérence can b? n prmmp!e due to the. the American Astronomical Society, Vol. 27, American Asibmical Society
different sampling schema for the radiative opacity adopted inMeeting Abstracts, 1292—
Chaboyer & Krauss (2002), and to thefdrent chemical inputs ghgboyg, E. 8'2 _Klrgluss, IE M&l é?_OZ, ﬁpi: 52%2,4L4|«35h Rev. €8, 123519

: ; ; yburt, R. H., Fields, B. D., ive, K. A. , Phys. Rev. 9,
and solar mixture employed in the calculations. egl'lnnocenti, S., Prada Moroni, P. G., Marconi, M., & Rpap A. 2008,
Although the present paper addresses some fundamental 10, s 316, 25
ics about the uncertainty of modern stellar models, mangrothbelroOmodarme, M., Valle, G., Degl'lnnocenti, S., & Pradeokéni, P. G. 2012,
questions remain open and need further investigationsfifidte  A&A, 540, A26 3
problem concerns the possibility to extend the results of OEZ::LECHJ C?afggfr’LiBaéifKﬂi?éﬁ'ﬁ&iﬁ"R e} é‘:{fpon%h%g
ana_lly5|s — performed at flxed values of metaII|C|ty anq ahiti Fergusoﬁ, 3. W., Alexander, D. R.. Allard. F., et al. 2005423, 585
helium abundance — to flierent values of the chemical inputsgynn, c. 2004, PASA, 21, 126
In the lack of the very huge set of computations required tynbo, H. O. U., Diget, C. A., Bergmann, U. C., et al. 2005,xef 433, 136
specifically address this topic, the extrapolation of theults Gennaro, M., Prada Moroni, P. G., & Degl'lnnocenti, S. 2048A, 518, A13+
presented in this paper to valuesdandY very different from :aEBMEI wgt' S G Welss, i 199%, A0, 425, 222
h loyed in the computations is to be considerdd Wit oo~ ; Slampe, M, 1969, ApJS, 18, 29
the ones employ p 3 J WHiesias, C. A. & Rogers, F. J. 1996, ApJ, 464, 943
care. Some cautions should also be adopted for “bordesi®e” imbriani, G., Costantini, H., Formicola, A., et al. 2004, A8420, 625
lar models which can develop afiirent structure — such as thegmbriani, G., Costantini, H., Formicola, A., et al. 2005, rgpean Physical
development of a convective core — due to a perturbation of aéﬁ;;?aéA'iniO‘%? M., Gialanella, L., ot a. 2001, AgES, 903
physmal input. In t[hese few cases the evaluation of the rH.nC in, A.YW. ’2004, httb//fréeeos.souréeférge.Vﬂocum’entati()’n.html
tainty can not be inferred but has to be performed with diregdh, N., Hayashi, H., Nishikawa, A., & Kohyama, Y. 1996, Ayd02, 411
computations. Jimenez, R., Flynn, C., MacDonald, J., & Gibson, B. K. 2008iece, 299,

A second question concerns the possibility to extend the re-1552 _
sults presented here to the computations performed Witerotlﬁam'onkfwl\jk" Mh&bBahca'E's' 32 N. 1994, Ap3'2420' 854
llar evolutionary codes. This point could be addresseyg o rauss, L M. & Chaboyer, B. 2003, Science, 299, 65
St_e . ? y : . p ) - Lampe, M. 1968, Physical Review, 170, 306
with the replication with other codes, with the very same irpagel, B. E. J. & Portinari, L. 1998, MNRAS, 298, 747
puts and configurations, of the computations presented Tieee Peimbert, M., Luridiana, V., & Peimbert, A. 2007a, ApJ, 6686 '
availability of such calculations by fierent groups of the stellar Pegi?g&%%vthgfg;?ﬁé \é’oﬁfeérrzﬁig’ ?é?igscsgﬁlélﬁzg?c?rg SAS;E'EZ‘IJ;“X'IZ'
evolution community would be of invaluable importance.dotf Building the Pieces to Build Up the Universe, ed. A. Vallén&. Tantalo,
in this way could be assessed not only the uncertainty dueeto t | portinari, & A. Moretti, 81—+
variations of the physical inputs, but also to quantify timpact Pietrinferni, A., Cassisi, S., Salaris, M., & Castelli, B@B, ApJ, 642, 797
of another source of uncertainty, i.e. the possible sydtierd- EOtZKh’w- AY. 3939&/\58;/\' 351, 75372002 AD) 581 585
H H H H raaa vioroni, P. G. raniero, O. , Apd, y
fefreﬂce_ ar}wong I¥ arious cod des dlﬁe tiij"e]‘e_nrt] implem dentaﬂons Prada Moroni, P. G. & Straniero, O. 2007, A&A, 466, 1043
ot physical mechanisms and to the algorithms used In the CORpeyelopment Core Team. 2011, R: A Language and Environrfant
putations. Statistical Computing, R Foundation for Statistical Cotimy Vienna,
Austria, ISBN 3-900051-07-0
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of the same number of points — obtained by interpolation — avheresy, 51, & are the least-squares estimates of the model pa-
all the tracks. rametersq is the required confidence level (in our cases

As reference points we adopted the following: 0.05),nis the number of points in the modél,/% is the 1-a/2
guantile of the Studeritdistribution withn — 2 degrees of free-
dom, xis the sample mean value gfd? is the sample deviance
of x.

In our case we havey = log L{§$o andx = logT, with
T the age of the isochrone in Gyr. The boundaries of the 95%
©onfidence interval are displayed along with the best fit ime
Fig.[B.d, where we show the construction of the range of un-
%%rtainty on age, given the value of BTO log luminosity. As an

iso _ i
5. MS2: the point for which the central hydrogen abundanﬁ:eé(:drgﬁ)slﬁi’ef?r: tlﬁg‘ngﬁ’ ;8’? 53$ ?ﬁéhgs]eétmr]ated ages from the
drops below 1%. g : : yr.

6. MS3: the point for which the central hydrogen abundance
drops below 0.1%. . Appendix C: On the mixing-length influence
7. HC: the point for which the central hydrogen is exhausted. _ _
8. RGB1, or RGB start: the point on the track at maximum did-ne results quoted in the present paper are computed fordh fixe
tance from the line connecting the HC and the RGB2 pointalue of mixing-length parameter, i.@m = 1.90. The possibil-
9. RGB2, or RGB bump: the point for which the luminosity ofty to extend them to dierent values of this parameter must be

1. PMSL1.: the point for which gravitational luminosity reash
0.996 times the surface luminosity.

2. PMS2: the point for which the gravitational luminosity-de
creases of 0.05 from the value at PMS1.

3. ZAMS: the point for which the central hydrogen abundan
drops below 99% of its initial value.

4. MS1: the point for which the central hydrogen abundan
drops below 7%.

RGB start decreasing. checked by computing stellar models witttdrenta .
10. RGB3, or He-flash: the point for which the He burning lumi- In presence of anfiect due to the mixing-length, we ex-
nosity reaches 100 times the surface luminosity. pect a diference in the regression dbeients for the models

summarized in Tablgs[3-7 when they are computed from stel-

The ZAHB models have been computed through a synthelit model with diferenta,,. The computation of the huge sets
method where the starting models were obtained by accretigfgstellar models for dferent mixing-length values is not fully
envelopes of dferent mass extensions onto the He-core left ateded since in the linear models presented in[Sec. 4 is shown
the tip of the RGB. Then, full evolutionary calculations werthat the various physical inputs do not interact. Therefosab-
started again as thermal relaxed models in the central He buset of stellar models carefully selected caffise to assess the
ing phase; ZAHB point corresponds to the model in which theresence of a mixing-lengtiiect of distortion on the regression
equilibrium abundance of CNO burning secondary elementsdsdficients.
reached, after about 1 Myr. To perform the analysis we computed, for the two values of

Let{Ti},i = 1,...,N be the set of thé& reduced tracks and the mixing-length parametef, = 1.70, 1.80 ¢m = 1.74 is the
let Ti(j) be thejth point on theith reduced track. Let's define: solar-calibrated value of the mixing-length parametet)sgel-

. N lar models each. The models to be computed were randomly
70)={m()} i=1...,N (A1) selected using a latin hypercube sampling design, whichis a

the set of thgth points over the whole set of reduced tracks. Létxtension of latin square to higher dimensions and has aptim
Hc(X) be the convex hull of a generic 6t We define: property in reducing the variance of the estimators obthirem
the linear models (Stein 1987). The random selection was per

k+l formed using the R library Ihs (Carnell 2012). The correspon
H(K) = Hc [U ‘T(J)] (A-2) ing 81 models fory = 1.90 were extracted from the 2187 orig-

j=k inal calculations and these 243 stellar models are usedfabe
lishing the influence ofry,.

the convex hull of the set composed by &t and & + 1)th The analysis is performed by adapting to data linear models

points of the reduced tracks.

The full stripe is then given by: of the form:
4
n-1
logLgro, th = i Pi C1
H = Uq_{(k) (A3) gleto,th =Bo + (;ﬂl Pi) * ami (C.1)
k=1
or:

The required computations were carried out using R 2.14.1

7

R Development Core Team 2011).

( ' ) log Lup, l0g Lig, ME® = o + (D Bi i) * rm (C.2)
i=1

Appendlx B: R(_averse mferencg on fthe ageofa where, for convenience, we adopted the operator “*” defireed a
isochrone given the TO luminosity AxB=A+B+A-B. The dfect of distortion of the regression
Let us consider a simple linear model: codficients due to the presence of the mixing-length parameter

is represented by the interaction between each multipjiand

Yy =Bo+pB1 X (B.1) am. The statistical significance of these @igents is of lim-
i . ) ited importance, since it can be arbitrarily increased bgcie

the 95% confidence intervayy y2) on a future observation  ing a larger subsample thus reducing the standard erronatsti

givenx, is (see e.g. Faraway 2004): of the codficients. A more useful indicator is the physical im-
1 2 pact of the introduction of the interaction in the linear ratsd
~ ~ R X=X ; ; ; ;
V12 = fo+ f1 X+ ti:Z/Z P (x=X) (B.2) As explained in the text the impact of a perturbatiom on a

n d? parametem; which enters a linear model can be evaluated as
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Fig.B.1. Left panel: reverse inference on the isochrone age giveBi@ log luminosity. The solid line represents the best fit
model, the dashed lines define the 95% confidence intervaeprediction of the model. The dotted lines show the unitgytan
age given a value of BTO log luminosity. Right panel: samddgiyg /L2 .

Api - Bi, wherep; is the estimate of the regression fiog@ent. Table D.1. Impact of equation of state change from OPAL to
In presence of the interaction the impact of the same pexturliFreeEOS for the examined evolutionary features.
tion Ap; combined with a variation okam can be estimated as

Ap; - Aam - B whereg; is the regression cdigcient of the inter- Evolutionary feature  OPAL  FreeEOS fD#rence

action term under analysis. In table IC.1 we report the imphct log Lo (dex) 0.3548 0.3520 0.0028
the interaction terms in the various models A, = 0.1. In all ty (Gyr) 10.557 10.461 0.096
cases the physical impact of the interaction is negligitbewe log Ly (dex) 3.4055 3.4075 -0.0020
can conclude that the regression presented in[Sec. 4 arstrobu ~ Mc*® (Mo) 0.4835  0.4850 -0.0015

log Ly (dex) 15634 15704  -0.0070

for an acceptable changedm,.

Notes. First column: evolutionary stage; second column: values ob
tained with OPAL EOS; third column: values obtained withd&E®S;

Table C.1. Additional impact of the variation of the mixing- .« .o1umn: diferences among the two values

length value by 0.1 on the physical impacts presented indsec.

source  lod-gro ty log Liip M logLug  the impact of the EOS change. By comparing them with the val-
(dex)  (Gyr) (dex) Vo) (dex) ues in the last column of Taklé 2, one sees that the EOS change
@mi - PP 0.00002 0.0008 -0.00006 .31x 103 0.00004  accounts for about/T - 1/8 of the total variation due to all the
N 0.00002 0.0000  0.00002 .Ixx10°" -0.00001 gther physical inputs. The only exception is the He core mass
am -k 0.00026 0.0033  0.00002 .@bx 103 -0.00006  for which the EOS change accounts g8 bf the total variation.
@m Vg  0.00000 0.0001  0.00000 .2x10° 0.00001 Unlike the other analysis performed in the paper, in thigcas

Z”" 30‘ B B 888812 ﬁ: igﬁ 888883 it is not possible to identify which of the varied thermodina
ml - - - , : e ;
ke _ 000006 -m«107 -00000g Quantities mainly fiects the total result. One also should be

aware that a given thermodynamical quantity can haffergint
influences in dierent evolutionary phases.

Appendix D: On the EOS influence

The assessment of the EOS influence on the stellar models can
not be done in the same way of the other physical inputs, given
the available information. As discussed in the text, thertioaly-
namic quantities required for computing stellar models jaired
vided by EOS are related together in a not trivial way, hamper
ing a simple parametrization of the uncertainty associuatital
them.

Nevertheless, a rough estimate of the impact due to the
present uncertainty on EOS can be computed in an alternative
way. For this purpose, in this Appendix we provide the output
of the stellar models computed with twofldirent and widely
adopted choices for equation-of-state: OPAL EOS and Fr&EO
(Irwin(2004).

Table[D.1 reports — for each evolutionary feature — the val-
ues obtained using the twoffirent EOS and, in the last column,
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