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V.B. Nemirovskiy1, A.K. Stoyanov1, D.S. Goremykina1
1Institute of Cybernetics of Tomsk Polytechnic University, Tomsk, Russia

Abstract

In this paper problems of featureless face recognition are considered. The recognition is based on clustering the proximity measures between the distributions of brightness clusters cardinality for segmented images. As a proximity measure three types of distances are used in this work: the Euclidean, cosine and Kullback-Leibler distances. Image segmentation and proximity measure clustering are carried out by means of a software model of the recurrent neural network. Results of the experimental studies of the proposed approach are presented.
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Introduction

At the present time content-based image retrieval is very relevant. It is used in Internet search engines, in the systems of technical vision and biometric identification, in digital image libraries, in archives, databases, etc. [1–3].

The range of tasks to be solved in such a search, include the face recognition. At the moment, the face recognition has been widely discussed, but in total, the problem is still far from being resolved.

In a wide variety of algorithms designed for this task we can distinguish three groups.

In the first from them recognition is performed by comparing of the characteristic facial features [4]. The general structure of the algorithms used to this include two stages.

At the first stage the detection and localization of the face in the image are being produced. The process of the second stage includes face alignment (geometric and brightness), feature extraction and actually recognition - features matching with the etalons from the data base.

Task feature extraction is laborious and requires a significant investment of time and computational resources. The metric algorithms used in this group for comparison the image are clearly presented as a feature vector.

The second group includes the neural network algorithms [5–7]. Neural Networks (NN) are being trained on a set of training examples. In a process of NN training an automatic extraction of key features occurs, as well as the definition of their importance and building relationships between them.

Convolutional NN produce the best results in the face recognition [7]. They provide partial resistance to changes in scale, to shifts, to rotations, to foreshortening change, and to others distortions.

Neural network algorithms have a major disadvantage: the addition of a new reference face into database requires a complete retraining of network on all existing set [8]. Besides, there are problems associated with training, as well as difficulties associated with the choice of the number of neurons, layers, etc.

In the third group of algorithms features are not used, which significantly reduces the complexity of recognition. The approach based on this principle is called featureless recognition. General statement of the featureless recognition problem is formulated in [9, 10]. Solution of this problem is based on the hypothesis of compactness. This hypothesis is based on the assumption that objects with similar properties more often are in one class than in different classes [11].

According to this statement it is supposed that each object of recognition can be presented by results of paired comparisons with basis objects. For comparison any arbitrary real-valued function called by distance can be used. This function not necessarily has to be a metric. Further, in space of distances any problem of featureless recognition is actually reduced to a problem of metric classification. The decision on belonging of an image to this or that class in classical statement usually made on the basis of excess of the threshold established by the chosen decisive rule.

In other words, the solution is as follows. In some set of distances, the subset of the distances is singled out. In this subset distances correspond to images most similar to the sample.

It is easy to see that such a statement of recognition problem is equivalent to solving the problem for clustering of distances. Indeed, let we have a set of distances from the sample object to another objects. Obviously, these distances will differ by its values. These values can be grouped. The smallest distances that close to zero, will define a group of objects the most similar to the sample. The other groups will include the distances corresponding to different similarity degrees of the presented object with a sample.

The described procedure, in fact, is the clustering of distances. According to the hypothesis of compactness, all distances which are a part of one cluster will correspond to similar images. Then the problem of face recognition according to the presented sample will be resolved.

In this paper we consider the possibility of application the clustering for solution of the featureless face recognition problem.

1. Use of clustering for featureless image recognition

The featureless approach was used in [12–14] for the recognition of near-duplicates of the presented image. In fact, near-duplicate recognition is an integral part of the
face recognition. As a distance function in these studies the cosine distance was used. With it the proximity of distributions for the cardinalities of brightness clusters was evaluated.

Obtaining a decision rule for featureless recognition in case of the use Euclidean metric as well as Manhattan metric as a function for pairwise comparison of the objects is shown in [10].

To implement the featureless images recognition, it is necessary to answer a few questions. The first of them - what characteristic of the image need to select for comparison. The next question - what function need to select for the pairwise comparison of images.

Often an image is described by a vector in a multidimensional space of the values of considered characteristic, for example the brightness values of its pixels. In this case, for analysis of brightness characteristics often the histograms are used. Comparison of presented this way images more often are carried out by means of Euclidean metric. Use of the vector of all brightness values in the image description is redundant. Really, in any image images in a gray scale.

Any histogram can be interpreted as an estimate of a probability density of random value by its empirical values. For an image the pixel brightness is such random value.

A similar estimate of the probability can be obtained for the segmented image. For simplicity, we consider the images in a gray scale.

Let us suppose, for simplicity of reasoning, that image segmentation is performed by a brightness pixels clustering. If \( N_i \) is a number of brightness values of pixels for \( i \)-th cluster and \( N \) is a total number of pixels in the image, then the relative frequency of brightness of \( i \)-th cluster \( p_i = N_i/N \) can be considered as an estimate of probability density. Indeed, for any \( i \) value \( p_i < 1 \) and \( \sum p_i = 1 \), i.e., the frequency \( p_i \) can be considered as the estimated probability of presence the pixel brightness value in the \( i \)-th cluster.

Thus any image is associated with the probability distribution of the pixel brightness in the clusters. In [12], the relative frequency \( p_i \) is called the relative cardinality of the cluster. This term we will use further.

In this case, the task of two images comparison is reduced to a comparison of two probability distributions. Quantitative estimation of such a comparison is accepted to perform by using the Kullback-Leibler distance. From the information point of view, the Kullback-Leibler distance is a measure of the loss of information about the reference distribution \( \Phi(x) \) if to submit it by the distribution \( G(x) \). Thus, this measure allows to estimate the difference in the information of any two distributions \( \Phi(x) \) and \( G(x) \). That is, the distribution of clusters cardinality provides the ability to compare the fields of measurement.

The Kullback-Leibler distance \( d \) between the two images can be calculated by the formula

\[
d = \sum_i p_i \cdot \ln(p_i/q_i),
\]

where \( p_i \) is cardinality of the \( i \)-th cluster of the reference image and \( q_i \) is cardinality of the same cluster for comparing image.

2. Clustering of the Kullback-Leibler distance

Different values of the distance \( d \) determine a degree of proximity to the sample image. A zero value of \( d \) corresponds to an exact copy of presented image. The greater the distance \( d \), the greater the difference between images. In other words, it means either finding of an exact copy of the sample, or finding image similar to sample. In the second case it may be near-duplicates of sample conditioned by change in the imaging conditions, such as illumination, shooting angle or zooming the image when copying.

For featureless recognition we used method of clustering that does not require a priori knowledge of the number of clusters. This property has the data clustering with help of recurrent neural network that was considered in [12–16]. This clustering method allows you simple enough to select the subsets (the clusters) of data having similar properties from data set.

Let us consider the model of functioning of a single neuron in the specified recurrent neural network [15–16] to find out which property allows you to combine data into one cluster.

Operating of the neuron with activation function \( f(x) \) is modeled by the one-dimensional mapping on it of input signal value \( x \). In our case, such function is a sigmoid. For sigmoid the mapping \( x_{n+1} = f(x_n) \) is the contraction mapping (here \( n \) is the current iteration number). Mapping is the contraction mapping if there exists a constant \( K < 1 \) such that for any two points \( x \) and \( y \) the inequality

\[
\rho(f(x), f(y)) \leq K \rho(x, y),
\]

where \( \rho \) is distance between points \( x \) and \( y \).

Observance of this inequality leads to the fact that due to mapping the any value reaches a stable fixed point \( x^* \) with a given accuracy for a certain number of iterations. A fixed point is the point for which have the equality \( x^* = f(x^*) \).

Accuracy of approximation to the \( x^* \) in a result of \( n \) iterations is determined by the relation [17]:

\[
\rho(f^n(x), x) \leq K^n \rho(x, f(x)) / (1 - K),
\]

where \( d = \rho(x, f(x)) \)

From (3) it is easy to get:

\[
\rho(f^n(x), x') = K^n \rho(x, f(x)) / (1 - K),
\]

where \( f^n(x) \) is a value of mapping on its \( n \)-th iteration, \( n = 0, 1, 2, \ldots \).
By (4) it follows that from the set of input signal values \( x \) we can select the subsets of values that satisfy (4) for a given \( n \) (i.e. the clusters of values). United in one cluster the values have a common property – an equal number of iterations required to achieve the stable fixed point. Should be noted that for not every \( n \) in the input signal there are the values \( x \) satisfying of (4). The clusters for such \( n \) we call empty clusters.

Thus, the process of mapping, which implemented by the neuron allows to select the clusters on the set of input signal values. As such, the set may be considered set of distances between the sample and the other images, which compare with the sample.

If we will include in clustering process in addition the distance sample – sample, then all distances in the same cluster with sample will be correspond to images closest to sample. Clusters neighboring with this cluster will be correspond to images having more differences with the sample. At the same time although such images are more different from sample, they are similar to each other.

### 3. Experimental results

To check presented above the reasoning, we carried out a number of experiments. Experiments were conducted by the following procedure.

Two samples from several face images were formed. The first of these samples consisted of 45 images (sets of 9 images for five persons). Each set includes the original face image (let us call it further by its number, e.g. image 1) taken from a database of images provided by Yandex (see Fig. 1), and the various distortions of the original image obtained in Adobe Photoshop.

![Fig. 1. The original images of recognizable faces](image)

Thus, in each set there were used:
- 1 – an original image;
- 2 – Gaussian blur by radius of 2 pixels;
- 3 – Gaussian blur by radius of 4 pixels;
- 4 – Gaussian blur by radius 6 pixels;
- 5 – a spot noise;
- 6 – a mirror reflection;
- 7 – ripples;
- 8 – a reduced image;
- 9 – wind.

The second of these samples included a set of images from the collection [18]. The collection includes 20 face images of 375 people in different lighting conditions. Part of the images has a significant deviation from frontal view and expresses different emotions. Total in our experiments from this database has been used 40 images of two people (the files from 9338462.1.jpg to 9338462.20.jpg and the files from hensm.1.jpg to hensm.20.jpg of collection [18]).

For each image the distribution of relative cardinality of brightness clusters was formed. Clustering of brightness was performed by the recurrent neural network (Fig. 2) with the parameters calculated in accordance to [13–16].

![Fig. 2. The structure of the neural network](image)

To ensure equal conditions of brightness clustering for all images, in our case, unlike [13–16], one-step clustering without optimization of the parameter \( \mu \) in the expression of neuron activation function was used:

\[
f(x) = \mu /[1 + \exp(-\alpha x + \beta)],
\]

where \( \alpha \) is a coefficient of inclination and \( \beta \) is the amount of displacement.

The first series of experiments was implemented by the following algorithm:
- a sample image is chosen alternately from the existing originals;
- the distance from the sample to each of all other images is calculated;
- clustering of a set of obtained distances is performed (including zero distance).

For clustering distances, the same neural network was used, but with the optimization of \( \mu \). Evaluation of the images proximity to the sample was carried out using three distances: Euclidean distance, cosine distance and Kullback-Leibler distance. The results of this series of experiments are given in Tables 1 and 2.

### Table 1. The distribution of correctly recognized faces by the clusters

<table>
<thead>
<tr>
<th>Clusters</th>
<th>Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Euclidean</td>
</tr>
<tr>
<td>1-2</td>
<td>30</td>
</tr>
<tr>
<td>1-3</td>
<td>43</td>
</tr>
</tbody>
</table>

By (4) it is follows that clustering may reveal several clusters for specific values of the number of iterations \( n \). Some of them will be filled by the distance values; part of them will be not filled. Table 2 shows the content of only a few filled clusters. This content is sufficient to perform the analysis.

The content of the vast majority of unspecified in Table 2 clusters includes the distances to the images, which do not similar to the sample and therefore are not of interest for further discussion.

In Table 1 for all five sets of collection (45 images total) the distribution by clusters of number of all correctly recognized images (to be more exact corresponding to them distances) is shown. Results is given for the first two clusters and for the first three clusters for each metric. We can see that the first two clusters contain 93% of all correctly recognized faces (42 face images) only for the Kullback-Leibler distance. When using the first three clusters this percentage increases to 96% for all metrics. Therefore, for analyzing of clustering results it is sufficient to consider the content of the first three clusters.
The cells content of Table 2 shows number of distances fallen into specified cluster for each metrics. Image number of original from collection of Fig. 1, to which distance relates, is indicated in brackets. For example, notation 9(4) mean 9 distances corresponding to images from the set of 4-th original (see Fig. 1). Several distances corresponding to different originals are separated by semicolon.

Table 2. Images in obtained clusters

<table>
<thead>
<tr>
<th>Clusters</th>
<th>Distance</th>
<th>Euclidean</th>
<th>Cosine</th>
<th>Kullback-Leibler</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1(1)</td>
<td>3(1)</td>
<td>6(1)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5(1)</td>
<td>6(1)</td>
<td>3(1); 3(4)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3(1)</td>
<td>9(4)</td>
<td>6(4)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Clusters</th>
<th>Distance</th>
<th>Euclidean</th>
<th>Cosine</th>
<th>Kullback-Leibler</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1(2)</td>
<td>3(2)</td>
<td>5(2)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3(2)</td>
<td>2(2)</td>
<td>4(2)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5(2)</td>
<td>4(2)</td>
<td>8(1); 9(3); 1(4); 9(5)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Clusters</th>
<th>Distance</th>
<th>Euclidean</th>
<th>Cosine</th>
<th>Kullback-Leibler</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1(3)</td>
<td>1(3)</td>
<td>2(3)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>6(3)</td>
<td>5(3)</td>
<td>6(3)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1(3)</td>
<td>2(3)</td>
<td>1(3); 6(4); 6(5)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Clusters</th>
<th>Distance</th>
<th>Euclidean</th>
<th>Cosine</th>
<th>Kullback-Leibler</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1(4)</td>
<td>1(4)</td>
<td>1(4)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>8(4)</td>
<td>8(4)</td>
<td>7(4)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1(3)</td>
<td>1(3)</td>
<td>9(1); 9(3); 6(5)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Clusters</th>
<th>Distance</th>
<th>Euclidean</th>
<th>Cosine</th>
<th>Kullback-Leibler</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2(5)</td>
<td>2(5)</td>
<td>1(5)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2(5)</td>
<td>2(5)</td>
<td>7(5)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4(5)</td>
<td>4(5)</td>
<td>1(5); 1(3)</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 shows the distribution by clusters of the average image recognition error depending on the applied metric. It is seen that when using two clusters for recognition it is more profitable to calculate the Kullback-Leibler distance. In this case, we obtain average errors 1 and 2 types no more 0.07. When using three clusters it is more profitable to use the Euclidean distance which gives average errors 1 and 2 types no more 0.04.

Table 3. Average error of image recognition

<table>
<thead>
<tr>
<th>Clusters</th>
<th>Distance</th>
<th>Euclidean</th>
<th>Cosine</th>
<th>Kullback-Leibler</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>0.33</td>
<td>0.27</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>1-3</td>
<td>0.04</td>
<td>0.04</td>
<td>0.03</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Clusters</th>
<th>Distance</th>
<th>Euclidean</th>
<th>Cosine</th>
<th>Kullback-Leibler</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>0</td>
<td>0</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>1-3</td>
<td>0.02</td>
<td>0.12</td>
<td>0.53</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3 shows incorrectly recognized images when the first original of Fig. 1 was taken as sample. From the collection of Fig. 1 it is not difficult to discover that the first and the fourth faces are markedly different from the other faces.

At that, they have similar visual brightness distribution. Perhaps therefore the faces of Fig. 3 were attributed to the first original. Here, as in other cases of incorrect recognition, we meet with the semantic contradiction inherent to the present method. The contradiction is that each class used in face recognition, includes images of faces of the same person. Our method compares the brightness distributions, which are not sensitive to the semantics of the images. However, just this feature of the method allows detecting near-duplicates of one face.

In the next experiment, the Gaussian blur of face 1 (Fig. 1) by radius of 6 pixels was taken as a sample. Proximity of images to sample was determined by the Kullback-Leibler distance. The set of obtained distances (including zero distance the sample-sample) have been clustered as described earlier. By a result of the clustering of these distances, in the first cluster was only zero distance. The remaining 8 distances for face images were included in the second cluster. This is consistent with the above conclusions. It is noteworthy that in this, as in the previous experiments, mirror reflection of faces as well as reduced faces were recognized unmistakably. All of them, depending on the used metric, fall into the first two or three filled cluster.

The next series of experiments was carried out with the second set of images taken from [18]. As previously noted, many images of this collection were obtained with deviations from the frontal view and express various kinds of emotions. Such images are often difficult to recognize by the presented sample. In Fig. 4 some of the images that illustrate this feature of the collection are shown.

In these experiments the image shown in Fig. 4.1 was used as a sample. To determine the proximity of images Kullback-Leibler distance was calculated. The set of the obtained distances (including zero distance) was clustered using the same neural network as before.

Figure 3 shows a diagram of distribution of the images by clusters as a result of the distances clustering. In the legend of Fig. 5 we use image file names from collection [18].
Previously, when discussing the inequality (4), it has been marked that the region of the input signal values $x$ in the mapping process is divided into a number of sub-bands (i.e., clusters). Fig. 5 shows that the all of the images were distributed to 4 clusters. Besides the first two filled clusters are located close one to the other and contain all twenty distances corresponding to images belonging to a class of the sample. The remaining twenty distances are remoted from the first group by a large number of empty clusters. At the same time, they are also located in two neighboring clusters and correspond to the images of another face (of another class).

In this experiment, as in the previous ones, besides of images recognition by the presented sample, the effect of partial ordering of the unrecognized images into classes is observed. It consists in the fact that some clusters may include distances of a greater part or all of images of one or more classes. Table 4 shows the distribution of classes of the unrecognized images for clusters 4 – 5 when using the different metrics.

### Table 4. Images in obtained clusters

<table>
<thead>
<tr>
<th>Sample – image 1</th>
<th>Clusters</th>
<th>Distance</th>
<th>Euclidean</th>
<th>Cosine</th>
<th>Kullback-Leibler</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4</td>
<td></td>
<td>2(4)</td>
<td>1(3); 2(5)</td>
<td>9(3); 8(5)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
<td>5(4)</td>
<td>8(3)</td>
<td>8(5); 9(4)</td>
</tr>
<tr>
<td>Sample – image 2</td>
<td></td>
<td>4</td>
<td>1(5)</td>
<td>1(3); 1(5)</td>
<td>1(1); 8(4)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
<td>1(4)</td>
<td>8(1); 8(3); 8(5); 9(4)</td>
<td>--</td>
</tr>
<tr>
<td>Sample – image 3</td>
<td></td>
<td>4</td>
<td>1(3)</td>
<td>1(3); 1(5)</td>
<td>3(1); 2(4)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
<td>1(4)</td>
<td>1(4)</td>
<td>6(1)</td>
</tr>
<tr>
<td>Sample – image 4</td>
<td></td>
<td>4</td>
<td>1(1); 8(3)</td>
<td>9(1); 7(3)</td>
<td>1(4)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
<td>8(1); 1(3); 4(5)</td>
<td>1(3); 1(5)</td>
<td>1(5)</td>
</tr>
<tr>
<td>Sample – image 5</td>
<td></td>
<td>4</td>
<td>1(3)</td>
<td>1(3)</td>
<td>8(3)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
<td>1(5); 5(3); 1(4)</td>
<td>1(5); 1(3); 1(4)</td>
<td>1(4)</td>
</tr>
</tbody>
</table>

It is seen that this effect is mostly expressed when using the Kullback-Leibler distance.

### Conclusion

1. Clustering of proximity measures of segmented images to the sample allows to implement featureless face recognition.
2. To analyze featureless face recognition, it is sufficient to use two first clusters in the case of the Kullback-Leibler measure and three first clusters in the case of the Euclidean measure.
3. Using clustering of the proximity measure to the sample for face recognition allows to provide in the experiments the average errors 1 and 2 types not above 0.07.
4. Clustering of the proximity measure to the sample causes the effect of the partial ordering of the unrecognized images by the classes. This can be used for a preliminary selection of the groups of the similar images.
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