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Abstract

In this paper we illustrate the explicit implementation of a method for computing limit cycles which bifurcate from a 2-dimensional isochronous set contained in $\mathbb{R}^3$, when we perturb it inside a class of differential systems. This method is based in the averaging theory. As far as we know all applications of this method have been made perturbing noncompact surfaces, as for instance a plane or a cylinder in $\mathbb{R}^3$. Here we consider polynomial perturbations of degree $d$ of an isochronous torus. We prove that, up to first order in the perturbation, at most $2(d+1)$ limit cycles can bifurcate from a such torus and that there exist polynomial perturbations of degree $d$ of the torus such that exactly $\nu$ limit cycles bifurcate from such a torus for every $\nu \in \{2, 4, \ldots, 2(d+1)\}$.
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1 Introduction

Let $\mathbb{T}$ be a 2-dimensional torus of an integrable Hamiltonian system of two degrees of freedom contained in a 3-dimensional energy level and foliated by periodic orbits.

*Partially supported by the MICIN/FEDER grant number MTM2008-03437 and by the Generalitat de Catalunya grant number 2009SGR410.
Under the assumptions of the Poincaré–Birkhoff Theorem we can study the periodic orbits of $T$ which persist when we perturb this integrable system inside the class of all Hamiltonian systems of two degrees of freedom, for details see [1, 2].

Assume now that $T$ is a 2-dimensional isochronous torus of a differential system in $\mathbb{R}^3$, and that is $T$ is foliated by periodic orbits with the same period. We also suppose that there are no other invariant tori in a neighborhood of $T$. We want to study how many periodic orbits of $T$ persist when we perturb it inside a class of differential systems of $\mathbb{R}^3$. Clearly we cannot apply the Poincaré–Birkhoff Theorem because it only works when we perturb energy levels of an integrable Hamiltonian system, and in such energy levels the invariant tori with periodic orbits are not isolated. In other words our problem is far removed from Hamiltonian dynamics.

In general we can consider a differential system in $\mathbb{R}^3$, with associated vector field $X_0$, having a 2-dimensional isochronous subset $S$, that is $S$ is comprised of periodic orbits with the same period. If we take the vector field $X_\varepsilon = X_0 + \varepsilon X$ as an $\varepsilon$-perturbation of $X_0$, then natural questions are: Has the vector field $X_\varepsilon$ periodic orbits or limit cycles emerging from $S$? How to compute them? How many? These questions can be considered analogous to the following about the theory of limit cycles of planar differential systems: How many limit cycles emerge under a perturbation from a center? Many authors have lately been attracted by this subject and succeeded in obtaining very interesting results (see for example the book [5] and the references therein).

A tool for studying these problems is averaging theory. For a general introduction to this theory see the books of Sanders and Verhulst [14], and of Verhulst [15], and for concrete applications see, for example, [4, 9, 10] and [6] for an application to a non-$C^1$ differentiable system.

The perturbation of planes or cylinders inside $\mathbb{R}^3$ with a continuum of periodic orbits of a differential system has been studied using averaging theory in [8, 10] and using other techniques in [7]. As far as we know this is the first time that perturbations of an isolated compact surface foliated by periodic orbits with the same period have been analyzed.

We illustrate the method of studying the limit cycles that bifurcate from the isochronous periodic orbits comprising a 2-dimensional torus of a differential system in $\mathbb{R}^3$ with the following example. But the method can be applied to any differential system under similar assumptions.

In this paper we consider the differential system

\[
\begin{align*}
\dot{x} &= \left(\sqrt{x^2 + y^2 - 2}\right) f(x, y, z) - z + \varepsilon P(x, y, z), \\
\dot{y} &= \left(\sqrt{x^2 + y^2 - 2}\right) f(x, y, z) - z + \varepsilon Q(x, y, z), \\
\dot{z} &= z f(x, y, z) + \left(\sqrt{x^2 + y^2 - 2}\right) + \varepsilon R(x, y, z),
\end{align*}
\]

defined in $\mathbb{R}^3 \setminus \{(0,0,z) | z \in \mathbb{R}\}$, where $f(x, y, z) = 1 - \left(\sqrt{x^2 + y^2 - 2}\right)^2 - z^2$, $\varepsilon$
is a small parameter, and $P(x, y, z)$, $Q(x, y, z)$ and $R(x, y, z)$ are polynomials. As usual the dot denotes differentiation with respect to the variable $t$.

The 2-dimensional torus
\[ T := \{ (x, y, z) \in \mathbb{R}^3 \mid f(x, y, z) = 0 \} \]
is an invariant surface for the unperturbed system $(1_0)$. In addition, the solution of $(1_0)$ passing through the point
\[
((2 + \cos \theta_0) \cos \phi_0, (2 + \cos \theta_0) \sin \phi_0, \sin \theta_0) \in T
\]
at time $t = 0$ is
\[
x(t) = (2 + \cos(t + \theta_0)) \cos \phi_0, \quad y(t) = (2 + \cos(t + \theta_0)) \sin \phi_0, \quad z(t) = \sin(t + \theta_0),
\]
so it is periodic with period $2\pi$. This means that $T$ is isochronous.

For $\varepsilon$ sufficiently small we study how many limit cycles of system $(1_\varepsilon)$ bifurcate from the periodic orbits of the invariant torus $T$ of $(1_0)$; we recall that a periodic orbit of a differential system is a limit cycle if it is isolated in the set of all periodic orbits of the system. We do not provide a complete answer, we only study the bifurcated limit cycles which are controlled up to first order in $\varepsilon$ by using averaging theory.

The idea is as follows. We apply the ideas of averaging theory and an appropriate system of coordinates $(\theta, \phi, r)$ in an open neighborhood of $T$ (see Lemma 4) to reduce system $(1_\varepsilon)$ to the form
\[
x'(\theta) = F_0(\theta, x) + \varepsilon F_1(\theta, x) + \varepsilon^2 F_2(\theta, x, \varepsilon),
\]
where the prime denotes the differentiation with respect to the variable $\theta$, and the functions $F_0, F_1$ and $F_2$ are $C^2$ functions and $2\pi$-periodic in the variable $\theta$. We will see in Section 3, by using techniques described in Section 2, that the number of limit cycles of system $(1_\varepsilon)$ bifurcating from the periodic orbits of the invariant torus $T$ of $(1_0)$ are controlled up to first order in $\varepsilon$ by the number of simple zeros of a function $F(\phi)$ defined in Theorem 2, which in our case is
\[
F(\phi) = \int_0^{2\pi} \tilde{Q}(\theta, \phi, 1) \cos \phi - \tilde{P}(\theta, \phi, 1) \sin \phi \frac{d\theta}{2 + \cos \theta}, \tag{2}
\]
where $\phi \in S^1 := \mathbb{R}/(2\pi \mathbb{Z})$, and $\tilde{P}(\theta, \phi, 1)$ and $\tilde{Q}(\theta, \phi, 1)$ are the expressions in the new coordinates of the polynomials $P(x, y, z)$ and $Q(x, y, z)$ of $(1_\varepsilon)$ restricted to the torus $T$ of $(1_0)$ respectively. Hence as we shall see our problem reduces to studying how many simple zeros have this function $F(\phi)$. The results of averaging theory guarantee the existence of a hyperbolic limit cycle for each simple zero of this function. We recall that a limit cycle $\gamma$ of a differential system is hyperbolic when all its (nontangent) characteristic exponents, that is the eigenvalues of the derivative of the return map associated to $\gamma$, have nonzero real parts.

If this function $F(\phi)$ vanishes identically, then results using higher order averaging theory in $\varepsilon$ must be applied.

Our main result is the following.
Theorem 1 For $\varepsilon \neq 0$ sufficiently small the following statements hold.

(i) If the maximum of the degrees of the polynomials $P(x, y, z)$ and $Q(x, y, z)$ is $d$ and $F(\phi)$ given by (2) does not vanish identically, then $2(d + 1)$ is the maximum number of limit cycles of system $(1_{\varepsilon})$ that can bifurcate from the periodic orbits of the torus $T$ of system $(1_0)$.

(ii) For any natural $d$ and any $\nu$ in the set $\{2, 4, \ldots, 2(d + 1)\}$, we can find polynomials $P(x, y, z)$ and $Q(x, y, z)$ of degree $d$ such that system $(1_{\varepsilon})$ has exactly $\nu$ limit cycles, which all are hyperbolic, bifurcating from the periodic orbits of the torus $T$ of system $(1_0)$.

We note that this result does not depend on the polynomial $R(x, y, z)$. This is due to the fact that the function $\mathcal{F}(\phi)$ given by (2) is independent of $R(x, y, z)$.

The paper is structured as follows. In Section 2 we summarize the result from averaging theory that we will use for proving Theorem 1. In Section 3 we prove Theorem 1.

2. Averaging theory

We consider the problem of the bifurcation of $T$-periodic orbits from the differential system

$$\dot{x}(t) = F_0(t, x) + \varepsilon F_1(t, x) + \varepsilon^2 F_2(t, x, \varepsilon),$$

with $\varepsilon \in (-\varepsilon_0, \varepsilon_0)$ and $\varepsilon_0 > 0$ sufficiently small. The functions $F_0, F_1 : \mathbb{R} \times \Omega \to \mathbb{R}^n$ and $F_2 : \mathbb{R} \times \Omega \times (-\varepsilon_0, \varepsilon_0) \to \mathbb{R}^n$ are $C^k$ functions, with $k \geq 2$ and $T$-periodic in the variable $t$. $\Omega$ is an open subset of $\mathbb{R}^n$. In addition, our main assumption is that the unperturbed system $(3_0)$ has a $m$-dimensional submanifold, with $1 \leq m \leq n$, comprised of $T$-periodic orbits.

Let $x(t, z)$ be the solution of the unperturbed system $(3_0)$ such that $x(0, z) = z$. We write the linearization of $(3_0)$ along the periodic solution $x(t, z)$ as

$$\dot{y}(t) = D_x F_0(t, x(t, z)) y.$$  

In what follows we denote by $\mathcal{M}_2(t)$ a fundamental matrix of the linear differential system $(4)$, by $\xi : \mathbb{R}^m \times \mathbb{R}^{n-m} \to \mathbb{R}^m$ and $\xi^\perp : \mathbb{R}^m \times \mathbb{R}^{n-m} \to \mathbb{R}^{n-m}$ the projections of $\mathbb{R}^n$ onto its first $m$ and $n - m$ coordinates respectively; i.e. $\xi(x_1, \ldots, x_n) = (x_1, \ldots, x_m)$, and $\xi^\perp(x_1, \ldots, x_n) = (x_{m+1}, \ldots, x_n)$

Theorem 2 Let $V \subset \mathbb{R}^m$ be open and bounded and let $\beta_0 : \text{Cl}(V) \to \mathbb{R}^{n-m}$ be a $C^k$ function. We assume that

(a) $\mathcal{Z} = \{z_\alpha := (\alpha, \beta_0(\alpha)) \mid \alpha \in \text{Cl}(V)\} \subset \Omega$ and that for each $z_\alpha \in \mathcal{Z}$ the solution $x(t, z_\alpha)$ of $(3_0)$ is $T$-periodic; and that
Consider the function $F : \text{Cl}(V) \to \mathbb{R}^m$

$$F(\alpha) = \xi \left( \int_0^T M_{z_\alpha}^{-1}(t) F_1(t, x(t, z_\alpha)) dt \right).$$

Suppose that there is $\alpha_0 \in V$ with $F(\alpha_0) = 0$, then the following statements hold.

(i) If $\det((\partial F/\partial \alpha)(\alpha_0)) \neq 0$ then, for $\varepsilon$ small enough, there is a unique $T$-periodic solution $\varphi_1(t, \varepsilon)$ of system (3$\varepsilon$) such that $\varphi_1(t, \varepsilon) \to x(t, z_{\alpha_0})$ as $\varepsilon \to 0$.

(ii) If $m = 1$ and $F'(\alpha_0) = \cdots = F^{(s-1)}(\alpha_0) = 0$ and $F^{(s)}(\alpha_0) \neq 0$, with $s \leq k$, then, for $\varepsilon$ small enough, there are at most $s$ $T$-periodic solutions, $\varphi_1(t, \varepsilon), \ldots, \varphi_s(t, \varepsilon)$, of system (3$\varepsilon$) such that $\varphi_i(t, \varepsilon) \to x(t, z_{\alpha_0})$ as $\varepsilon \to 0$

The statement (i) goes back to Malkin [12] and Roseau [13], for a shorter proof see [3]. The statement (ii) is a refinement of (i) for the case $m = 1$, and since for proving it we need to recall ideas of the proof of (i), we provide the complete proof of Theorem 2, and as a consequence of its proof the next result follows.

**Corollary 3** Under the hypothesis of Theorem 2, if all the eigenvalues of the matrices $\Delta_{\alpha_0}$ and $(\partial F/\partial \alpha)(\alpha_0)$ have nonzero real part, then the $T$-periodic solution $\varphi_1(t, \varepsilon)$ of Theorem 2.(i) is hyperbolic.

**Proof of Theorem 2.** From (a) there exist an open neighborhood $D$ of $\mathcal{Z}$ in $\Omega$ and $0 < \varepsilon_1 \leq \varepsilon_0$ such that any solution $x(t, z, \varepsilon)$ of (3$\varepsilon$) with initial conditions in $D \times (-\varepsilon_1, \varepsilon_1)$ is well defined in $[0, T]$. We consider the function $f : D \times (-\varepsilon_1, \varepsilon_1) \to \mathbb{R}^n$, $(z, \varepsilon) \mapsto x(T, z, \varepsilon) - x$. If $(z, \varepsilon) \in D \times (-\varepsilon_1, \varepsilon_1)$ is such that $f(z, \varepsilon) = 0$, then $x(t, z, \varepsilon)$ is a $T$-periodic solution of (3$\varepsilon$). Clearly the converse is true. Hence the problem of finding $T$-periodic orbits of (3$\varepsilon$) close to the periodic orbits with initial conditions in $\mathcal{Z}$ is reduced finding the zeros of $f(z, \varepsilon)$.

The sets of zeros of $f(z, \varepsilon)$ and $g(z, \varepsilon) = M_{z_\alpha}^{-1}(T)f(z, \varepsilon)$ are the same, since $M_{z_\alpha}(T)$ is a fundamental matrix. Moreover, following [3], we can compute also

$$D_{z_\alpha} g(z, \varepsilon) = (M_{z_\alpha}^{-1}(0) - M_{z_\alpha}^{-1}(T)) + D_{z_\alpha} \left( \int_0^T M_{z_\alpha}^{-1}(t) F_1(t, x(t, z, \varepsilon)) dt \right) + O(\varepsilon^2).$$

We note that $g^{-1}(0) = (\xi^+ \circ g)^{-1}(0) \cap (\xi \circ g)^{-1}(0)$. From (6) we obtain $D_{z_\alpha} g(z_{\alpha_1}, 0) = M_{z_{\alpha_1}}^{-1}(0) - M_{z_{\alpha_1}}^{-1}(T)$ and from (b) such a matrix has in the lower right corner a $(n - m) \times (n - m)$ matrix $\Delta_{\alpha}$ with $\det(\Delta_{\alpha}) \neq 0$, so by using the Implicit Function
Theorem, it follows that there are an open neighborhood \( U \times (-\varepsilon_2, \varepsilon_2) \) of \( \text{Cl}(V) \) in \( \xi(D) \times (-\varepsilon_1, \varepsilon_1) \), an open neighborhood \( O \) of \( \beta_0(\text{Cl}(V)) \) in \( \mathbb{R}^{n-m} \) and a unique \( C^k \) function \( \beta(\alpha, \varepsilon) : U \times (-\varepsilon_2, \varepsilon_2) \to \mathcal{O} \) such that \( (\xi \circ g)^{-1}(0) \cap (U \times O \times (-\varepsilon_2, \varepsilon_2)) \) is exactly the graph of \( \beta(\alpha, \varepsilon) \) (for more details see [3]). Now, if we define the function \( \delta : U \times (-\varepsilon_2, \varepsilon_2) \to \mathbb{R} \) as \( \delta(\alpha, \varepsilon) = (\xi \circ g)(\alpha, \beta(\alpha, \varepsilon), \varepsilon) \), then \( \delta \) is a \( C^k \) function and \( g^{-1}(0) \cap (U \times O \times (-\varepsilon_2, \varepsilon_2)) = \{(\alpha, \beta(\alpha, \varepsilon), \varepsilon) \mid (\alpha, \varepsilon) \in \delta^{-1}(0)\} \). Therefore for describing the set \( g^{-1}(0) \) in an open neighborhood of \( Z \) in \( \mathbb{R}^n \times (-\varepsilon_0, \varepsilon_0) \), it is sufficient to describe \( \delta^{-1}(0) \) in an open neighborhood of \( \text{Cl}(V) \) in \( \mathbb{R} \times (-\varepsilon_0, \varepsilon_0) \).

Since \( M_{x_1}^{-1}(0) - M_{x_2}^{-1}(T) \) has in the upper right corner the \( m \times (n-m) \) zero matrix and \( \delta(\alpha, 0) = 0 \) in \( V \times (-\varepsilon_2, \varepsilon_2) \), the function \( \delta(\alpha, \varepsilon) \) can be written as \( \delta(\alpha, \varepsilon) = \varepsilon F(\alpha) + \varepsilon^2 G(\alpha, \varepsilon) \) in \( V \times (-\varepsilon_2, \varepsilon_2) \), where \( F(\alpha) \) is the function given by (5), see [3]. In addition, if \( \tilde{\delta}(\alpha, \varepsilon) = F(\alpha) + \varepsilon G(\alpha, \varepsilon) \), then \( \tilde{\delta}^{-1}(0) = \tilde{\delta}^{-1}(0) \).

If there exists \( \alpha_0 \in V \) such that \( \tilde{\delta}(\alpha_0, 0) = F(\alpha_0) = 0 \) and \( \det((\partial F/\partial \alpha)(\alpha_0)) \neq 0 \) then, from the Implicit Function Theorem, there exist \( \varepsilon_3 > 0 \) small, an open neighborhood \( V_0 \) of \( \alpha_0 \) in \( V \) and a unique \( C^k \) function \( \alpha(\varepsilon) : (-\varepsilon_3, \varepsilon_3) \to V_0 \) such that \( \tilde{\delta}^{-1}(0) \cap (V_0 \times (-\varepsilon_3, \varepsilon_3)) \) is the graph of \( \alpha(\varepsilon) \), which also represent the set \( \delta^{-1}(0) \cap (V_0 \times (-\varepsilon_3, \varepsilon_3)) \). This proves the statement (i).

Moreover if \( m = 1 \) the function \( F(\alpha) \) is of one variable, so we can consider higher order derivatives of it. Suppose that

\[
\frac{\partial^s \tilde{\delta}}{\partial \alpha^s}(\alpha_0, 0) = F'(\alpha_0) = 0, \ldots, \frac{\partial^{s-1} \tilde{\delta}}{\partial \alpha^{s-1}}(\alpha_0, 0) = F^{(s-1)}(\alpha_0) = 0
\]

and \( \frac{\partial^s \tilde{\delta}}{\partial \alpha^s}(\alpha_0, 0) = F^{(s)}(\alpha_0) \neq 0 \). We want to prove that there are at most \( s \) \( T \)-periodic solutions of system (3c) bifurcating from \( x(t, z_{m_0}) \). Suppose the contrary, that is suppose that there are at least \( s + 1 \) \( T \)-periodic solutions of system (3c) bifurcating from \( x(t, z_{m_0}) \), then for any integer \( j \) there exist \( \varepsilon_j > 0 \) and \( \eta_j > 0 \), \( \varepsilon_j \to 0 \) and \( \eta_j \to 0 \) as \( j \to \infty \), such that the function \( g(z, \varepsilon_j) \) has at least \( s + 1 \) zeros in \( |z - z_{m_0}| < \eta_j \). Equivalently the function \( \tilde{\delta}(\alpha, \varepsilon) \) has at least \( s + 1 \) zeros in \( |\alpha - \alpha_0| < \eta_j \) and

\[
F^{(s)}(\alpha_j) + \varepsilon_j \frac{\partial^s \tilde{\delta}}{\partial \alpha^s}(\alpha_j, \varepsilon_j) = 0,
\]

which implies \( F^{(s)}(\alpha_0) = 0 \) by taking limit as \( j \to \infty \), which is a contradiction. Hence statement (ii) is proved. \( \square \)

Note that from Theorem 2 we get the following remark. Let \( X_0 \) be a vector field in \( \mathbb{R}^3 \), with \( q \geq 2 \), having an invariant manifold \( W \) consisting of periodic orbits of the same period. Consider the vector field \( X = X_0 + \varepsilon X \) an \( \varepsilon \)-perturbation of \( X_0 \). Suppose that the differential system associated to \( X_\varepsilon \) can be reduced to a system in \( \mathbb{R}^n \) of the form (3c) and that the manifold \( W \) corresponds to an \( m \)-dimensional manifold foliated by periodic orbits of period \( T \). If we can apply Theorem 2 to the reduced system, then each \( T \)-periodic solution given by this theorem corresponds to a limit cycle of the original system, that is, a limit cycle of \( X_\varepsilon \) for \( \varepsilon \) small.
Therefore, if $F(\alpha)$ does not vanish identically, then the number of simple zeros of $F(\alpha)$ is an upper bound for the number of limit cycles of $X_\varepsilon$ bifurcating from the periodic orbits of the manifold $W$ and each simple zero of $F(\alpha)$ corresponds to a limit cycle of $X_\varepsilon$ for $\varepsilon$ small.

In general to know the maximum number of limit cycles that systems $(3_\varepsilon)$ can have is a very difficult problem. The result described in the previous paragraph gives a partial answer in that direction. That is, the upper bound provided by the simple zeros of the function $F(\alpha)$, when it is reached, is a lower bound for the maximum number of limit cycles of the perturbed system $(3_\varepsilon)$.

In this paper we will show an explicit implementation of Theorem 2 for computing limit cycles of $(1_\varepsilon)$ which bifurcate from the torus $T$ of $(1_0)$.

3 Proof of the results

The proof of Theorem 1 is based in the following three technical lemmas which are proved later on.

Lemma 4. By using a suitable change of coordinates $(\theta, \phi, r)$, in an open neighborhood of the torus $T$, system $(1_\varepsilon)$ can be transformed into the form $(3_\varepsilon)$. The transformed system satisfies the conditions (a) and (b) of Theorem 2; and (5) takes the form (2).

Lemma 5. If $P(x, y, z)$ and $Q(x, y, z)$ are polynomials of degree at most $d$, then the expression (2) takes the form

$$F(\phi) = a_0 + \sum_{l=1}^{d+1} (a_l \cos(l\phi) + b_l \sin(l\phi)),$$

where $a_0, a_1, \ldots, a_{d+1}, b_1, \ldots, b_{d+1}$ are functions of the coefficients of $P(x, y, z)$ and $Q(x, y, z)$. If this function does not vanish identically, then it has at most $2(d + 1)$ isolated zeros counting multiplicities in $S^1$.

Lemma 6. The following statements hold.

(i) There are polynomials $P(x, y, z)$ and $Q(x, y, z)$ such that the coefficients of the function $F(\phi)$ given by (7) are all independent.

(ii) For any natural $d$ and any $\nu$ in the set $\{2, 4, \ldots, 2(d + 1)\}$, we can find polynomials $P(x, y, z)$ and $Q(x, y, z)$ of degree $d$ such that the function $F(\phi)$ given by (7) has exactly $\nu$ zeros and each one of them is simple.

Proof of Theorem 1. From Lemma 4, system $(1_\varepsilon)$ is reduced to the form $(3_\varepsilon)$ and we can apply Theorem 2 for studying isolated periodic orbits of the reduced system or equivalently limit cycles of the original system $(1_\varepsilon)$. If the maximum of the degrees of $P(x, y, z)$ and $Q(x, y, z)$ is $d$ and the function $F(\phi)$ does not vanish
identically, then from Lemma 5 the function $F(\phi)$ has at most $2(d + 1)$ isolated zeros in $S^1$. Hence statement $(ii)$ of Theorem 2 proves statement $(i)$ of Theorem 1.

For proving statement $(ii)$ we need to show that, for any natural $d$ and any $\nu$ in the set $\{2, 4, \ldots, 2(d + 1)\}$, there are polynomials $P(x, y, z)$ and $Q(x, y, z)$ of degree $d$ such that the function $F(\phi)$ has exactly $\nu$ zeros in $S^1$ and each one of them is simple. This does not follow directly from Lemma 5 because in general the coefficients of $F(\phi)$ given by (7) are no independent; however Lemma 6 ensures this property, and applying Theorem 2 $(i)$ and Corollary 3 the statement follows. □

**Proof of Lemma 4.** If $\theta, \phi \in S^1$ and $r \in (0, 2)$, then

$$x = (2 + r \cos \theta) \cos \phi, \quad y = (2 + r \cos \theta) \sin \phi \quad \text{and} \quad z = r \sin \theta,$$

is a change of coordinates in $S^1 \times \Omega$, with $\Omega := \{(\phi, r) \mid \phi \in S^1, 0 < r < 2\}$. The torus $\mathbb{T}$ corresponds to the points with $r = 1$. By using this change of coordinates system (1) becomes

$$\begin{align*}
\dot{\theta} &= 1 + \varepsilon \left( R(\theta, \phi, r) \cos \theta - \sin \theta \left( \tilde{P}(\theta, \phi, r) \cos \phi + \tilde{Q}(\theta, \phi, r) \sin \phi \right) \right) / r, \\
\dot{\phi} &= \varepsilon \left( \tilde{Q}(\theta, \phi, r) \cos \phi - \tilde{P}(\theta, \phi, r) \sin \phi \right) / (2 + r \cos \theta), \quad \text{(8)} \\
\dot{r} &= r(1 - r^2) + \varepsilon \cos \theta \left( \tilde{P}(\theta, \phi, r) \cos \phi + \tilde{Q}(\theta, \phi, r) \sin \phi + \tilde{R}(\theta, \phi, r) \right),
\end{align*}$$

where $\tilde{Y}(\theta, \phi, r) := Y((2 + r \cos \theta) \cos \phi, (2 + r \cos \theta) \sin \phi, r \sin \theta)$ for $Y \in \{P, Q, R\}$.

We change the independent variable $t$ of system (8) by the variable $\theta$, and we obtain the equivalent 2-dimensional system

$$\begin{align*}
\phi' &= \varepsilon \left( \tilde{Q}(\theta, \phi, r) \cos \phi - \tilde{P}(\theta, \phi, r) \sin \phi \right) / (2 + r \cos \theta) + O(\varepsilon^2), \quad \text{(9)} \\
r' &= r(1 - r^2) + \varepsilon S(\theta, \phi, r) + O(\varepsilon^2),
\end{align*}$$

where

$$S(\theta, \phi, r) := \left( \cos \theta - (1 - r^2) \sin \theta \right) \left( \tilde{P}(\theta, \phi, r) \cos \phi + \tilde{Q}(\theta, \phi, r) \sin \phi \right) + (2 - r^2) \tilde{R}(\theta, \phi, r) \cos \theta,$$

which is defined in $\Omega$. The prime denotes the differentiation with respect to the variable $\theta$.

If we use the notation $\mathbf{x} := \begin{pmatrix} \phi \\ r \end{pmatrix}$ then (9) can be written as

$$\mathbf{x}'(\theta) = F_0(\mathbf{x}) + \varepsilon F_1(\theta, \mathbf{x}) + \varepsilon^2 F_2(\theta, \mathbf{x}, \varepsilon).$$

It is clear that $F_0, F_1 : \mathbb{R} \times \Omega \to \Omega$ and $F_2 : \mathbb{R} \times \Omega \times (-\varepsilon_0, \varepsilon_0) \to \Omega$ are $2\pi$-periodic in $\theta$ and analytic. Thus (9) has the form (3). Consider the subset

$$Z := \{z_\phi = (\phi, 1) \mid \phi \in S^1\}$$
of $\Omega$. The solution of \( (9_\varepsilon) \) passing through the point \( z_\phi \) is \( x(\theta, z_\phi) = (\phi_1) \) which is constant, hence $2\pi$-periodic in $\theta$. Therefore $Z$ is an invariant 1-dimensional manifold foliated by periodic orbits of the unperturbed system \( (9_0) \) (in fact, singular points), which corresponds to the invariant torus $T$ of system \( (8_0) \).

The variational system corresponding to the unperturbed system \( (9_0) \) along the solutions of $Z$ is
\[
\begin{pmatrix}
\phi' \\
r'
\end{pmatrix} = \begin{pmatrix}
0 & 0 \\
0 & -2
\end{pmatrix} \begin{pmatrix}
\phi \\
r
\end{pmatrix},
\]
whose solution is $\phi(\theta) = \text{constant}$ and $r(\theta) = e^{-2\theta}$. Hence the fundamental matrix $M_{z_\phi}$ is
\[
M_{z_\phi}(\theta) = \begin{pmatrix}
1 & 0 \\
0 & e^{-2\theta}
\end{pmatrix}.
\]
Then we have
\[
M_{z_\phi}^{-1}(\theta) = \begin{pmatrix}
1 & 0 \\
0 & e^{2\theta}
\end{pmatrix},
\]
whence
\[
M_{z_\phi}^{-1}(0) - M_{z_\phi}^{-1}(2\pi) = \begin{pmatrix}
0 & 0 \\
0 & 1 - e^{4\pi}
\end{pmatrix}.
\]
Therefore taking $V = S^1$ and $\beta_0 : S^1 \to (0, 2)$ the constant function $1$, it is clear that system \( (9_\varepsilon) \) satisfies the conditions (a) and (b) of Theorem 2.

In this case \( (5) \) takes the form
\[
\mathcal{F}(\phi) := \xi \left( \int_0^{2\pi} \begin{pmatrix}
1 & 0 \\
0 & e^{2\theta}
\end{pmatrix} F_1(\theta, x(\theta, z_\phi)) d\theta \right)
= \xi \left( \int_0^{2\pi} \begin{pmatrix}
1 & 0 \\
0 & e^{2\theta}
\end{pmatrix} \left( \frac{\tilde{Q}(\theta, \phi, 1) \cos \phi - \tilde{P}(\theta, \phi, 1) \sin \phi}{2 + \cos \theta} \right) \right) d\theta).
\]
That is exactly \( (2) \). 

\[\square\]

For proving Lemma 5 we first recall a property on Chebyshev systems and some technical results.

**Definition 7** The set of $j + 1$ real functions $f_0(x), f_1(x), \ldots, f_j(x)$ defined in a compact Hausdorff topological set $A$ forms a *Chebyshev system* in $A$ if any nontrivial linear combination $a_0f_0(x) + a_1f_1(x) + \cdots + a_jf_j(x)$ has at most $j$ zeros in $A$ counting multiplicities.

**Proposition 8** Suppose that the set of real functions $f_0(x), f_1(x), \ldots, f_j(x)$ forms a Chebyshev system in $A$. If $x_0, x_1, \ldots, x_j$ are $j + 1$ different points in $A$ and $c_0, c_1, \ldots, c_j$ are $j + 1$ arbitrary real numbers, then the system of equations
\[
a_0f_0(x_i) + a_1f_1(x_i) + \cdots + a_jf_j(x_i) = c_i, \quad i = 0, 1, \ldots, j,
\]
has a unique solution for $a_0, a_1, \ldots, a_j$. 

Lemma 9 If $d$ is a natural then
\[
\sum_{i+j=0}^{d} c_{ij} \cos^i \phi \sin^j \phi = \tilde{a}_0 + \sum_{l=1}^{d} \left( \tilde{a}_l \cos(l\phi) + \tilde{b}_l \sin(l\phi) \right),
\]
(10)
where $c_{ij} \in \mathbb{R}$ and $\tilde{a}_0, \tilde{a}_1, \ldots, \tilde{a}_d, \tilde{b}_1, \ldots, \tilde{b}_d$ are functions of $c_{ij}$, with $0 \leq i + j \leq d$.

Proof. Equality (10) is satisfied trivially for $d = 0$ and $d = 1$. If the equality (10) holds for $k = d$ we should prove the assertion for $k = d + 1$.

\[
\sum_{i+j=0}^{d+1} c_{ij} \cos^i \phi \sin^j \phi = \sum_{i+j=0}^{d} c_{ij} \cos^i \phi \sin^j \phi + \sum_{i+j=d} c_{ij} \cos^i \phi \sin^j \phi.
\]
(11)

By hypothesis of induction
\[
\sum_{i+j=0}^{d} c_{ij} \cos^i \phi \sin^j \phi = \tilde{a}_0 + \sum_{l=1}^{d} \left( \tilde{a}_l \cos(l\phi) + \tilde{b}_l \sin(l\phi) \right),
\]
(12)
where $\tilde{a}_0, \tilde{a}_1, \ldots, \tilde{a}_d, \tilde{b}_1, \ldots, \tilde{b}_d$ are functions of $c_{ij}$, with $0 \leq i + j \leq d$. On the other hand
\[
\sum_{i+j=d} c_{ij} \cos^i \phi \sin^j \phi = \cos \phi \sum_{i+j=d, i \geq 1} c_{ij} \cos^i \phi \sin^j \phi = \tilde{a}_0 \cos \phi + \sum_{l=1}^{d} \left( \tilde{a}_l \cos \phi \cos(l\phi) + \tilde{\sigma}_l \cos \phi \sin(l\phi) \right),
\]
(13)

By applying again the hypothesis of induction we get
\[
\cos \phi \sum_{i+j=d, i \geq 1} c_{ij} \cos^i \phi \sin^j \phi = \tilde{a}_0 \cos \phi + \sum_{l=1}^{d} \left( \tilde{a}_l \cos \phi \cos(l\phi) + \tilde{\sigma}_l \cos \phi \sin(l\phi) \right),
\]
\[
c_{0,d+1} \sin^{d+1} \phi = c_{0,d+1} \sin \phi \sin^{d} \phi = \mu_0 \sin \phi + \sum_{l=1}^{d} \left( \mu_l \sin \phi \cos(l\phi) + \tilde{\rho}_l \sin \phi \sin(l\phi) \right),
\]
where $\tilde{\lambda}_0, \tilde{\lambda}_1, \ldots, \tilde{\lambda}_d, \tilde{\sigma}_1, \ldots, \tilde{\sigma}_d$ are functions of $c_{ij}$, with $i + j = d, i \geq 1$ and $\mu_0, \mu_1, \ldots, \mu_d, \tilde{\rho}_1, \ldots, \tilde{\rho}_d$ are functions of $c_{0,d+1}$. By applying the formulas
\[
\begin{align*}
\cos \phi \cos(l\phi) &= \frac{\cos((l+1)\phi) + \cos((l-1)\phi)}{2}, \\
\cos \phi \sin(l\phi) &= \frac{\sin((l+1)\phi) - \sin((l-1)\phi)}{2}, \\
\sin \phi \cos(l\phi) &= \frac{\sin((l+1)\phi) + \sin((l-1)\phi)}{2}, \\
\sin \phi \sin(l\phi) &= \frac{\cos((l-1)\phi) - \cos((l+1)\phi)}{2},
\end{align*}
\]
(14)
we obtain
\[
\begin{align*}
\cos \phi \sum_{i+j=d, i \geq 1} c_{ij} \cos^i \phi \sin^j \phi &= \hat{\lambda}_0 + \sum_{l=1}^{d+1} \left( \hat{\lambda}_l \cos(l\phi) + \hat{\sigma}_l \sin(l\phi) \right), \\
c_{0,d+1} \sin^{d+1} \phi &= c_{0,d+1} \sin \phi \sin^d \phi = \hat{\mu}_0 + \sum_{l=1}^{d+1} \left( \hat{\mu}_l \cos(l\phi) + \hat{\rho}_l \sin(l\phi) \right),
\end{align*}
\]

where \(\hat{\lambda}_0, \hat{\lambda}_1, \ldots, \hat{\lambda}_{d+1}, \hat{\sigma}_1, \ldots, \hat{\sigma}_{d+1}\) are functions of \(c_{ij}\), with \(i + j = d, i \geq 1\) and \(\hat{\mu}_0, \hat{\mu}_1, \ldots, \hat{\mu}_{d+1}, \hat{\rho}_1, \ldots, \hat{\rho}_{d+1}\) are functions of \(c_{0,d+1}\).

Hence (13) can be written as
\[
\begin{align*}
\sum_{i+j=d} c_{ij} \cos^i \phi \sin^j \phi &= \tilde{a}_0 + \sum_{l=1}^{d+1} \left( \tilde{a}_l \cos(l\phi) + \tilde{b}_l \sin(l\phi) \right), \tag{15}
\end{align*}
\]

where \(\tilde{a}_0, \tilde{a}_1, \ldots, \tilde{a}_{d+1}, \tilde{b}_1, \ldots, \tilde{b}_{d+1}\) are functions of \(c_{ij}\), with \(0 \leq i + j \leq d\).

**Proof of Lemma 5.** Suppose that
\[
\begin{align*}
P(x, y, z) &= \sum_{i+j+k=0}^{d} p_{ijk} x^i y^j z^k, \quad Q(x, y, z) = \sum_{i+j+k=0}^{d} q_{ijk} x^i y^j z^k,
\end{align*}
\]
then
\[
\begin{align*}
\tilde{P}(\theta, \phi, 1) &= \frac{2}{2 + \cos \theta} \sum_{i+j=0}^{d-i-j} \left( \sum_{k=0}^{d-i-j} p_{ijk} (2 + \cos \theta)^{i+j-k} \sin^k \theta \right) \cos^i \phi \sin^j \phi, \\
\tilde{Q}(\theta, \phi, 1) &= \frac{2}{2 + \cos \theta} \sum_{i+j=0}^{d-i-j} \left( \sum_{k=0}^{d-i-j} q_{ijk} (2 + \cos \theta)^{i+j-k} \sin^k \theta \right) \cos^i \phi \sin^j \phi.
\end{align*}
\]
Therefore
\[
\begin{align*}
\int_0^{2\pi} \frac{\tilde{P}(\theta, \phi, 1)}{2 + \cos \theta} d\theta &= \sum_{i+j=0}^{d} \tilde{p}_{ij} \cos^i \phi \sin^j \phi, \tag{16} \\
\int_0^{2\pi} \frac{\tilde{Q}(\theta, \phi, 1)}{2 + \cos \theta} d\theta &= \sum_{i+j=0}^{d} \tilde{q}_{ij} \cos^i \phi \sin^j \phi. \tag{17}
\end{align*}
\]
where
\[
\tilde{p}_{ij} := \sum_{k=0}^{d-i-j} p_{ijk} \int_0^{2\pi} (2 + \cos \theta)^{i+j-1} \sin^k \theta \, d\theta, \quad (18)
\]
\[
\tilde{q}_{ij} := \sum_{k=0}^{d-i-j} q_{ijk} \int_0^{2\pi} (2 + \cos \theta)^{i+j-1} \sin^k \theta \, d\theta. \quad (19)
\]

From Lemma 9 we have
\[
\sum_{i+j=0}^{d} \tilde{p}_{ij} \cos^i \phi \sin^j \phi = \tilde{a}_0 + \sum_{l=1}^{d} \left( \tilde{a}_l \cos(l\phi) + \tilde{b}_l \sin(l\phi) \right) \quad (20)
\]
and
\[
\sum_{i+j=0}^{d} \tilde{q}_{ij} \cos^i \phi \sin^j \phi = \hat{a}_0 + \sum_{l=1}^{d} \left( \hat{a}_l \cos(l\phi) + \hat{b}_l \sin(l\phi) \right). \quad (21)
\]

Where \( \tilde{a}_0, \tilde{a}_1, \ldots, \tilde{a}_d, \tilde{b}_1, \ldots, \tilde{b}_d \) are functions of \( \tilde{p}_{ij} \), with \( 0 \leq i + j \leq d \), hence using (18) they are functions of the coefficients of \( P(x, y, z) \). Analogously the coefficients \( \hat{a}_0, \hat{a}_1, \ldots, \hat{a}_d, \hat{b}_1, \ldots, \hat{b}_d \) are functions of \( \tilde{q}_{ij} \), with \( 0 \leq i + j \leq d \), hence using (19) they are functions of the coefficients of \( Q(x, y, z) \).

In short, from (16), (17), (20) and (21) we obtain that the function \( F(\phi) \) given by (2) takes the form
\[
F(\phi) = \cos \phi \left( \tilde{a}_0 + \sum_{l=1}^{d} \left( \tilde{a}_l \cos(l\phi) + \tilde{b}_l \sin(l\phi) \right) \right) - \sin \phi \left( \hat{a}_0 + \sum_{l=1}^{d} \left( \hat{a}_l \cos(l\phi) + \hat{b}_l \sin(l\phi) \right) \right). \quad (22)
\]

If we apply the formulas given by (14) then (22) is reduced to (7).

Since the functions \( 1, \cos \phi, \sin \phi, \ldots, \cos((d+1)\phi), \sin((d+1)\phi) \) form a Chebyshev system in \( S^1 \) (see for instance [11, pp. 23-24]), the function \( F(\phi) \) has at most \( 2(d+1) \) zeros in \( S^1 \) if it does not vanish identically. \( \square \)

**Proof of Lemma 6.** We will construct polynomials \( P(x, y, z) \) and \( Q(x, y, z) \) of degree \( d \) such that the coefficients of \( F(\phi) \) given by (7) are all independent.

Taking \( G_0(x, y) = 1 \) and \( H_0(x, y) = 0 \) we define recursively
\[
G_{d+1}(x, y) = xG_d(x, y) - yH_d(x, y),
\]
\[
H_{d+1}(x, y) = yG_d(x, y) + xH_d(x, y).
\]

Note that \( G_d(x, y) \) and \( H_d(x, y) \) are polynomials of degree \( d \). If we define
\[
\tilde{G}_d(\theta, \phi, r) := G_d(2 + r \cos \theta) \cos \phi, (2 + r \cos \theta) \sin \phi,
\]
\[
\tilde{H}_d(\theta, \phi, r) := H_d(2 + r \cos \theta) \cos \phi, (2 + r \cos \theta) \sin \phi,
\]
then
then it is easy to see that
\[ \tilde{G}_d(\theta, \phi, r) = (2 + r \cos \theta)^d \cos(d\phi), \]
\[ \tilde{H}_d(\theta, \phi, r) = (2 + r \cos \theta)^d \sin(d\phi). \]

Now we define the following polynomials in \( \mathbb{R}^3 \) which only depend on the variables \( x \) and \( y \)

\[
P_d(x, y, z) = -a_0 y + \sum_{l=0}^{d} \frac{-b_{l+1}G_l + a_{l+1}H_l}{c_{l+1}}, \quad (23)
\]
\[
Q_d(x, y, z) = a_0 x + \sum_{l=0}^{d} \frac{a_{l+1}G_l + b_{l+1}H_l}{c_{l+1}},
\]
where \( a_0, \ldots, a_{d+1}, b_1, \ldots, b_{d+1} \in \mathbb{R} \) and
\[
c_{l+1} := \int_0^{2\pi} (2 + \cos \theta)^{l-1} d\theta \neq 0, \quad l = 0, 1, \ldots, d. \quad (24)
\]

We note that the polynomials \( P_0(x, y, z), Q_0(x, y, z), P_1(x, y, z) \) and \( Q_1(x, y, z) \) are of degree 1. For \( d \geq 1 \) the polynomials \( P_d(x, y, z) \) and \( Q_d(x, y, z) \) are of degree \( d \).

Then
\[
\tilde{P}_d(\theta, \phi, 1) \sin \phi = -a_0 (2 + \cos \theta) \sin^2 \phi + \sum_{l=0}^{d} \frac{\sin \phi \left(-b_{l+1} \tilde{G}_l(\theta, \phi, 1) + a_{l+1} \tilde{H}_l(\theta, \phi, 1)\right)}{c_{l+1}},
\]
\[
\tilde{Q}_d(\theta, \phi, 1) \cos \phi = a_0 (2 + \cos \theta) \cos^2 \phi + \sum_{l=0}^{n} \frac{\cos \phi \left(a_{l+1} \tilde{G}_l(\theta, \phi, 1) + b_{l+1} \tilde{H}_l(\theta, \phi, 1)\right)}{c_{l+1}}.
\]

If we replace \( \tilde{P}_d(\theta, \phi, 1) \sin \phi \) and \( \tilde{Q}_d(\theta, \phi, 1) \cos \phi \) in (2) we obtain
\[
\mathcal{F}(\phi) = \int_0^{2\pi} \frac{a_0 + \frac{a_1}{c_1(2 + \cos \theta)} \cos \phi + \frac{b_1}{c_1(2 + \cos \theta)} \sin \phi}{\frac{2 + \cos \theta}{c_{l+1}}} d\theta.
\]

Using
\[
\cos((l + 1)\phi) = \cos \phi \cos(l\phi) - \sin \phi \sin(l\phi),
\]
\[
\sin((l + 1)\phi) = \cos \phi \sin(l\phi) + \sin \phi \cos(l\phi),
\]
13
and (24) we get
\[ F(\phi) = a_0 + \sum_{l=1}^{d+1} (a_l \cos(l\phi) + b_l \sin(l\phi)) \]. (25)

Since the coefficients \(a_0, a_1, \ldots, a_{d+1}, b_1, \ldots, b_{d+1}\) were chosen independent, the statement (i) is proved.

For the proof of (ii) we consider two cases.

Case \(d \geq 1\). Let \(\nu\) be in the set \(\{2, 4, \ldots, 2(d + 1)\}\). By using the polynomials \(P_{\nu/2-1}(x, y, z)\) and \(Q_{\nu/2-1}(x, y, z)\) of degree \(d = \nu/2 - 1\) given by (23), (25) becomes
\[ F(\phi) = a_0 + \sum_{l=1}^{\nu/2} (a_l \cos(l\phi) + b_l \sin(l\phi)) \]. (26)

Since the \(\nu + 1\) functions \(1, \cos \phi, \sin \phi, \ldots, \cos((\nu/2)\phi), \sin((\nu/2)\phi)\) form a Chebyshev system in \(S^1\), from Proposition 8 we know that fixed \(\nu\) different points \(\phi_1, \ldots, \phi_\nu\) in \(S^1\) we can find a unique solution for \(a_0, a_1, \ldots, a_{\nu/2}, b_1, \ldots, b_{\nu/2}\) such that the function \(F(\phi)\) given by (26) has a simple zero at each one of the points \(\phi_1, \ldots, \phi_\nu\). Let \(\bar{a}_0, \bar{a}_1, \ldots, \bar{a}_{\nu/2}, \bar{b}_1, \ldots, \bar{b}_{\nu/2}\) be such solution.

Now we consider the polynomials \(P_d(x, y, z)\) and \(Q_d(x, y, z)\) given by (23) such that
\[ a_0 = \bar{a}_0, \ a_1 = \bar{a}_1, \ldots, a_{\nu/2} = \bar{a}_{\nu/2}, \ b_1 = \bar{b}_1, \ldots, b_{\nu/2} = \bar{b}_{\nu/2}. \]
If we choose the rest of the coefficients of \(P_d(x, y, z)\) and \(Q_d(x, y, z)\) sufficiently small then the function \(F(\phi)\) given by (25) has exactly \(\nu\) zeros and each one of them is simple.

Case \(d = 0\). Then \(\nu \in \{2, 4, \ldots, 2(d + 1)\}\) only can takes the value \(\nu = 2\). By considering \(d = 0\) and \(a_0 = 0\) in (23), we obtain the polynomials \(P_0(x, y, z) = b_1\) and \(Q_0(x, y, z) = a_1\) of degree \(d = 0\) and \(F(\phi) = a_1 \cos \phi + b_1 \sin \phi\). By choosing, for instance, \(a_1 = 1\) and \(b_1 = 0\), \(F(\phi) = \cos \phi\) has exactly two zeros and each one of them is simple.

These two cases prove statement (ii).

**Remark 10** From the structure of \(F(\phi)\) it cannot have an odd number of zeros and each one of them simple. Therefore, for \(\nu\) odd is not easy to find polynomials \(P(x, y, z)\) and \(Q(x, y, z)\) such that system \((1_\ min)\) has exactly \(\nu\) limit cycles bifurcating from the periodic orbits of the torus \(T\) of \((1_0)\).
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