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Abstract Previous studies have shown that Regional

Climate Models (RCM) internal variability (IV) fluctuates

in time depending on synoptic events. This study focuses on

the physical understanding of episodes with rapid growth of

IV. An ensemble of 21 simulations, differing only in their

initial conditions, was run over North America using ver-

sion 5 of the Canadian RCM (CRCM). The IV is quantified

in terms of energy of CRCM perturbations with respect to a

reference simulation. The working hypothesis is that IV is

arising through rapidly growing perturbations developed in

dynamically unstable regions. If indeed IV is triggered by

the growth of unstable perturbations, a large proportion of

the CRCM perturbations must project onto the most

unstable singular vectors (SVs). A set of ten SVs was

computed to identify the orthogonal set of perturbations that

provide the maximum growth with respect to the dry total-

energy norm during the course of the CRCM ensemble of

simulations. CRCM perturbations were then projected onto

the subspace of SVs. The analysis of one episode of rapid

growth of IV is presented in detail. It is shown that a large

part of the IV growth is explained by initially small-

amplitude unstable perturbations represented by the ten

leading SVs, the SV subspace accounting for over 70% of

the CRCM IV growth in 36 h. The projection on the leading

SV at final time is greater than the projection on the

remaining SVs and there is a high similarity between the

CRCM perturbations and the leading SV after 24–36 h

tangent-linear model integration. The vertical structure

of perturbations revealed that the baroclinic conversion is

the dominant process in IV growth for this particular

episode.

Keywords Internal variability � Regional climate model �
Singular vectors � Growing perturbations

1 Introduction

It is common knowledge that the climate system is a

complex dynamical system with natural variability occur-

ring on a wide range of temporal and spatial scales. The

complex interactions between and within the different

components of the climate system result in atmospheric

disturbances with several temporal and spatial scales.

While low-frequency fluctuations are induced in the

atmosphere by similar fluctuations in the sea surface tem-

perature, soil moisture or interactions with solar radiation,

the high-frequency weather fluctuations are associated with

nonlinear interactions within the atmosphere. Nonlinearity

is a key ingredient of chaotic systems. An important

characteristic of chaotic systems is their sensitivity to small

differences in initial conditions. This feature has dramatic

consequences on the system’s predictability, as it will be

further explained.

In order to determine the future state of the atmosphere,

we use atmospheric climate models, which are mathemat-

ical and numerical simplified versions of the atmosphere
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that either operate on the entire globe (Atmospheric Gen-

eral Circulation Model—AGCM) or on limited regions of

the world (Regional Climate Model—RCM). There are two

inevitable problems with climate models. First, they are

only approximations of the real climate system and there-

fore are never perfect. Second, these models require initial

conditions (ICs) in order to start the simulations. The

variables used to simulate the principal atmospheric pro-

cesses are the temperature, wind, pressure and humidity,

and it is impossible to know their exact values at each point

in the atmosphere. Therefore the model’s ICs always have

errors. These two problems associated with the atmo-

sphere’s chaotic nature make it impossible to determine

exactly the future state of the system beyond a few days,

because initially small errors will grow causing the high-

frequency part of the model solution to eventually differ

from the real atmospheric variations (Lorenz 1963, 1965).

Hence, running a model several times with only small

differences in the ICs (reflecting the degree of uncertainty

in analysis which is based on observations) will result in

different solutions for the same prediction problem. The

predictability of synoptic events is lost after a period of

several days. In other words, the memory of ICs is lost: any

one member become uncorrelated with another member in

the same ensemble.

The dispersion of model’s solutions caused by its sen-

sitivity to small differences in ICs is named internal vari-

ability (IV). IV can be studied by constructing ensembles

of simulations where everything (including boundary

forcing) is the same, except ICs.

In numerical weather prediction (NWP), the interest is

then to provide as accurate as possible information for the

ICs. In order to address this issue, data assimilation tech-

niques are used and large ensembles are specifically

designed to sample the subspace of the potential errors in

observations. Ensemble prediction systems (EPS) have

been implemented operationally in the early 1990s at the

National Centers for Environmental Prediction (NCEP;

Toth and Kalnay 1997) and at the European Centre for

Medium-Range Weather Forecasts (ECMWF; Molteni

et al. 1996), and later in other centres such as at the

Meteorological Service of Canada (MSC; Pellerin et al.

2003); see Descamps and Talagrand (2007) for an over-

view. Nowadays, there are four popular methods used for

initialization of EPS: the methods of singular vectors (SV),

bred modes, ensemble Kalman filter and ensemble trans-

form Kalman filter (these last two methods being ensem-

ble-based data assimilation approaches).

As stated before, the time evolution of any perturba-

tions, no matter how weak they are, will eventually erase

the memory of the initial values. Hence, at climate scales,

the model’s response to initial atmospheric perturbations is

independent of the magnitude as well as the type of the

perturbation. This behaviour has been verified and con-

firmed by Lucas-Picher et al. (2008a) who initialized the

different members of a RCM ensemble by either varying

the initialization time between the different members or by

adding random or fixed perturbations in some of the

atmospheric fields. For AGCM and RCM ensembles, it

does not matter how the atmospheric ICs are perturbed.

Usually the ensemble is constructed by offsetting the ini-

tialization time of each simulation by 6 or 24 h. After a

spin-up period, the IV in AGCM will reach the level of

natural climate variability. The behaviour of nested RCM

contrasts with that of global models, because the model

lateral boundaries (MLB) exert some control on the per-

turbations’ growth and will thus limit the IV. Vukicevic

and Paegle (1989) showed that the one-way interacting

boundary conditions enhance the predictability of the flow

in a local region compared to the case without lateral

boundary constraint. They pointed out that the degree of

boundary constraint is a function of the size of the domain

and the nature of the flow in the domain.

The issue of the IV in RCM has been investigated pre-

viously in several studies (e.g., Giorgi and Bi 2000; Rinke

and Dethloff 2000; Christensen et al. 2001; Caya and Biner

2004; Rinke et al. 2004; Vanvyve et al. 2007; Alexandru

et al. 2007; Lucas-Picher et al. 2008a; Šeparović et al.

2008; Rapaić et al. 2010). These studies point to the fact

that the RCMs’ IV depends on the domain’s size and

location, the atmospheric variable under study, and on the

season, being conditioned by the synoptic situation. Lucas-

Picher et al. (2008a) have studied the IV for a large domain

covering the North American continent. They found that

the IV of mean-sea-level pressure and screen temperature

exhibits a weak annual cycle with a maximum occurring

during spring, while the precipitation IV shows a stronger

annual cycle peaking during the summer. In their study

over a circumpolar Arctic domain, Rinke et al. (2004)

found a different annual cycle for temperature with max-

ima in autumn and winter.

Another important feature of RCM IV is its dependence

on the domain size. This characteristic was clearly docu-

mented in the study of Alexandru et al. (2007), who have

compared the IV of an RCM for five different domain sizes

on the East Coast of North America during summer of

1993. They found that the IV is weaker for a small domain

than for a larger domain, the RCM solution being more

strongly constrained by the MLB. Rinke and Dethloff

(2000) and Rapaić et al. (2010) arrived at the same con-

clusion when studying the IV for different size domains

over the Arctic and North Atlantic regions, respectively.

Rapaić et al. (2010) computed the IV separately for the

large- and small-scale components of the spectrum, using a

length scale of 1,400 km for separation. They showed that,

for the temperature field, the IV is weaker for the large
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scales than for the small scales, and noted that the IV for

precipitation, a variable that is not strongly constrained by

the MLB, is much stronger than for temperature.

An additional factor that can influence the IV is the time

an air parcel spends inside the RCM domain, with longer

residence times favouring perturbation growth. In their

study, Lucas-Picher et al. (2008b) showed that the IV for

fields that are driven at the MLB (such as mean-sea-level

pressure and screen temperature fields) was well correlated

with the residence time. On the other hand, the correlation

was very weak for precipitation, which is a more local

process and is not driven at the MLB. Nevertheless, the

strength of the mean flow influences the divergence of the

solutions, through the time required for the perturbations to

approach the MLB and exit the domain. As a consequence,

the geographical location of the RCM domain also influ-

ences the IV. A configuration with a strong through flow

will quickly drive the perturbations out of the domain and

therefore the growth will be limited; on the other hand,

episodes with recirculation flow will lead to high IV (e.g.,

Laprise et al. 2008). Rinke et al. (2004) found that the IV is

substantially larger for a circumpolar Arctic domain than

for middle-latitude domains of comparable sizes; they

hypothesised that this is because the Arctic domain is

characterized, especially in winter and autumn, by a

weaker circulation through the MLB and by an axisym-

metric vortex that impedes the perturbation from exiting

the domain.

Nikiema and Laprise (2010) have established prog-

nostic budget equations of the IV for the potential tem-

perature and the relative vorticity fields in simulations

with the Canadian RCM over a domain centred on the

East Coast of North America, for summer 1993. The two

equations present similar terms, notably terms relating to

the transport of IV by ensemble-mean flow and to the

covariance of fluctuations acting on the gradient of the

ensemble-mean state. It was noted that episodes of large

IV growth usually occur where and when the ensemble-

mean state is cyclonic. The analysis of the different

components of the IV tendency for an episode with

important IV in July 1993 revealed that, for that particular

summer episode, the most important contribution to the

potential temperature IV growth came from covariance of

potential temperature and diabatic heating from convec-

tion and condensation. The fluctuation available potential

energy, generated by condensation and convection pro-

cesses, was next converted into fluctuation kinetic energy.

For the relative vorticity IV tendency, the most important

terms were associated with horizontal components,

emphasizing the importance of the horizontal flow in the

vorticity IV tendency of this particular episode of high

IV. Their study was focused on a summer case of high IV

associated with a high synoptic activity. We hypothesize

that the results may be different if the analysis is focused

on a winter case of IV growth.

All these studies point to the fact that the IV does not

have a long-term trend, but is rather characterized by epi-

sodes of rapid growth and decay depending on the synoptic

situation. The divergence of the RCM solutions appears to

be the result of the competition between two processes. On

one side there are perturbations that are excited by the

instabilities of the climate system. On the other side there is

the forcing exerted by the lateral boundaries of the nested

model that encourages the simulations of the RCM toward

the same solution; the force of this forcing is given by the

strength of the mean flow through the domain, which is

strongly dependent on location, season, and domain size.

Finally, everything is modulated by the synoptic condi-

tions: periods with important synoptic activity will favour

divergence growth, while calm synoptic periods will be

characterized by a convergence of the solutions.

In spite of the many studies dedicated to IV, a very small

number of them are focused on the physical reasons of its

development. It is of great interest to elucidate the

dynamical processes responsible for the episodic growth

and decay of IV, especially in wintertime when the MLB

exercise an important forcing. In this paper we focus on the

physical understanding of episodes of rapid growth of IV in

simulations of the Canadian Regional Climate Model

(CRCM) for December 1992. Our working hypothesis is

that IV growth results from rapidly growing perturbations

through hydrodynamical instabilities within the regional

domain. As a consequence, in periods with large instability

the atmosphere should behave more chaotically and small

differences would amplify rapidly, while in calm synoptic

periods the ensemble members should stay within a narrow

range and the IV would have smaller values.

A possible way to approach the issue of hydrodynamical

instability is through the singular vector (SV) technique.

The SVs from a linearized model provide the most rapidly

growing perturbations over a chosen time interval with

respect to a given norm. SVs have been used in various

applications such as observation targeting (e.g., Buizza and

Montani 1999; Barkmeijer et al. 2001; Wu et al. 2009) and

especially in ensemble prediction for generating ICs for

NWP EPS. By sampling the phase space in the most

unstable directions, the ensemble is supposed to account

for a maximum fraction of pdf variance and give to suffi-

cient spread for the ensemble (e.g., Molteni et al. 1996).

Further background on SVs is given in Sect. 2.

Numerous studies have emphasized the capability of

SVs to capture atmospheric regions and periods charac-

terized by large hydrodynamical instability (e.g., Borges

and Hartmann 1992; Palmer et al. 1994). Our study aims at

evaluating whether episodes of important IV growth can be

characterised in terms of SVs. In order to address this issue,
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a CRCM ensemble of simulations is considered, made of a

reference simulation and a set of perturbed member sim-

ulations from the reference. We aim at providing a sys-

tematic comparison between the CRCM perturbations and

the SVs computed using the atmospheric conditions taken

from the reference simulation during an episode of

important IV growth. Given the linear nature of SVs, this

comparison will also provide information concerning the

relative roles played by linear and nonlinear processes in

the IV growth.

In the following we will first present some general

aspects regarding the SV technique (Sect. 2). We will then

present the experiment setup with short descriptions of the

models in Sect. 3. The main results concerning the CRCM

IV, the computation of CRCM perturbations and their

comparison with one set of SVs will be presented in Sect.

4. Finally, Sect. 5 will summarize the main findings.

2 Singular vector technique

The SV theory rests on the assumption that the evolution of

small perturbations over a short time interval can be

described to a good degree of approximation by a linear-

ized system, named the tangent-linear model (TLM).

Consider X(t) the state vector, which includes fields

such as temperature, wind and surface pressure, and

assume that its evolution in time can be described by the

equation

dX

dt
¼ FðXÞ: ð1Þ

where F(X) represents the nonlinear model tendency.

According to the linear theory, the evolution of a small

perturbation x(t) from the state vector may be approximately

described by

dx

dt
¼ AFx; ð2Þ

where AF � dF
dX

�
�
XðtÞ represents the TLM relative to the

trajectory X(t). Hence, we can use the TLM to describe the

time evolution of infinitesimal-amplitude perturbations

superimposed on a fully developed, nonlinear state of a

system. The integration of TLM, named the propagator of

the TLM, L(t, t0), maps initially small perturbations x(t0)

from time t0 (henceforth referred to as the initial time) to a

perturbation at later time t (referred to as the final time)

(x(t)):

xðtÞ ¼ Lðt; t0Þxðt0Þ: ð3Þ

Because it is linearized around the detailed flow from t0
to t, the TLM depends on the solution of the nonlinear

model (the basic state), but it does not depend on the

perturbation (Kalnay 2002). Perturbation growth can be

quantified by calculating its amplitude at initial and final

times measured by a chosen norm:

xðt0Þk k2
E0
¼ xðt0Þ; E0xðt0Þh i

xðtÞk k2
Et
¼ xðtÞ; EtxðtÞh i

ð4Þ

Here, ;h i denotes the Euclidean inner product, E0 represents

the initial-time norm and Et the final-time norm.

SVs are defined as the perturbations that, under line-

arized dynamics about a time-evolving basic flow, grow

most rapidly over a given time interval known as ‘‘opti-

mization time interval’’, according to a given norm. SVs

can be obtained by solving the generalized eigenvalue

problem

L�EtLyiðt0Þ ¼ k2
i E0yiðt0Þ; ð5Þ

where L� is the adjoint of the operator L, k is the singular

value, and yi(t0) is the initial-time SV. Hence, the problem

of finding the perturbations with maximum growth in

terms of a norm E, that is the singular vectors, can be

reduced to the search of the eigenvectors of the matrix

E
�1=2
0 L�EtLE

�1=2
0 with the largest eigenvalues k2. Note

that the left-hand side of the equation involves one inte-

gration with the TLM, followed by one integration with

the adjoint model. The equation can be solved efficiently

using software packages such as the Arnoldi Package

(ARPACK).

The resulting SVs form an orthogonal set and can be

ordered according to growth rate, with the fastest growing

structure being the first singular vector. The first SV, also

referred to as the leading SV and noted SV1, is the SV that

maximizes the amplification factor defined as the ratio

between the final and the initial norms. This ratio is equal

to the square of the singular value:

xðtÞk k2

xðt0Þk k2
¼ xðtÞ;EtxðtÞh i

xðt0Þ;E0xðt0Þh i ¼
xTðt0ÞL�EtLxðt0Þ

xTðt0ÞE0xðt0Þ
¼ k2: ð6Þ

Once the initial-time SVs are obtained, the corresponding

final-time SVs can be derived by integrating the TLM.

The SVs associated with the largest k are also called

leading SVs. Given an orthogonal and complete set of SVs

ordered according to amplification factor, any initial per-

turbation can be decomposed in terms of the complete

set of SVs comprising growing, neutral and decaying

solutions:

xðt0Þ ¼
XN

j¼1

ajŷjðt0Þ; ð7Þ

where ŷjðt0Þ are the initial-time SVs normalized to have the

unity norm, and aj ¼ xðt0Þ;E0ŷjðt0Þ
� �

are the respective

projection coefficients. Because the singular vectors
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are orthonormal, the amplitude of the initial-time

perturbation is

xðt0Þj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xðt0Þk k2
q

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi

XN

j¼1

a2
j

v
u
u
t ; ð8Þ

and its amplitude at time t is

xðtÞj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xðtÞk k2
q

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

XN

j¼1

a2
j k

2
j

v
u
u
t : ð9Þ

Therefore the final-time magnitude of the perturbation

depends on the projection coefficients a2
j weighted by the

individual amplification factors k2
j . Hence, growth is

expected only if the magnitudes of the projections on the

growing SVs (k2
j [ 1) are sufficiently large with respect to

those for decaying SVs (k2
j \1) (Ehrendorfer and Errico

1995; Errico et al. 2001).

The dimension of the model gives the number of SVs.

However, in the most part of previous studies, truncated

bases of SVs are used instead of the complete base. In the

particular case of a growing perturbation, and for a truncated

base with a small number of SVs, if only a few singular

values are large, it is expected that the projection onto the

leading SVs will dominate (Hartmann et al. 1995). On the

other hand, if the number of SVs is very large, the overall

projection onto the slow growing and decaying SVs could

overwhelm the projection onto the leading SVs (Errico et al.

2001). For example, Errico et al. (2001) have used 13 sets

with 100 SVs. They found that only small fractions

(approximately 1%) of the possible number of SVs are fast

growing structures; the others are very slowly growing

structures. In our analysis, we make the hypothesis that the

CRCM ensemble perturbations, in periods of growing IV,

are fast-growing perturbations that may be efficiently

described by a subset of the 10 leading SVs, the remaining

slowly-growing SVs being of little interest in our case.

3 Experimental set-up

The IV of an RCM is studied through an ensemble

approach. An ensemble of simulations performed with a

single version of a regional model with different initiali-

zation times and driven by the same set of lateral boundary

conditions can be considered as a sample of the RCM

solution space (e.g., Christensen et al. 2001).

3.1 The Canadian Regional Climate Model ensemble

In the present work, the IV is explored by constructing an

ensemble of 21 integrations with version 5 of the Canadian

Regional Climate Model (CRCM_5), developed by the

Canadian Regional Climate Modelling and Diagnostics

Network in collaboration with the Meteorological Service

of Canada (MSC) (Zadra et al. 2008). CRCM_5 is a lim-

ited-area version of the Global Environmental Multiscale

(GEM) model employed for numerical weather prediction

at the MSC (Côté et al. 1998; Yeh et al. 2002). The model

solves the fully elastic nonhydrostatic equations with

a hybrid vertical coordinate based on terrain-following

normalized hydrostatic pressure (Laprise 1992), g ¼
ðp� ptopÞ=ðps � ptopÞ, where ptop and ps are the pressure at

the model top and at the surface, respectively. However, in

the configuration we used, the model was run in hydrostatic

mode. In our experiments, the model includes 53 irregu-

larly spaced hybrid levels in the vertical between the

surface and 10 hPa, and a limited-area, rotated, latitude-

longitude mesh with 120 9 120 grid points with spacing of

0.5 degree, or about 55 km. The time step is 30 min. A ten

grid-point wide Davies-type lateral boundary relaxation

zone (Davies 1976) is applied. No large-scale spectral

nudging (Alexandru et al. 2009) has been performed in this

study. The integration area, shown in Fig. 1, is centred on

the North American continent.

In our configuration, the model uses the Interactions

Soil-Biosphere-Atmosphere (ISBA) as land-surface

scheme (Bélair et al. 2003), the Kain–Fritsch scheme (Kain

and Fritsch 1990) for deep convective processes, the Kuo

transient scheme for shallow convection (Kuo 1965; Bélair

et al. 2005) and the Sundqvist scheme (Sundqvist et al.

1989) for large-scale condensation. The radiation package

Fig. 1 CRCM integration domain. The red line shows the initial- and

final-norm domain
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for solar and terrestrial radiation is based on the correlated-

K approach (Li and Barker 2005). Subgrid-scale oro-

graphic gravity-wave drag is due to McFarlane (1987) and

low-level orographic blocking is described in Zadra et al.

(2003). Ocean surface conditions are prescribed. Sea sur-

face temperatures (SST) and sea-ice are interpolated from

the Atmosphere Model Intercomparison Project (AMIP2;

Gleckler 1996) available on a one-degree latitude-longi-

tude grid for monthly mean values.

Initial and lateral boundary conditions have been taken

from the ECMWF (European Centre for Medium-range

Weather Forecasts) reanalysis project ERA40 (Uppala

et al. 2005) available every 6 h.

Using the ensemble described here, we investigate the

IV for December 1992. The 21 simulations have the same

set-up except for the ICs that correspond to different

starting dates between October 23 to November 12 at

00:00 UTC. The corresponding 21 runs are noted as

NA23, NA24, …, NA31, NA01, …, NA11, NA12, the

number representing the day of the ICs. Model output was

archived every 6 h for each simulation. Because the

simulations use the same driving fields and the same

surface fields in the ICs, which are interactive afterwards,

there are no lateral and lower boundary conditions per-

turbations. By design, the dispersion of model simulations

is due only to the differences in the atmospheric initial

conditions.

The first episode in the month of December 1992 when

the IV begins to grow substantially in our ensemble of

simulations occurred on December 4th (Fig. 2). Amongst

the 21 members, the member named NA11 was the closest

one to the ERA40 driving data; for this reason we chose

that member as the CRCM reference simulation for com-

puting the IV.

3.2 The SVs set

The software required for the calculation of the SVs on a

limited-area domain was not yet ready at the time of our

investigation. Hence the SVs were computed using the

tangent-linear (TLM) and adjoint versions of global GEM

model, originally developed for 4D variational data

assimilation system (Gauthier et al. 2007).

According to Eq. 5, several choices must be made when

SVs are computed, such as the optimization time interval

(OTI) and the initial and final norms. We computed several

sets of SVs with different set-ups, but in the present paper

we present only one set. Results for the other sets are

qualitatively similar. The set presented in this paper has the

following characteristics.

Since our analysis is focused on a winter period, we

opted for TLM with a simplified physics containing only

the vertical diffusion scheme. A detailed description of the

available simplified parameterizations and their impact on

SVs computed with the total-energy norm can be found in

Zadra et al. (2004). The calculation of SVs is restricted to

perturbations in horizontal wind (V = (u, v)), temperature

(T) and surface pressure (ps) fields.

The evolution trajectory was generated using the non-

linear full-physics global GEM model starting from 4

December 1992 at 12:00 UTC, which represents the

moment when the CRCM IV begins to grow. The cor-

responding ICs for the global model were constructed

by combining the reference CRCM simulation (NA11)

over the region encompassed by the CRCM integration,

with those of the ERA40 reanalysis elsewhere on the

globe.

The nonlinear, tangent-linear and adjoint global mod-

els were run with uniform horizontal resolution of 1�, 28

eta levels and a time step of 30 min. The OTI is 36 h,

which corresponds to period of initial growth of the

CRCM IV. Due to limits of computational cost, the

number of SVs was restricted to the leading ten, and

output every 6 h.

As initial and final norms, we opted for the dry total-

energy norm restricted to a sub-domain within the CRCM

integration area (the region delimited by the red line in

Fig. 1), which permits the selection of SVs situated within

the active region of CRCM simulations. The dry total-

energy norm is a rather common choice in the computation

of singular vectors, and it provides a relative weighting

between the mass (T, ps) and wind (u, v) fields (Buehner

and Zadra 2005). Here, it is defined by

Fig. 2 Time evolution over the month of December 1992 for CRCM

(black line) total average energy and its components: (blue line)

kinetic, (red line) potential and (green line) surface-pressure energy

1098 E. P. Diaconescu et al.: Singular vector decomposition

123



x;Exh i ¼
ZZ

A

Z

ðu2 þ v2Þ 1
g

op

og
dg

� �

dA

þ
ZZ

A

Z
cp

Tr
T2

� 	
1

g

op

og
dg

� �

dA

þ
ZZ

A

RTr

prg
p2

s

� �

dA

ð10Þ

where A is the horizontal domain, g is the gravity constant

(= 9.806 m s-2), R is the gas constant for dry air

(= 287.04 J K-1 kg-1), cp is the specific heat for dry air at

constant pressure (= 1005.46 J K-1 kg-1), Tr is a reference

temperature (= 300 K) and pr is a reference pressure

(= 1,000 hPa). Here x = (u, v, T, ps) represents a perturba-

tion of the model state vector comprising horizontal wind,

temperature and surface pressure perturbations. The three

terms on the right-hand side represent the kinetic, potential

and surface-pressure components of the dry total energy,

respectively. The vertical integral is restricted to the levels

situated between hybrid levels g = 1 and g = 0.1, the levels

above approximately 100 hPa being neglected in order to

eliminate potential growing modes, likely numerical in

origin, that may be restricted to the top few model levels.

Hence, SVs are available in the form of perturbations in

wind, temperature and surface pressure fields every 6 h on

a grid-spacing of 1� and 28 eta levels. In order to facilitate

the comparison with the CRCM fields, the SVs are inter-

polated on the 0.5� CRCM grid and all the results are

calculated with respect to the dry total-energy norm defined

over the CRCM domain. The comparison between CRCM

perturbations and SVs is based on their spatial structure, as

well as their temporal evolution, partition and distribution

of energy. We also compute the projection of CRCM

perturbations on the set of SVs, which provides a quanti-

tative measure of their similarity.

4 Results

Results are presented in three subsections. The first sub-

section describes the CRCM IV, the second is focused on

the set of SVs and a comparison with the CRCM pertur-

bations, and the last is dedicated to the projection of the

CRCM perturbations on the set of SVs.

4.1 CRCM internal variability

The IV is defined as the spread between the members in an

ensemble with respect to a reference state:

r2
IVðx; y; z; tÞ ¼

1

M � 1

XM

m¼1

x0mðx; y; z; tÞ

 �2 ð11Þ

Here, M corresponds to the total number of members in

the ensemble of simulations, x0mðx; y; z; tÞ represents the

perturbation of member m (Xm) for fields (u, v, T, ps)

function of time and location on the three-dimensional

model grid,

x0m ¼ Xm � Xref ; ð12Þ

and Xref represents the reference state. In several other

studies, IV has been defined using the ensemble mean (EM)

as reference

Xref ¼ �XM ¼ 1

M

XM

m¼1

Xm ð13Þ

(e.g., Alexandru et al. 2007; Šeparović et al. 2008). It is

important however to realise that the EM is in general not a

solution of the atmospheric equations of motion. Also, the

EM lacks the fine scales that tend to characterise the irre-

producible components, in the nomenclature of Šeparović

et al. (2008). Because we will also want to use Xref as the

trajectory in the calculation of the SVs, it must correspond

to a solution of the equations of motion. In the following

we have opted to use one member in the ensemble as

reference; the member was chosen as the one closest to the

driving conditions during the episode under study. For our

case this corresponded to NA11, as mentioned earlier.

We mention that, in the case of an AGCM, the spread of

an ensemble is very large approaching the value of natural

transient variability. As a consequence, the ensemble

members will be very different and can have different sta-

bility characteristics. However, in the case of a RCM, the

spread of an ensemble is limited by the constraint exerted by

the model lateral boundaries, which force all members

towards the same solution as the driving field in the region

of lateral boundaries. Therefore, the RCM members do not

have time to diverge very much and will present similar

features. The differences between the members of the RCM

ensemble can hence be regarded in this case as small per-

turbations from a time-evolving reference state.

In this study we have chosen to express the IV in terms

of energy. For each perturbation x0mðum; vm; Tm; psmÞ we

have computed the perturbation total energy (Em) equiva-

lent to the SV dry total-energy norm (Eq. 10). The

ensemble-average energy of these perturbations provides

an equivalent measure for the IV:

Em ¼
ZZZ

V

q u2
m þ v2

m

� 


dVolþ
ZZZ

V

q
cp

Tr
T2

m

� 	

dVol

þ
ZZZ

A

ðRTr

prg
p2

smÞdA; En ¼
1

M � 1

XM

m¼1
m6¼n

Em ð14Þ

where n indicates the reference member.
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Figure 2 shows the time evolution of the CRCM IV

during the month of December 1992, expressed in terms of

the total energy of perturbations. Note the episodic char-

acter of the IV, with various episodes of growth resulting in

large IV. In this study we focused on the first maximum

reached by 6 December at 12:00 UTC. Additional infor-

mation is provided by the energy partition into kinetic,

potential and surface-pressure terms, their time evolution is

also shown in Fig. 2. During the entire period, most of the

energy is in the kinetic form, with the surface-pressure

term being relatively small. At about 12:00 UTC on 6

December, both the kinetic and potential energy compo-

nents exhibit a maximum.

Figure 3 displays the horizontal distribution of the ver-

tically integrated energy of the CRCM-perturbations,

together with the 500-hPa geopotential field from the ref-

erence simulation. On 4 December at 12:00 UTC (Fig. 3a),

some perturbations were present in two distinct regions of

the domain: one over central Canada and another one over

Québec-Labrador, close to the eastern boundary of the

domain. As time progressed, the latter perturbation

diminished and eventually disappeared, while the central-

domain perturbation kept growing and moved toward the

East Coast of the USA (Fig. 3f). By 00:00 UTC on 6

December (Fig. 3e), the total energy distribution exhibits a

large elongated maximum extending from south of the

Great Lakes to the Atlantic Coast, close to the model’s

eastern lateral boundary. The presence of the boundary

inhibits the further development eastward because the

driving boundary fields in the atmospheric variables (u, v, T)

are the same for all simulations. As a consequence, a

gradual decrease in the IV is noted close to the MLB, and

the IV is actually zero in the boundaries relaxation zone.

The peak in IV intensity is reached by 12:00 UTC 6

December and comes essentially from the maximum

located south of the Great Lakes.

4.2 CRCM perturbations versus SVs

This section compares the CRCM IV perturbations with a

set of ten leading SVs, computed as described in Sect. 2.

The initial time for SVs corresponds to 4 December at

12:00 UTC when the CRCM IV begins to grow. In order to

avoid the influence of the MLB on CRCM IV, the final

time for the computation of the SVs was chosen to be 6

December at 00:00 UTC. The extent of final- and initial-

time norms is within the CRCM domain, as shown in

Fig. 1.

4.2.1 Time evolution of energy

The total-energy evolution of the ten leading SVs during

the 36-h period, 12:00 UTC 4 December—00:00 UTC 6

December is shown in Fig. 4. For each SV, the energy was

normalized by its initial-time value, i.e. it is set to 1 Jm-2

at the initial time. Note that all ten leading SVs are growing

perturbations, with the first leading SV having an energy

amplification factor greater than 110.

Some details on the perturbation growth can be found

in the energy partition during the growth period; this is

shown in Figs. 5 and 6. At the initial time, most of the SV

total energy is in the form of potential energy while later,

kinetic energy dominates; this is a typical feature of

baroclinic disturbances that are usually captured by

extratropical SVs. Figure 6a, b display the energy partition

at initial and final time and show all ten SVs exhibit

similar properties. The initial-time energy partition of SVs

is different from that of CRCM perturbations. This sug-

gests that the SVs are outside of the attractor at initial time

(Kalnay 2002). However, in only one step, the dominance

of energy components is reversed. Hence, with the

exception of the initial time, the other steps are charac-

terised by the dominance of kinetic energy—as in the case

of CRCM perturbations (Fig. 2). This rapid change in the

SV energy partition toward the CRCM-perturbation par-

tition can be interpreted as a rapid (one time only) rotation

of the initial-time SVs toward the system attractor

(e.g., Szunyogh et al. 1997; Kalnay 2002). By December

6th 00:00 UTC, the ratio of kinetic energy to potential

energy for the CRCM perturbations varies between 3.58

(for NA28) and 4.14 (for NA08 and NA10). For the set of

SVs at final time, the ratio has values varying from 3.3 to

4.7. Also, the time evolution during the growing period

shows that the CRCM-perturbation kinetic energy increa-

ses by a larger rate than the potential energy, as is the case

for SVs.

4.2.2 Structure of the leading SV

The horizontal and vertical structures of the leading SV,

normalized to have unit energy at initial time as explained

earlier, is presented in terms of temperature perturbations

in Fig. 7a–d, meridional wind in Fig. 8a–d, and zonal wind

in Fig. 9a–d. The structure at initial time is presented in the

panels (a) and (b), while the panels (c) and (d) show

the evolved structures according to the TLM after 30 h.

At initial time, the leading SV has the structure of a

wavepacket located in the centre of the domain, with

perturbation maxima of T = 0.07�C, v = 0.07 m/s and

u = 0.04 m/s. After 30 h, the perturbation has moved

southeast and reached the USA East Coast and Atlantic

Ocean. The horizontal scale of the wavepacket has since

grown considerably, and the amplitude maxima have

grown to reach values of T = 0.2�C, v = 0.48 m/s and

u = 0.35 m/s. Note once more that the amplification of the

wind field is larger than that of the temperature field.
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Fig. 3 500 hPa geopotential field (in dam) for the reference simu-

lation and the average CRCM-perturbation total energy (in kJ/m2)

integrated between 100 hPa and surface. The geopotential field (black

contour) is contoured at 4 dam intervals, while the CRCM-perturba-

tion total energy is plotted in colors
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Regarding the vertical structure, Figs. 7b, 8b and 9b

reveal at initial time a strong westward (upstream) tilt with

height, especially in the mid-troposphere, the structure at

the upper levels being situated close to the western limit of

the initial-norm domain. As can be seen in Figs. 7d, 8d and

9d, the westward tilt reduces as the perturbation grows and

only a small tilt remains in the main pattern of the tem-

perature and zonal-wind perturbation, which suggests that

the perturbation will continue to grow but at a slower rate.

As explained by Hoskins et al. (2000) and Coutinho et al.

(2004), this westward tilt is a major characteristic of mid-

latitude baroclinically growing non-normal modes. This

configuration allows the perturbation to grow by a con-

version of the basic flow available potential energy into

perturbation kinetic energy. The other 10 leading SVs have

similar structures and evolutions (not shown).

For comparison, the structure of the perturbations in one

of the 20 CRCM members after 30 h is presented in

Fig. 7e, f for the temperature field, in Fig. 8e, f for

meridional wind and in Fig. 9e, f for zonal wind. Note the

Fig. 4 Total-energy amplification for the ten SVs during the 36-h

period

Fig. 5 36-h evolution for the leading SV energy partitioned in

kinetic, potential and surface-pressure components. All terms are

normalized by the initial total energy. a Shows a zoom on the initial

time

Fig. 6 SV energy partitioned in kinetic, potential and surface-

pressure components at a initial and b final time normalized by the

initial total energy
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Fig. 7 Temperature (in �C) horizontal structure at 0.688 eta level and

vertical cross sections along the arrow corresponding to (a, b, c, d)

the leading SV normalized by the initial total energy at (a, b) initial

time and at (c, d) after 30 h and corresponding to (e, f) NA08 CRCM

perturbation on 1800 UTC 5 December. To facilitate the comparison,

the SV was multiplied by -1
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Fig. 8 Meridional wind (in m/s) horizontal structure at 0.688 eta

level and vertical cross sections along the arrow corresponding to

(a, b, c, d) the leading SV normalized by the initial total energy at

(a, b) initial time and at (c, d) after 30 h and corresponding to

(e, f) NA08 CRCM perturbation on 1800 UTC 5 December. To

facilitate the comparison, the SV was multiplied by -1
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Fig. 9 Zonal wind (in m/s) horizontal structure at 0.688 eta level and

vertical cross sections along the arrow corresponding to (a, b, c, d)

the leading SV normalized by the initial total energy at (a, b) initial

time and at (c, d) after 30 h and corresponding to (e, f) NA08 CRCM

perturbation on 1800 UTC 5 December. To facilitate the comparison,

the SV was multiplied by -1
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similarity to the SV spatial patterns for all three fields,

especially for the maxima situated on the continent. The

temperature pattern located over the Atlantic Ocean is very

weak in the CRCM case, perhaps due to the vicinity of the

eastern MLB of the regional model.

We must mention that the structure of the initial SV is

very different from that of CRCM perturbations (not

shown) because the initial SVs are outside the attractor,

pointing to areas in the system phase space where solutions

do not naturally occur. However, the SVs rapidly rotate

Fig. 10 Total energy horizontal distribution at 1800 UTC 5 Decem-

ber for a the CRCM perturbations and b first SV normalized by the

initial total energy

Fig. 11 Vertical distribution of (right panels) first SV kinetic and

potential energy and (left panels) CRCM-perturbations average

kinetic and potential energy at different moments on the 36-h period.

Note that SV is normalized by the total energy
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towards the attractor and after 30 h the leading SV shape is

almost identical to the CRCM evolved perturbations.

4.2.3 Horizontal and vertical distribution of energy

Figure 10 presents the vertically integrated total energy of

the CRCM IV calculated with the 20 members on

December 5 at 18:00 UTC, and for the leading SV after

30 h. Note the collocation of the maxima and the similarity

of the overall pattern. Nevertheless, the SV is slightly

displaced eastward of the CRCM perturbations, while the

CRCM field is more extended over the American continent.

The rapid rotation of SVs toward the CRCM solutions is

also reveal by Fig. 11, which displays the vertical distri-

butions of the horizontally integrated kinetic and potential

energy of the leading SV and of the CRCM’s IV, on

December 4th 12:00 UTC (initial time; top panels), 24 h

later (middle panels), and on December 6th 00:00 UTC

(low panels). Once again, the SV’s amplitude has been

normalised to correspond to a unit total energy (1 Jm-2).

At initial time, the potential energy of the leading SV is

larger than the kinetic component and peaks around the

700-hPa level (right panel, Fig. 11a). This is quite different

from the CRCM, where the kinetic energy dominates, with

a maximum near 400 hPa. Twenty-four hours later, the SV

kinetic energy is much greater than the potential energy,

similar to CRCM perturbations, with maximum kinetic

energy near 400 hPa. The similarity persists up to 36 h.

Nevertheless, some differences are noted at lower levels,

close to the surface, especially in the potential energy,

which has a near-surface maximum in the case of SV (this

was already noticeable in Fig. 7d, f).

Correlation coefficients between the vertical distribution

of CRCM IV energy and of the leading SV as a function of

time are shown in Fig. 12a. For the total energy, the cor-

relation grows from a minimum value of 0.7 at the initial

time (December 4th 12:00 UTC) to 0.96 at 24 h. At this

Fig. 12 a Correlation coefficient between the average vertical

distributions of CRCM perturbations and first SV energy as function

of time for the 36-h period. b Correlation coefficient between the

vertical distributions of each CRCM perturbations and first SV total

energy by 5 December 12 h

Fig. 13 a The average total energy of CRCM perturbations and b the

total energy of NA28 perturbation: (dashed black line) non-projected

part, (red area) projected part and (solid black line) total field
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time, all CRCM members perturbations have a similar high

correlation coefficient with the leading SV, as can be seen

in Fig. 12b. The correlations are higher when only kinetic

energy is considered and much smaller for the potential

energy. These small correlations in potential energy are

due primarily to the surface maximum noted in the SV

case. Several factors can explain the differences at lower

levels. First, interpolation/resolution issues: SVs are com-

puted on a global uniform grid with 1� horizontal resolu-

tion and next interpolated on the CRCM grid, which has a

0.5� horizontal resolution. Second, the accuracy of the

TLM: the evolved SVs are the result of TLM propagation

with simplified physics, while CRCM perturbations are the

result of non-linear model integration with complete

physics, and at lower levels the non-linear processes can be

even more important.

It is interesting to note, however, that the overall com-

parison between the CRCM perturbations and the set of SVs

has showed a remarkable similarity between the CRCM

perturbations and the most unstable SV after 30 h of inte-

gration, especially in regions with maximum total energy.

4.3 Projection on the set of singular vectors

Let xkðuk; vk; Tk; pSk; . . .Þ represent the CRCM kth member

perturbation, and yjðuj; vj; Tj; pSj; . . .Þ be the jth SV. Given

the orthogonality for the total energy, and if the SV are

normalized (total energy equal to one), the projection of xk

on a complete base of N SVs at time t is:

xkðtÞ ¼
XN

j¼1

akjŷjðtÞ; ð15Þ

where ŷjðtÞ represents the total-energy normalized SV and

akj ¼ xkðtÞ;EtŷjðtÞ
� �

the projection coefficients. If a

truncated (not complete) basis of ten SVs is considered,

the CRCM perturbation can be written as:

xk ¼
X10

j¼1

ajkŷj þ
XN

j¼11

ajkŷj ¼ ~xk þ Dxk; ð16Þ

with ~xk the projected part into the truncated basis, and Dxk

the non-projected part representing slower growing, neutral

or decaying vectors.

The total energy of the projected part will be given by

the sum of the squares of the projection coefficients,

Eð~xkÞ ¼ ~xkðtÞk k2¼
XN

j¼1

a2
kj; ð17Þ

and the CRCM perturbation total energy can be written as:

EðxkÞ ¼
X10

j¼1

a2
jk þ

Xn

j¼11

a2
jk ¼ E ~xkð Þ þ E Dxkð Þ: ð18Þ

Figure 13a displays the average values of the energy

corresponding to all the CRCM members (NA23 to NA12):

the total energy 1
20

P20
k¼1 EðxkÞ

� �

in a solid black line, and

the non-projected part of total energy 1
20

P20
k¼1 EðDxkÞ

� �

in

a dashed black line. The red area indicates the projected

part of total energy ( 1
20

P20
k¼1 Eð~xkÞ), i.e. the part of CRCM

perturbations’ total energy represented by the ten leading

SVs. The particular case of one CRCM member, NA28, is

displayed in Fig. 13b. Note that initially only a negligible

part of the CRCM perturbations are projected into the ten

SVs sustaining the idea that SVs are outside the system’s

attractor at initial time. As time passes, the projected part

grows rapidly, and after 36 h it represents a significant

fraction of the total CRCM perturbation growth: by 00:00

UTC 6 December, the projected part reaches the value of

1.35 9 105 J m-2, which is about 40% of the average total

energy of the CRCM perturbations, or 70% of the CRCM

IV growth in 36 h, the other 30% of the CRCM growth

being due to the non-projected part growth. Therefore, 70%

of the CRCM-perturbations growth is explained by the first

ten SVs. This represents an average over the twenty CRCM

members. In the case of NA28 member (Fig. 13b), the non-

projected part diminishes in time and consequently the

projected part accounts for the entire growth.

Figure 14a, b show the 6 h-mean growth rate of the

projected and the non-projected parts, estimated as

rkðtÞ ¼
1

Dt

Ek tð Þ � Ek t � Dtð Þ
Ek t � Dtð Þ ; ð19Þ

with Dt = 6 h, and expressed in units of percent per hour.

Figure 14a represents the perturbations of all CRCM

members (shaded area) and their mean value (the solid

line) while Fig. 14b represents the case of one CRCM

member perturbation (NA28). During the first hours, the

projected part (the part represented by the first ten SVs) is

made of small-scale small-amplitude perturbations with

large growth rates of 80–170% per hour, while the non-

projected part is composed of large-scale large-amplitude

perturbations with very small growth or even decaying

rates as in the case of NA28 perturbation (Fig. 14b). As

time passes, the projected part grows in spatial scale and

gains in amplitude, but its growth rate decreases,

approaching the rate of the non-projected part.

The rotation of leading SV toward the CRCM solutions is

also evident in Fig. 15, which shows the meridional wind

near 460 hPa of the NA08 perturbation projected on the

leading SV (Fig. 15a, b) and of the NA08 total perturbation

(Fig. 15c, d) at initial time and after 30 h. The difference

between Fig. 15a, c illustrates the relatively large scales

aspect of the non-projected part at the initial time and the very

small projection of the CRCM perturbation on the initial SV.
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As mentioned previously, the first leading SV distin-

guishes itself from the other SVs by its high amplification

rate. An important question that arises from this is whether

there is a preference of the projection of CRCM IV on this

particular SV. Figure 16 shows fraction of CRCM pertur-

bations energy explained by each of the ten SVs at 18:00

UTC on December 5th and confirms the perturbations

project significantly on the first leading SV. The first

leading SV grows rapidly enough to account in average for

over 23% of the CRCM total perturbation energy and for

more than 50% of the projected part. Note that a particular

member, NA12, has a very small projection. This is due to

the fact that the NA12 is very close to the reference sim-

ulation; as a consequence, the perturbation energy of this

particular member is very small, its total energy being

about eight times smaller than the average total perturba-

tion energy of other members in the ensemble.

While, Fig. 16 presents the fraction of each of the

CRCM-perturbation energy explained by each of the ten

SVs, Fig. 17 shows the average value (ensemble mean) of

the CRCM projected part on each of the ten SVs, from the

initial time to the final time. The figure reveals that the

perturbation is predominantly projected on the most

unstable SV through most of the growth period. At final

time, the projections on each of the other nine SV are small

compared to the projection on the leading SV. However,

when adding them together, they have an important con-

tribution to the total projected part.

The set of SVs used in this study contains only the first

ten SVs. Studies that used more than ten SVs (e.g., Errico

et al. 2001; Snyder and Hakim 2005) have shown that if the

number of amplifying SVs is very large and the spectrum

of growth rates is flat, then the probability that a random

perturbation projects strongly on any single or small set of

SVs is correspondingly small. Even though subsequent

growth in the leading SVs will be greater than growth in

other individual SV, the overall behaviour can be domi-

nated by the much larger set of non-leading SVs.

5 Summary and concluding remarks

This paper focused on the physical understanding of spe-

cific episodes with rapid growth of IV in Canadian

Regional Climate Model (CRCM) simulations. It was

hypothesized that periods of important IV growth might

arise from local dynamical instabilities. Initially small

perturbations in unstable regions begin to develop while

they are advected by the mean flow toward the lateral

boundaries where they are eventually transported out of the

domain.

A possible way to approach the question of hydrody-

namical instabilities is through the singular vector (SV)

approach. Hence, our focus was on comparing the CRCM

perturbations with a set of SVs and ascertaining whether

the IV growth may be linked to the most unstable SV.

To test the hypothesis, a 21-member CRCM ensemble of

simulations was performed and the analysis was focused on

one specific episode of large IV growth occurring between

4 and 6 December 1992. The ensemble was decomposed

into a reference simulation and a set of perturbations with

respect to that reference. Then, the total energy of each

CRCM perturbation was computed, equivalent to the dry

total-energy norm used to compute the set of SVs. The set

of SVs was restricted to the leading ten, archived at every

6 h, using an optimization time interval (OTI) of 36 h, and

initial- and final-time norms restricted to a sub-domain

contained within the CRCM integration area. We found

that the ten leading SVs were all growing perturbations, the

first SV dominating the others.

Fig. 14 6 h-mean growth rate in percentage per hour for a all

CRCM-perturbations and b NA28 perturbation total-energy (red line)

projected part and (black line) non-projected part
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The comparison was first focused on SV properties such

as perturbation structure, temporal evolution of energy,

energy partition and spatial distribution. A remarkable

structural similarity was found between the CRCM pertur-

bations and the leading SV after 24- to 36-h tangent-linear

model integration. The spatial patterns were roughly the

same, presenting a westward (upstream) tilt in the temper-

ature and zonal wind fields. It was also shown that all ten

SVs present at final time a similar partition of energy, with

dominant kinetic energy component, as for the CRCM

perturbations. The overall agreement was illustrated by

comparing the horizontal and vertical distribution of the

first SV’s energy with the horizontal and vertical distribu-

tion for the average of the energy of the CRCM perturba-

tions. The comparison revealed similar overall patterns and

a collocation of total-energy maxima after 24–36 h.

We have also computed the projection of the CRCM

perturbations on the truncated base of ten leading SVs. It

was shown that only a very small part of the CRCM per-

turbations initially projected on the ten SVs. During the

next 36 h, the projected part grew very much, and ended up

representing an important part of the total CRCM pertur-

bation growth after 36 h. Quantitatively, up to 40% of the

average CRCM total energy was projected on the ten SVs

at final time, the first SV accounting in average for over

23% and the rest being projected into the nine remaining

SVs, for which only small projection amplitudes did occur.

Other slowly growing or decaying perturbations repre-

sented the non-projected part. As a consequence, the

overall picture showed that even though subsequent growth

in the leading SV was greater than growth in other indi-

vidual SVs, the total energy was dominated by the much

Fig. 15 Meridional wind (in m/s) at approximately 460 hPa for (a, b) NA08 projected part on the first SV and (c, d) NA08 total field at initial

time and after 30 h

1110 E. P. Diaconescu et al.: Singular vector decomposition

123



larger set of non-leading SVs from initial to final time. This

behaviour is in accord with the previous results of Errico

et al. (2001) and Snyder and Hakim (2005) who used more

than ten SVs in their analysis of four different synoptic

cases, and cyclogenetic perturbations in the context of the

quasi-geostrophic Eady model, respectively.

Despite the fact that the total energy was dominated by

the slow-developing non-leading SVs, the growth itself was

explained in a large proportion by the most rapid SV, which

accounted in average for over 50% of the CRCM-pertur-

bations growth in 36 h. These results suggest that the

growth of CRCM IV was due to the growth of unstable

perturbations, the most part being represented by the growth

of the first leading SV from the linear operator. The results

showed a high similarity between the CRCM perturbations

and the first SV after 24- to 36-h tangent-linear model

integration. This SV had initially a predominantly low- to

mid-level, westward tilted structure, which was followed by

a vertical alignment and amplitude amplification.

The success of the SV analysis is probably due to the

fact that, unlike the IV in an ensemble of Global Climate

Model simulations, the RCM IV is subject to lateral

boundary conditions constraint. As a consequence, the

differences between the members in an RCM ensemble

behave most of the time as small perturbations with rapid

growth and therefore can be decomposed in terms of SVs.

In conclusion, we found that final-time SVs are useful to

explain growth of IV in regional climate simulations. It

was demonstrated that the projection on the first SV at final

time is greater than the projection on other non-leading

SVs and there is a high similarity between the CRCM

perturbations and the first SV after 24- to 36-h tangent-

linear model integration. However, the initial perturbations

do not project well on the initial SVs sustaining the idea

that the SVs are outside the attractor of the system at initial

time, pointing to areas where solutions do not naturally

occur.

We are aware that the results presented above are based

on a single winter case and that other cases of large IV

should be investigated using the same methodology to

confirm our conclusions. Also, other seasons should be

considered, such as the summer, although a TLM with a

more complete physics—i.e. including simplified para-

metrizations of moist processes—would probably be nec-

essary, as well as a norm that takes into account the

humidity perturbations.

One technical limitation of this study was that we had to

use a global model to compute the SVs. To focus on the

Fig. 16 Fraction of CRCM-

perturbations total energy

explained by each SV by 1800

UTC 5 December

Fig. 17 Average total-energy temporal evolution for the CRCM-

perturbations projected part on each SV
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region of interest, the CRCM domain, we simply restricted

the domain of the final-time norm. Ideally, we would have

used an SV calculation based on a limited-area model,

which would take into account effects of the driving

boundary conditions on the growing disturbances of the

CRCM.

Acknowledgments This work is part of the PhD thesis of the first

author in Environmental Sciences at Université du Québec at Mont-
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Rapaić M, Leduc M, Laprise R (2010) Evaluation of the internal

variability and estimation of the downscaling ability of the

Canadian regional climate model for different domain sizes over

the north atlantic region using the big-brother experimental

approach. Clim Dyn 36:1979–2001

Rinke A, Dethloff K (2000) On the sensitivity of a regional Arctic

climate model to initial and boundary conditions. Clim Res

14:101–113

Rinke A, Marbaix P, Dethloff K (2004) IV in Arctic regional climate

simulations: case study for the Sheba year. Clim Res 27:197–

209
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