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Abstract

Background

Despite efforts in eradication and control, malaria remainbagichallenge, particularly
affecting vulnerable groups. Despite the recession in malagas, previously malaria free
areas are increasingly confronted with epidemics as a m&sattanging environmental and
socioeconomic conditions. Next to modeling transmission intensities avizhlplities,
integrated spatial methods targeting the complex interplagabdrfs that contribute to socjal
vulnerability are required to effectively reduce malaria burd@e. propose an integratiye
method for mapping relative levels of social vulnerability inpatiglly explicit manner tp
support the identification of intervention measures.

Methods

Based on a literature review, a holistic risk and vulneraldfilggnework has been develoged
to guide the assessment of social vulnerability to water-celagetor-borne diseases (VBDS)
in the context of changing environmental and societal conditions. Bgitdi the framework,
this paper applies spatially explicit modeling for delineating hggmeous regions of soc|al
vulnerability to malaria in eastern Africa, while taking intc@mt expert knowledge for
weighting the single vulnerability indicators. To assess itffeience of the selected
indicators on the final index a local sensitivity analysis is carried out.

Results

Results indicate that high levels of malaria vulnerability @ecentrated in the highlands,
where immunity within the population is currently low. Additionallygioss with a lack of
access to education and health services aggravate vulnerdlolitgr values can be found|in
regions with relatively low poverty, low population pressure, low enfiiensity andl
reduced contributions from the biological susceptibility domain. Qlyethe factors
characterizing vulnerability vary spatially in the region. Thengtdbility index reveals |a




high level of robustness in regard to the final choice of input datasgh the exception of
the immunity indicator which has a marked impact on the composite vulnerability inde

N

Conclusions

We introduce a conceptual framework for modeling risk and vulneratml¥¥BDs. Drawing
on the framework we modeled social vulnerability to malaria irctrext of global change
using a spatially explicit approach. The results provide decisikenmnavith place-specific
options for targeting interventions that aim at reducing the burden digbase amongst the
different vulnerable population groups.
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Background

Mosquito-borne infectious diseases, such as malaria or dengugifepese a heavy burden
on human health, and vulnerable populations in particular. In spite of thentleus
progress that has been made in reducing malaria endemicityhevpadt decade [1,2] there
were still an estimated 207 million cases and approximately 627,000 nrelated deaths in
2012 [2]. According to recent estimates by the World Health tdzgdon (WHO)
approximately half of the world’s population was at risk of malamia2012, with the
countries of sub-Saharan Africa facing the highest risk [2]. In line witgltiel recession in
malaria cases and deaths, malaria incidences have reduced aweofiast Africa [3], but
have resurged in eastern African highland locations with increasedbility in disease rates
[4-10], increasingly affecting areas with significant population nusla@d densities. The
causes of the resurge are controversially discussed in lieer&8eweral papers have been
published attributing this resurge to changes in environmental andticliozaditions in
general [7] and climate variability in particular [9,10]. Forreypée, it is widely accepted that
increasing temperatures have direct impacts on both life-staies of thdnophelesrector
and thePlasmodiumparasite [11]. Although subject to large model uncertainties [1&], th
projected changes in regional climate conditions [13] and the irgpuibhcrease in
temperature and precipitation above the minimum temperature asigifatéon thresholds of
malaria transmission [14] might thus result in further spreaddestdbution of the disease
[15,16].

Other studies, however, suggest that these effects do not aglatiois, and that other non-
climatic factors, such as increase in resistance of theimpkrasite to drugs, or the decrease
in control activities are more likely to be the driving forces betlhe malaria resurge in this
region [1,5,6]. Evidence has shown that the socioeconomic status (e.g.poagety,
education, etc.) and development status are also fundamental dateésyof malaria risk
[17-19]. Huldén et al. [20], for example, point out that malaria beitrgmcal disease is a
common misperception. They highlight that, although these are atea® the disease
remains prevalent, it used to occur throughout all climate zones.dhagdo their findings
temperature has only a minor impact on malaria prevalence, thbyefound social factors,
such as household size to be more important. This is also underpinneddrya@d Mendis
[21], who declare that the malaria recession in Europe and Northi¢eme the 20th century



is primarily attributable to a decline in human-vector contaa assult of changing living
conditions and rising prosperity as well as changes in land use.

Independent of the controversial debate whether highland populatiomsravaologically at
particular risk [22] or not [23], it is essential for the planmdhgargeted interventions to have
up-to-date information on both (i) the spatial distribution of the diseask current
endemicity levels, and (ii) the prevailing social vulnerabilities of the papalarhus, next to
environmental (including climatic) factors that influence the spdisdribution of malaria, it
is important to also take into consideration the range of socioecona@mographic,
political, and behavioral factors that impact people’s susceptihititly (lack of) resilience to
the disease [17-19]. Several papers have been published on fadtanéflubace the spread
and spatial distribution of the disease [21,24], including easternaARs], and there are a
few papers assessing malaria risk, that, besides environnfactaks, also integrate
socioeconomic and demographic factors [9,26-29]. To date, however, onlyuid@sshave
been published on vulnerability to vector-borne diseases [17,18,30-32], andamalari
particular [9]. Wandiga et al. [9] carried out surveys in threengonities in the Lake
Victoria Basin (eastern Africa) to assess the role ahate change and its variability,
hydrology and socioeconomic factors for malaria vulnerability docal level. A spatially
explicit approach for modeling, exploring and visualizing homogeneous ahisocial
malaria vulnerability on a policy level for districts, countriegemions is, to the best of our
knowledge, not existent yet.

This paper presents a conceptual and methodological framework for imgodeicial
vulnerability to malaria in a spatially explicit manner fdwetregional scale. Based on a
holistic conceptual risk and vulnerability framework that was devdldpeguide risk and
vulnerability assessments for water-related vector-borne diseasnd a set of malaria-
specific spatial indicators and indicator weights, we delineateogeneous regions of social
vulnerability to malaria for the eastern African region. The aim of the proposechappsado
provide information for the place-specific targeting and prioritization ofvatgions.

Materials and methods

Study area

The study area comprises the five countries that form theAfasan Community (EAC),
i.e., the Republic of Kenya, the Republic of Uganda, the Republic of RwiredRepublic
of Burundi and the United Republic of Tanzania. It covers an areapodxdmately 1,817.7
thousand square kilometers, including water bodies. As shown in Figuhe Ejze and
population density of the five countries varies tremendously. Rwanda (26,3%)0akmh
Burundi (27,800 krf) are the smallest countries, while Tanzania (939,30%) lexby far the
largest country, accounting for more than 50% of the total area ehtlie EAC region [33].
As well as the country size itself, the average size ofnatilbnal administrative units also
varies significantly across the countries, which causes difficulties wimaparing these units
spatially. According to recent population projections, the five EAQntries have an
estimated population of 134.5 million inhabitants [33], and account at cdoations
(Rwanda, Burundi, Uganda) for one of the most densely populated regions ayntiment
[7]. This holds particularly true for the areas surrounding Lakeovia and the southwestern
part of Kenya, which are also areas of high malaria endentgaty Figure 1). As a result of
its relatively high overall population growth rate of 2.6 % and endwoglicts in the



region, the population of the area is expected to further incredlse aoming decades, thus
forcing more people to resettle into areas that favor matamsmission [32]. The region
faces great spatial and temporal variability in terms ofatknj7,10] and eco-regions. As a
result of the generally high altitude in these regions, terpesa are relatively modest
compared to other equatorial regions, with lower temperatures imghknds (maxima of
around 25 °C, and minima of 15 °C at an altitude of 1,500 m) and higheeraires in the
humid coastal areas. As a result of global and regional clichatiege, the entire region has
been confronted with rising temperatures and increased frequency gndude of extreme
weather events [13]. In combination with increasing resistanc@eofralaria parasite to
drugs, and a decrease in funding for vector control, this has resuléeedpread of malaria
into areas that had not previously been exposed to the disease [4,5,10,34]1Kbaws the
spatial distribution oPlasmodium falciparunPf) malaria stratified by endemicity class for
2010 [24]. It highlights that malaria has already expanded into ¢fmahid areas, presenting
epidemics beyond the lowland limits where the mosquito vectors are usually found [5-10]

Figure 1 Location of the study area.The map shows the population density in the study
area (in shades of red), overlaid wlRlasmodium falciparunfPf) endemicity levels Gething
et al. [24] grouped in three different categories (as indicated by the solid lines

Framing risk and vulnerability to water-related VBD s

The concept of risk and specifically vulnerability is promisingliftking malaria prevention
and response with development agendas, as it helps to identify potaetatmntion options
for reducing overall risk and strengthening resilience to VBIdspendent of current disease
prevalence. It provides valuable and necessary information for treianptevention and
control community which often has to rely solely on information on cutransmission or
endemicity levels based on environmental factors, thus pursuingcaveeapproach to
reducing the malaria burden.

Concepts and terminologies of risk, vulnerability and related tesunck as resilience or
adaptive capacity are manifold and vary between different schodlooght. Within the
climate change research arena, the previous IPCC (Intergoveainianel on Climate
Change) approach [35,36] conceptualized vulnerability as a function of egpesasitivity,
and adaptive capacity [37]. Contrarily, the disaster risk temu¢DRR) community defined
risk as an integrative concept defined by vulnerability, exposwiehazard. Studies in the
context of public health either use (the previous) IPCC-based con&pg38-40], or
understand risk simply as the likelihood of disease occurrence [41,42].

With the latest IPCC assessment reports [43,44] a signifibamge in the understanding of
risk and vulnerability in the context of climate change adaptatiorb&as achieved. They
stress that risk management, adaptation and action on climate dhandg be placed in the
context of a planning and analysis framework that considers sod@stas along with
environmental factors. Understanding disease risk managemesbamlaprocess allows for
a shift in focus from responding to disease prevalence alone, toamrdsderstanding of
disease risk. This requires knowledge about how human interactighstive natural
environment lead to the spread and prevalence of diseases, and hdayisoainerable to
the potential burden of these diseases. Such an approach requires atanditey of the
vulnerability of the population, including the allocation and distributionsofial and
economic resources that can work for, or against, the achievemertiwfed diseases
impacts [43].



Against this background we developed a holistic conceptual risk and \hilitefeamework
which (i) considers the notion of multiple inter-related factorgtitbuting to disease risk, (ii)
provides a clear framing of risk and vulnerability in-line with eatr IPCC
recommendations, (iii) establishes a clear link to risk goverpafiogate change adaptation
and related intervention measures, (iv) allows the identificatioposible development
pathways, and finally, (v) provides a holistic view of disease r@sisidering spatial and
temporal scales.

In the framework (Figure 2.1), risk is defined as the potential ceoce of harmful
consequences or losses (i.e., the potential burden of diseases) rdsuitingteractions
between VBDs and vulnerable conditions of differential population grondsmd with the
MOVE framework [45], the proposed framework reflects the mulited nature of
vulnerability, accounting for key causal factors such as susceptibility and |leesilagnce.

Figure 2 Conceptual risk and vulnerability framework. Risk framework and its
integration within risk governance, climate change adaptation andiatssbintervention
measures (2.1) and domains of social vulnerability (2.2) with illustrative example

A ‘hazard’ in the context of water-related VBDs is definedtles potentiality of disease
occurrence which may have a negative impact on social assatgiven area and over a
given period of time. Hazards include latent conditions that qaesent future threats and
are characterized by their location, magnitude, frequency and pigbatn example for
malaria is the probability of an infective bite, which can be mssred through the
Entomological Inoculation Rate (EIR).

Vulnerability is defined as the predisposition of the society angoipailation to the burden
of water-related VBDs, considering spatial and temporal difteem susceptibility and lack
of resilience [30,46]. Vulnerability largely rests within the coiedis and dynamics of the
coupled socio-ecological system exposed to VBDs. However, duertwitisfaceted nature
it is mainly linked to societal conditions and processes. In our Wwanke vulnerability is
seen as a dynamic process which represents the conditions thet &yvironment and the
characteristics and actions of the vulnerable populations therssBlyeamic is understood
as the change of factors of vulnerability (and risk) over time.

The framework (Figure 2) was designed to be holistic in a sttragdt can be applied to
guide the assessment of risk and vulnerability to several weltged vector-borne diseases,
such as malaria, dengue fever, schistosomiasis, Rift Valey,fetc. at different spatial or
temporal scales. Depending on the disease that is addresdedentlifindicators (and
indicator weights) for modeling disease risk and/or vulnerabilightmbe relevant. Here, the
framework was used to guide the assessment of vulnerabilityl&mianan a regional scale.
In this framework, vulnerability rests largely within the sbdanension, which, to our
understanding, encompasses various socioeconomic and demographic fadt@®,ld be
extended to institutional, ecological or cultural dimensions; and \abiigy is defined by
susceptibility and lack of resilience. Susceptibility repres#rgspropensity of societies or
humans to be negatively affected by a VBD. Thereby we distingbetween generic
susceptibility (SUS) and biological susceptibility (BIO). Genausceptibility encompasses
general underlying factors and the general predisposition oftiescie malaria (e.g. poverty,
population change, conflicts, etc.). Biological susceptibility relates the clinical
manifestation of malaria, which depends for instance on malnutrdisease co-infection
and/or immunity [30].



Lack of resilience refers to the lacking capacity of s@setnd population groups to respond
and absorb negative impacts as a result of the lacking capacityicipate, respond to and
recover from diseases [30]. Compared to adaptation processes andeadajpéicities, these
capacities focus mainly on the ability to maintain the systdarictionality in light of VBDs
impacting the society or system [45]. Adaptation (see Figure 2al$ deth the ability of a
community or a system to learn from present and past diseaseasistlzned to change
existing practices for potential future changes in environmemdl societal conditions.
Anticipation (C2A) itself entails a coherent set of strategie programs and social capital
available before the disease hazard arises and deals mathlythei reduction of biting
exposure (e.g. use of bed nets, awareness, early warning sgstem€oping (C2C) refers
to the ability of people, organizations, systems and/or commuratigset available skills and
resources to face and manage adverse conditions arising from emaehaipidemic diseases
(such as distance to clinics). Whereas, recovery (C2R) ré&fethe capacity to restore
adequate and sustainable living conditions, as well as having pleiti@s to overcome or
manage the disease in a way that allows living in a phigitealthy way (e.g. the
availability of adequate treatment and health insurance).

While the proposed framework can be adapted to various disease comgeassume a step-
wise dependence of the different domains of social vulnerabilityalarra, as indicated by
the grey arrows in Figure 2.2. This is also reflected in the workflow outlined ineFsgu

Figure 3 Modeling workflow. The workflow shows the individual modeling stages from the
conceptualization to the visualization of vulnerability to malaria.

Through the frameworks’ integrative, while at the same timerdposable nature, it serves
as a ‘guidance tool’ for the identification and development of systnindicators of risk
and vulnerability relevant for assessments at different sgatchtemporal scales. Depending
on the VBD that is addressed, a different set of indicators and indicator wengldse used
to assess risk and vulnerability to the disease.

Additionally it helps to identify targeted intervention measuresat—the hazard and
vulnerability level — with the ultimate aim to reduce risk to VBDs.

Vulnerability indicators and related datasets

Based on the outcomes of a systematic review of literaturecahsultation of several
domain experts at a series of expert consultations, and dakabditgj a preliminary set of
15 vulnerability indicators representing the social dimension of \albilgy to malaria was
identified to reflect present day conditions (Table 1). All of theary spatially in the study
area.



Table 1List of vulnerability indicators ®

Indicator name Date Resolutior? Sign"® Weight Data source

Generic susceptibility (SUS) 0.2744

Number of women 2010 1 km + 0.0272 AfriPop:demobyap
Population change 1970-2010 2.5-arc minutes + @.032PWv3, UNEP-APD

Travel time to closest urban center 2000 30 arorsts + 0.0229 JRC/WorldBank

Distance to roads 2010 Line layer + 0.0286 OSM, E3ébCover, SRTMv4
Conflict density (krf) 1997-2009 Point layer + 0.0429 ACLED

Number of people living on less than 2 USD per d&010 2.5 arc-minutes + 0.1214 CGIAR CSI

Capacity to anticipate (C2A) 0.2671

Secondary/higher education (%) 2007/08 Point layer - 0.0571 DHS

Child did not sleep under net last night (%) 2087/0 Point layer + 0.2100 DHS

Biological susceptibility (BIO) 0.3728

Number of children under the age of 5 2010 1km + N/A  AfriPop:demography

Number of women of childbearing age 2010 1km + 4040 AfriPop:demography
Prevalence of stunting children under the age of 52010 5 arc-minutes + 0.0843 FAO

Immunity 2010 1km - 0.1614 Malaria Atlas Project

HIV prevalence among 15-49 year olds (%) 2010 Ratylgyer + 0.0857 USAID

Capacity to cope (C2C) 0.0857

Distance to closest hospital 2010 Point layer + 6010 OSM, ESA GlobCover, SRTMv4
Number of dependents 2010 1 km + 0.0186 AfriPopatgaphy

2 Based on the outcomes of the literature survey, expert coimultatd data availability?
Refers to the spatial resolution of the original datasetslf{eéore the data was resampled to
10x10 knf grids); © Sign indicates if high indicator values increase (+) or deer¢ds
vulnerability; ¢ This indicator was removed from the analysis to reduce imgist
multicollinearities in the data.

In their comprehensive reviews on risk and vulnerability to rizgl8ates et al. [17,18],
Protopopoff et al. [27] and Sutherst [32] identify an entire set diidlpgical and disease-
related (e.g., immunity, age, pregnancy, etc.), (i) socioecon@gc socioeconomic status,
poverty, nutritional status, education, etc.), as well as (iii)ssto#ity factors (e.g., access to
health care, etc.), that impact people’s social vulnerabilityn&daria. In our paper, we
consider these three groups of factors that determine malaria vulngraltast Africa.

Many papers have been published on the mutual links between povertynaada
[9,26,47,48]. There is strong evidence that poverty, or the lack ofdfetakassets, increases
vulnerability to malaria through a number of factors. Bates. ¢i@J18] highlight that there
is a strong link between wealth and treatment-seeking behavior ce$sato malaria
prevention services, such as ownership of nets, etc. We therefora dataket showing the
spatial distribution of people living on less than two US$ per day, as provided by CGIAR CSI
[49], as a proxy for poverty. Although several studies suggestitbahization can result in a
reduction of (i) places that could serve as potedtr@dphelesoreeding sites, as well as (ii)
transmission intensity [50], the initial process of rapid urbanizasiaften characterized by
fast developing unplanned settlements and lacking basic infrastuainad therefore often
accompanied by increases Amopheleslarval habitats [27,50]. Lindsay and Martens [8]
found that increased population density in the East African highlasdie@ in an inevitable
increase in human-vector contact, and thus increased the vulnertbititglaria. Thus, we
have used increases in population densities from 1970 to 2010 as a proxyaioization.
Civil and economic disturbances caused by violent conflicts or riotoomigt initiate the
migration of people between different malaria transmission zondshas make them more



susceptible (e.g. non-immune populations moving into endemic areas), sbutnglact
people’s capacities to cope with, and recover from infection, lenipers economic growth
and destroys basic health and social service infrastructure [17,80ls@d time series from
1997 to 2009 derived from the Armed Conflict Location and Event DafA€dtED) to
calculate a density layer (Knof violent political conflict. As both the use of protection
measures and treatment seeking behavior are influenced by pmrsepbeliefs and
knowledge about the disease [17,26,51-53], we integrated information on edueatisn
derived from recent Demographic and Health (DHS) surveys intaribkysis. For the geo-
referenced DHS survey data gridded prevalence surfaces wetedcna R statistical
software using the prevR package based on a workflow publishednigrduage et al. [54].
The use of mosquito nets, particularly by children under the ageecfifid pregnant women,
is considered a key vulnerability indicator [9,17,26,27,29,47,48,55] as it hamanulous
impact on biting and infection rates. A variable from recent Dit8eys, indicating whether
or not a child slept under a net the night before the surveyintegated into the analysis to
estimate the use of mosquito nets. Another key indicator is adoedsealth care
[9,18,27,47,48,56]. As the demand side (i.e., lack of available resources taostgretc.)
is partly covered by the poverty indicator, we have integratdriie to hospitals as a factor
on the supply side, and as a key coping mechanism, into the anahgidistance to health
facilities is calculated as a cost distance depending onfispaust values for different land
use/land cover (LULC) properties and considering topographical lsafgsech as slope)
using the path distance tool in ArcGIS. The tool calculates, fon gad cell, the least
accumulative cost distance to the nearest source, while accotmtiagrface distance and
horizontal (here: LULC) and vertical (here: elevation) costtofac Thereby, LULC
information was obtained from the GlobCover 2009 dataset, while th®&®Rdataset [57]
was used to obtain elevation information. According to Bates et gl. ¢vidence about the
prevalence of malaria in male or female populations is stibnsistent. There is, however,
evidence that gender has an influence on vulnerability in termsfefetit behavior, roles,
expectations, and responsibilities, tending to make women more vulnévatile disease
[17]. We used gridded demographic population datasets provided by AfriPoprdgimpg
[58] to obtain information on the spatial distribution of the female padpalat
Schneiderbauer [59] and Cutter et al. [60] indicate that a highndepey ratio (DR) in a
given area can impact people’s susceptibility in several wAilthough their findings
primarily relate to vulnerability to natural hazards in a DR&mework, a high DR also
impacts malaria vulnerability by imposing a higher economic burderthenworking
population, thus leaving fewer resources for coping with the diseaseseénof infection or
severe illness. We have therefore integrated DR into the amadgsmeasured by the number
of dependents (below 15, and above 65 years) as a percentage of kivgage group
between 15 and 64 years of age, based on the population datasets provided by AfriPop.

We also integrated distance to road networks, using data provid€gdmnStreetMap, and
travel time to local markets into the analysis. For the lateeused a gridded accessibility
surface provided by the World Bank and JRC
(http://bioval.jrc.ec.europa.eu/products/gam/index.htm) as a proxy [61¢sAitdlity to road
networks and transport is often perceived as a relevant developmerdtondtovering
generic access to a variety of services [62,63]. As latalkets and urban centers are
important central places, which links to the central place thad@ristaller [64], these have
been included to reflect the availability of alternative livelihoaslsvell as the access to sales
market [65].



Several studies have shown that, due to lowered immunity and impdireacye of
antimalarial drugs during pregnancy, both pregnant women and children fiveleare
particularly susceptible [17,27,47,66,67]. As up-to-date data on current peggstatus was
not available for the entire study area, the number of women lfbelring age (15-49
years), as provided by AfriPop, was used as a proxy for biolaglisakptibility (BIO). Aside
from pregnant women and young children, it is particularly the aamitres in the highlands
that are vulnerable. Their immunity is lower compared to their eppatts in the lowlands
[9]. As immunity generally develops with increasing malar@smission, we used the age-
standardizedP. falciparumparasite rate, which describes the estimated proportion of 2-10
year olds in the general population that are infected Ritlialciparumat any one time,
averaged over the 12 months of 2010 [24] as a proxy for immunity. Ebgence of data on
immunity status of the population it was considered a reasonable pooxyiological
susceptibility. The current scientific debate on the relationshigvdaet malnutrition and
susceptibility to malaria is still blurred. While some studseggest that poor nutritional
status increases susceptibility [17,68], others found that nutritiaredssmight even be
protective against malaria [69,70]. Ultimately, there are atadies that revealed no clear
link between nutritional status and susceptibility [71]. However, eveléen@accumulating
that poor nutritional status has an impact on people’s susceptipilityThus, in the absence
of reliable data for the entire region, the authors have used theenwhstunting children
under the age of five, as provided by the Food and Agriculture Orgamiz@AO), as a
proxy for poor nutritional status in children. According to Bated.di @] there is increasing
evidence that HIV co-infection leaves people more vulnerable tarimmaWe therefore
included HIV-prevalence among 15-49 year olds in the analysisgaged from UNAIDS.
As HIV-prevalence was reported on district level, we disaggeegttis information using
population information provided by AfriPop.

Modeling homogeneous regions of social vulnerabijit

Based on a concept and methodology for modeling multi-dimensional, |apetial
phenomena, we modeled relative levels of social malaria vulngyatm a regional scale.
Our approach builds on the concept of geons which was introduced byeLaig[72].
Recently, Lang et al. [73] defined geons as spatial objectshvaeine homogenous in terms of
varying spatial phenomena under the influence of policy interventiora@ndenerated by
scale-specific spatial regionalization of a complex, multidisn@nal geographical reality
incorporating expert knowledge. In this paper we follow the conceptegfrated geon§73],
which addresses abstract, yet policy-relevant phenomena such eislsaginerability to
hazards.

The methodology to delineate integrated geons was initially dekelop&ienberger et al.
[74] and has been successfully applied to model vulnerability to floodgfatent spatial
scales [75], as well as to identify hotspots of cumulative ¢énchange impact in Western
Africa [76]. This paper presents an expanded methodology to represegraiatl geons
incorporating methods for indicator preprocessing and sensitivétlysis. Integrated geons,
i.e. homogenous regions of social vulnerability to malaria, areesbd using a workflow
that comprises five major stages (Figure 3).

First, the conceptual framework is defined (see Figure 2) togeauidance on how to best
represent and operationalize the phenomenon of concern. This step alstesnthe

identification and first selection of possible indicators and datasétvant for the specific
VBD that is addressed. These indicators should fulfill three speriteria to be considered



suitable: salience, credibility and legitimacy [77]. Additionaltyis important that data are
suitable to represent the indicators in a spatially-disaggregated manner.

Within the second stage, different pre-processing routines aredcaut to prepare datasets
for modeling, and to test the statistical soundness of the inditatoework. This includes
creating gridded surfaces (here: 10x10°knsropping them to the extent of the modeling
region, as well as the identification and treatment of outliensssing data and
multicollinearities in the data. To create the 10 x 10 lgrids, some of the indicators,
including number of women, population change, travel time to closest urban centeveetc
resampled from smaller cell sizes, while HIV prevalence hichv was reported on sub-
national administrative units — was disaggregated using a gridded popaataset acquired
from WorldPop. Outliers were identified using box plots, and treatedpipyying a 3 x 3
customized low pass filter which reduces extreme values bgyaiagl them with the mean
values of the eight neighboring pixel values. Outliers wereetiefar the following datasets:
children under the age of 5, women of childbearing age, stunting childrentbadege of 5,
number of HIV-infected persons. Multicollinearities were assksssing the Pearson
correlation coefficient, and considering the variance inflation factor (VIF); with 0.9 or
VIF > 5 indicating a multicollinearity problem [78]. Based on thesaistics the variable
children under the age of 5 was removed from the analysiswass ihighly collinear with
stunting children under the age of 5 (see Table 1). As a finalirstgage 2, all indicators
were normalized to an 8-bit interval [0, 255] using linear min-mapmalization (Equation
1).

Vil - (Vl _Vmin) |:|255 (1)
(Vmax _Vmin)

wherey; refers to the raw pixel value, amgn, andvma represent the minimum and maximum
values of the raw pixel value respectively. During normalizatioajndicators were adjusted
for their sign, which indicates whether the indicator contribptesitively (+) or negatively (-

) to vulnerability (Table 1). This was done by multiplying thepestive indicators by minus
one, and then adding their minimum value. This results in datasets where high vakseseinc
vulnerability and low values decrease vulnerability.

A set of integrated geons was delineated in the third stage. Wéss achieved by
regionalizing the weighted indicators in ardimensional indicator space using the multi-
resolution segmentation algorithm [79] implemented in the TRIMBUO®Bgnition Developer
software environment. To evaluate the relevance of each indicatmafaria vulnerability in
the study area a weight for each indicator was obtained fronx@ertdased weighting
exercise. In total, seven regional domain experts of varying baokgs (such as
epidemiologists, health ministries, climate, and health spesjakgth long-term malaria
expertise in the region participated in the survey. Making us@a ohline survey the experts
were asked to allocate 100 points to the final set of vulneraimliigators. By taking the
mean value of the seven expert ratings, and standardizing ttemmtop to one, we came up
with a weight for each of the 14 indicators, as listed in Tableh&. Size of the regions
depends on the parameterization of the segmentation algorithm, egmdie adjusted by the
user. We used the ‘Estimation of Scale Parameter (ESP2) [0l to identify the
statistically most suitable scale parameterization of perithm. Following the conceptual
framework (Figure 2) and its sequential relationship betweenotireviilnerability domains
we delineated regions of social vulnerability using a step-wpgeoach: A first set of



integrated geons was delineated based on the six weighted ‘geumsreptibility’ indicators.

Based on these units, we used the two weighted ‘lack of capaatytitipate’ indicators to
refine the regions. Then, the four weighted ‘biological suscepyibditd the two weighted
‘lack of capacity to cope’ indicators were sequentially integranto the analysis. The
resulting fine-scaled units or geons were ‘merged’ considefingdicators; again applying
the multi-resolution segmentation algorithm. For each regionalizastep, the scale
parameter — which determines the size of the unit based on homogeniteitia — was

identified using the ESP2 tool [80]. Following this step-wise approaehame able to
represent relationships between the different vulnerability domaisisindicated in the
conceptual vulnerability framework.

A final vulnerability index value is calculated for each geon ushng weighted vector
magnitude according to the following equation [73,74]:

IVU =\/WsusSU§+ V\é’.aQ A+ VMio B|©+ Wc Q e (2)

wherelyy refers to the social vulnerability index for edategrated geonSUS, C2A, BIO
and C2Cto the indices for the four vulnerability domaiasdw to the aggregated weights
for each domain. The index values for each of the filomains are also calculated using the
weighted vector magnitude (Equation 3):

— 2 2 2 y
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wherelpowm refers to the index for each of the four vulneigbdomains (SUS, C2A. BIO
and C2C)Vbowi.n to the normalized indicators identified for eadndin (Table 1) and.,
to the expert-based indicator weights.

To ease the interpretation of the results, theltiagwulnerability index values for each unit
were normalized to the zero to one interval [Opt]jere zero represents no, and one very high
vulnerability to malaria on a relative scale witlie case study region.

To assess the robustness of the modeling approadyard to the choice of indicators we
performed a local sensitivity analysis. Therefdolpwing an approach described in Lung et
al. [81] we calculated a set of alternative vulbdity indices by discarding one indicator at a
time while keeping all other settings (normalizatiaveighting, aggregation) equal. The
outputs of this approach are presented in thetsesettion.

In a final step, the index values are mapped asdalized using a blue (low value) to red
(high value) color scheme to avoid difficulties ftive color blind. We refrained from a

classification of the index values into categoaesl visualized each unit based on its index
value using a continuous color scheme instead.

Results

Social vulnerability to malaria

Figure 4 shows the spatial distribution of socialinerability to malaria for the EAC region.
In the map, areas of high vulnerability are dispthyn red (max value = 1), while areas of



low vulnerability (min value = 0) are displayed litue using the continuous classification
scheme. Regions of very high vulnerability are fbum the northeastern part of the study
area, particularly in the areas surrounding Lakekdna, Kenya, at the Kenyan-Ugandan and
Kenyan-Tanzanian border, as well as in the ceptetl of Burundi. Medium to high levels
are found in Rwanda with very high levels in Kigads well as in the northeastern and
southwestern part of Tanzania. The pie charts Hioget selected vulnerability regions in
Figure 4 indicate the relative share and contridsutif the underlying vulnerability indicators
to the overall vulnerability index; thus enabling @valuation of different characteristics for
each integrated geon.

Figure 4 Social vulnerability to malaria in eastern Africa. Figure 4 shows current levels of
social vulnerability to malaria in East Africa. Th&-charts show the varying contribution of
the single vulnerability indicators for differenelected geons. Such pie-charts can be
visualized for each geon, thus guiding the idesdiion of targeted intervention options

Although high levels of vulnerability in areas tteae currently malaria free, or only affected
by epidemic outbreaks, such as the East Africahléungls (see Figure 1), seem surprising at
first glance, this is primarily a result of the lesed immunity of the populations in these
regions. As vulnerability is seen as of two key poments of risk, it represents the societal
predisposition which is independent from the curmdistribution of infected vectors. The
decomposition of risk into its underlying comporsemtf hazard (i.e., probability of an
infective bite) and vulnerability is useful, ahilps to identify potential future areas at-risk,
as well as targeting relevant societal drivers.

As an additional output, Figure 5 (5.1 to 5.4) thgp the spatial heterogeneity of generic
susceptibility (Figure 5.1), the lack of capacity anticipate the disease (Figure 5.2),
biological susceptibilities (Figure 5.3), and treeld of capacity to cope with the disease
(Figure 5.4) in the study area. While generic spsioity is rather low in the region,
biological susceptibility is generally high, esgli in areas wherf endemicitys low (see
Figure 1); due to a lack of immunity.

Figure 5 Domains of social vulnerability to malaria in east Africa.Figure 5 shows the

domains of social vulnerability to malaria based oentile classification. Generic

susceptibility (5.1), lack of capacity to anticipd®b.2), biological susceptibility (5.3), and the
lack of capacity to cope (5.4)

Influence of input indicators on the composite vulerability index

As outlined above, the modeling of homogeneouseralnility units comprises several stages
where the analyst is confronted with choices betwedferent plausible alternatives that
impact the modeling outcome [82]; in our case iae and shape of the integrated geons as
well as the vulnerability index. It is thereforegortant to analyze the impact of these choices
by assessing the sensitivity of the modeling apgrpas well as related uncertainties [82,83].
Sensitivity analysis evaluates the contributionirafividual sources of uncertainty to the
output variance [84,85]. In contrast to global #eng/ analysis, which enables a
simultaneous assessment of multiple constructiagest local sensitivity analysis targets one
construction stage at a time, while all other stage held constant [82]. As no framework
(so far) exists for assessing the global sensitaitd uncertainty for geons [73], we assessed
the influence of the input vulnerability indicataos the vulnerability index by means of a
local sensitivity analysis. This was achieved bscdrding one of the indicators at a time,



while keeping all other settings (normalization,igi®ing, regionalization, and aggregation)
equal [81], and resulted in a series of alternatiulerability indices. For each geon the
alternative index was compared with the referendaerability index (i.e., the index based
on all indicators). The results are displayed mltbx plots in Figure 6, which, for each of the
alternative vulnerability indices (x-axis), showetimterquartile range (IQR), the minimum
and maximum values as well as the correlatigrnwth the reference index (y-axis). The
higher the IQR, the higher the influence of thepeesive indicator on the vulnerability index
[81].

Figure 6 Box plots showing the influence of the single indicators orhé composite
vulnerability index.

The box plots and the correlation coefficients (Bea'sr) displayed in Figure 6 clearly
show that children not sleeping under a met 0.95), travel time to the closest urban center
(r = 0.98), educationr (= 0.99) and conflict density & 0.98) have a minor impact, while
immunity ¢ = 0.62) has a marked impact on the vulnerabiligex. With the exception of
the indicator ‘immunity’, which has an excessivéiuance on the composite vulnerability
index, the strong correlation between the modifretherability indices and the reference
vulnerability index £ never smaller than 0.95) emphasizes the robustidghs vulnerability
index in regard to the final choice of input datasagain with the exception of the indicator
related to immunity which has a marked impact endbmposite vulnerability index.

Discussion

As shown in Figures 4 and 5, vulnerability — andg @tecomposed domains — varies
significantly in space. This is a result of a splatiariation of the underlying vulnerability
indicators. Figure 4 allows the identification aicg&l vulnerability hot spots for malaria on a
relative scale for East Africa. The results arefulder decisions regarding the entire eastern
African scale level, as it supports the rough ideation of intervention areas. The answer to
the question “what needs to be done where?” catebeed by exploring the relative share of
contributing vulnerability indicators as depictedthe pie-charts in Figure 4. For instance,
region 2 — representing the urban region of Nairobas a stronger contribution of biological
susceptibility than the neighboring region 1, ajio@ 3. The pie-charts in Figure 4 also show
that a lack of immunity is a major contribution rimalaria vulnerability in the study area,
which is also a result of the relatively high weigat was assigned to this indicator by the
experts. However, at the same time, it also becawveent that a lack of immunity is only
one of several important factors contributing tdaria vulnerability in the study area, which
is also reflected by the weights that were assigodtle single indicators by the experts (see
Table 1). Aside from immunity, other relevant iratiars include the lack in use of protection
measures (i.e., the lack in use of bed nets), pgveistance to hospitals, and lack of
education, amongst others. This has important yolmaking implications, since
interventions that aim at reducing the burden @& disease should not only be spatially
targeted, but also take into account the relevasfceach of these factors for malaria
vulnerability for the respective regions. Furthereat is also interesting that for instance
Nairobi (Figure 4, region 1) is delineated as a bgemous region. Although the presented
approach does not include any information on adstretive boundaries, it well reflects a
homogeneous urban region which differs from itsraumding area in terms of its
socioeconomic and demographic characteristics.



Figure 5 presents the different indices for ther fdomains of vulnerability. Care has to be
taken with the interpretation, as the generic suftméty (SUS) domain has a significantly
higher value in Kigali in regard to female popuwati To allow a comparison of the four
domains the values have been classified with eedl@ssifications.

The benefit of the geon approach as presentedsrp#iper is that it delineates homogenous
regions which are independent afpriori geographies [86], such as administrative
boundaries, and therefore facilitates a place-fipadentification of possible interventions.
As administrative boundaries are artificially drammd may change over time, they can have
a direct influence on the aggregated index valua. farther details we refer to the
Modifiable Areal Unit Problem (MAUP) as discusseg ®penshaw [87]. A discussion on
MAUP for geons is provided by Lang et al. [73]. Awhally, the size and shape of
administrative boundaries varies significantly witthe study area (e.g. district boundaries in
Rwanda vs. district boundaries in Tanzania), arednat an objective measure or suitable for
a relative, spatial evaluation of vulnerability @ss the region. We do, however, not neglect
the importance of administrative boundaries as rteqp units for the implementation of
malaria policies and interventions [30].

From the methodological point of view this papewvattes beyond the initial workflow
discussed by Kienberger et al. [74] through thdieaion of pre-processing methods and an
advanced delineation of the vulnerability regiohsaw, it includes methods for (i) pre-
processing of indicators and statistical testinghef soundness of the indicator framework
(based on OECD [78] and Hagenlocher et al. [46))tHe identification of a statistical valid
scale parameter, as well as for (jii) local sewsjtianalysis. In the absence of causal models
that evaluate the contribution of the indicatorasidered for social vulnerability in the study
area, indicator weights were identified based opeexopinions. An alternative modeling
exercise could be based on statistical weightirecquures, e.g. using weights based on
principal component analysis (PCA) or regressicelyais. In a previous study, we compared
both statistical and expert-based weighting schemeduated their impact on a vulnerability
index in Cali, Colombia, and found that both moalglapproaches revealed similar outputs,
both globally and spatially [46].

Additionally, moving from a local sensitivity analg approach towards a global sensitivity
analysis, which considers the influence of indicgtonormalization, weighting and

aggregation, will be part of future research. Tisisparticularly challenging when using

geons, as not only the vulnerability index for eagdon changes when altering input
parameters, but also the geometry of the geonstraiginge. To overcome this challenge we
are currently developing metrics to quantify theisepacts, and ultimately provide

information on the stability of the delineated geofruture research will also consider
spatially explicit approaches for indicator pregessing.

Critical for such assessments is the quality anailatbility of input data. An increasing
number of disaggregated and spatially explicit datpublically available. However, due to
its multi-source characteristic, data quality andusacy varies between regions and datasets.
As the data used for this study includes uncer&gnthe results of such modeling exercises
as presented here are mainly for (i) indicativeppses, and (ii) valid only for a regional scale
level. Information on vulnerability not yet coverby the proposed set of indicators includes
data on the quality of health services or interist such as indoor residual spraying (IRS).
Once such data are available for the entire stuely, @ahis could additionally reduce existing
uncertainties in the spatial assessment of soalakvability.



To achieve the ultimate aim of spatially expliciskr assessment, the outcomes of the
presented vulnerability analysis should be combusigll information on the probability of an
infective malaria bite (e.g. represented throughBIR). This would allow a validation of the
results based on field measurements of malariaajgege, using for example the results of
rapid diagnostic tests (RDTs). As shown in Figurehé presented approach provides the
opportunity to integrate the modeling outcomes adll vas the underlying indicator
framework into an interactive web-environment [88hich can serve as a simple spatial
decision support tool.

Conclusions

An expert-based, spatially explicit approach watizatd for modeling and visualizing
relative levels of prevailing social vulnerabiltty malaria in the Eastern African Community
(EAC) region. Taking into account a set of socigemunic, demographic, access and
biological/disease-related indicators, vulnerapiid malaria was modeled independent of the
current spatial distribution of the disease. In tbhatext of a changing environment it is of
utmost importance not only to target areas thatcareently malaria endemic, but also to
focus on areas that might be affected by the dése@ashe near future due to a changing
climate and its societal drivers. A holistic riskdavulnerability framework was developed
and used as a heuristic guidance tool for the ifigation and development of a sound
indicator framework, thus enabling a reproducipibir transferability of results. The results
of our research provide relevant information foliggo makers to identify place-specific
interventions that decrease people’s susceptilititthe disease and help to strengthen their
resilience. Combined with information on diseasevplence, this is one important step
towards a more integrative and systemic view ofamalrisk.
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Definition of
conceptual framework

> Definition of risk and vulnerability concept
> |dentification of relevant vulnerability
indicators

>> Literature/expert knowledge

>> Criteria: Salience, Credibility, Legitimacy

> > Data availablity

Modeling of integrated geons
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integrative spatial regions of social
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Visualization o

> Cartography
> Explorative analysis and visualization
>> Pie-charts
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Indicator e

pre-processing
> Data acquisition, pre-processing and
statistical analysis
>> Creating prevalence surfaces based
on DHS data
>> Resampling to 10x10 km2 grids
>> Data transformation
>> Data imputation and outlier treatment
>> Normalization
>> Multicollinearity analysis
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Regionalization e

> Expert-based weighting exercise
>> Budget allocation to weight the
single indicators
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vulnerability regions
> > Regionalization (multi-resolution
segmentation)
> > Taking into account the expert weights
> Vulnerability index
>> Calculation of a vulnerability index for
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Local sensitivity o
analysis
> Local sensitivity analysis

>> Evaluating the influence of the input
indicators on the output vulnerability index
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