
Environmental Impact Assessment Review 57 (2016) 114–122

Contents lists available at ScienceDirect

Environmental Impact Assessment Review

j ourna l homepage: www.e lsev ie r .com/ locate /e ia r

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Aberdeen University Research Archive
Underwater noise modelling for environmental impact assessment
Adrian Farcas a, Paul M. Thompson b, Nathan D. Merchant a,⁎
a Centre for Environment, Fisheries and Aquaculture Science (Cefas), Pakefield Road, Lowestoft, NR33 0HT, UK
b Lighthouse Field Station, Institute of Biological and Environmental Sciences, University of Aberdeen, Cromarty IV11 8YL, UK
⁎ Corresponding author.
E-mail address: nathan.merchant@cefas.co.uk (N.D. M

http://dx.doi.org/10.1016/j.eiar.2015.11.012
0195-9255/Crown Copyright © 2015 Published by Elsevie
a b s t r a c t
a r t i c l e i n f o
Article history:
Received 21 September 2015
Received in revised form 23 November 2015
Accepted 23 November 2015
Available online 10 December 2015
Assessment of underwater noise is increasingly required by regulators of development projects in marine and
freshwater habitats, and noise pollution can be a constraining factor in the consenting process. Noise levels aris-
ing from the proposed activity are modelled and the potential impact on species of interest within the affected
area is then evaluated. Although there is considerable uncertainty in the relationship between noise levels and
impacts on aquatic species, the science underlying noise modelling is well understood. Nevertheless, many envi-
ronmental impact assessments (EIAs) do not reflect best practice, and stakeholders and decision makers in the
EIA process are often unfamiliar with the concepts and terminology that are integral to interpreting noise expo-
sure predictions. In this paper, we review the process of underwater noise modelling and explore the factors af-
fecting predictions of noise exposure. Finally, we illustrate the consequences of errors and uncertainties in noise
modelling, and discuss future research needs to reduce uncertainty in noise assessments.
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1. Introduction

Underwater noise from human activities is known to have a number
of adverse effects on aquatic life (Nowacek et al., 2007; Slabbekoorn
et al., 2010; Williams et al., 2015). These can range from acute effects
such as permanent or temporary hearing impairment (McCauley et al.,
2003; Southall et al., 2007), to chronic effects such as developmental de-
ficiencies (de Soto et al., 2013; Nedelec et al., 2014) and physiological
stress (Wysocki et al., 2006; Wright et al., 2007; Rolland et al., 2012).
While some anthropogenic noise is produced intentionally (e.g. naval
sonar, echosounders), most noise sources are an incidental by-product
of human activity (e.g. shipping, construction). Noise-generating activ-
ities are necessary for many proposed developments that are subject
to a regulatory consenting process: construction may entail noise
sources such as pile driving, dredging, or drilling, while geophysical sur-
veys using seismic airguns are often needed prior to coastal construc-
tion and offshore energy developments. Many jurisdictions now
require a noise impact assessment for proposed developments that
have the potential to cause significant adverse impacts on key species.
In some cases, effects on the wider ecosystemmust also be considered.

The EIA process for underwater noise typically involves the applica-
tion of quantitative noise exposure thresholds for particular species to a
model of predicted noise levels at the site, resulting in effect zones —
predicted areas for different categories of effect. Noise exposure thresh-
olds are indicative noise levels at which certain effects (e.g. mortality,
temporary hearing impairment, behavioural responses) are predicted,
erchant).
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and may be defined for single noise exposures or for cumulative expo-
sure to successive events. A number of different threshold criteria
have been developed in recent years for marine mammals (e.g.
Southall et al., 2007; NOAA, 2013, 2015) and fish (e.g. Popper et al.,
2014), and it is expected that these will continue to evolve in light of
new research into the effects of noise on aquatic species. Acknowledg-
ing that these thresholds form a necessary counterpart to modelling in
noise impact assessments, the present work focuses on the acoustic
modelling which underpins predictions of effect zones, independently
of the (evolving) thresholds used to predict animal responses.

Modelling of underwater soundpropagationhas been an established
discipline for decades, and has its origins in military applications of
sonar technology. Several modelling approaches have been developed,
each with differing suitability according to acoustic frequency range,
water depth, computational requirements and ability to account for
spatial variability in the environment (Jensen et al., 2011). The accuracy
of model predictions depends both on employing an appropriate model
and on the quality of the input data. Confidence inmodel predictions fur-
ther requires validation with field measurements of sound propagation,
and thesemeasurements can also be used to optimisemodel parameters.

In practice, noise modelling for EIAs is often carried out using
simplistic models, with limited environmental data, and without field
measurements to ground-truth model predictions. In some cases, prac-
titioners have developed proprietary models whose inner workings are
not disclosed to regulators. This presents regulatory decision makers
and their advisors with considerable uncertainty in the predictions of
possible impacts (though this uncertaintymay not be apparent). To bet-
ter inform regulators, stakeholders, and developers of the factors which
lead to uncertainty in noise assessments, this paper provides concrete
nder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Table 1
Applicability of themost common propagation models according towater depth, acoustic
frequency, and range dependence (RI = range independent; RD = range dependent).
Black cells indicate modelling approach is applicable and computationally efficient; grey
cells indicate limitations in accuracy or computational efficiency; white cells indicate that
the modelling approach is neither applicable nor practicable. Adapted from Etter (2009).
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examples of how different modelling procedures can affect predictions.
By raising awareness of these issues, we aim to help promote best prac-
tice in noise impact assessments, and to enable more informed EIA pro-
cesses for noise-generating developments.

2. Anatomy of a model

The basic objective of noise modelling for EIAs is to predict how
much noise a particular activity will generate in the surrounding area.
More formally, the aim is to model the received noise level (RL) at a
given point (or points), based on the sound source level (SL) of the
noise source, and the amount of sound energy which is lost as the
sound wave propagates from the source to the receiver (propagation
loss; PL). The relationship between these quantities is encapsulated in
the classic sonar equation (Urick, 1983):

RL ¼ SL–PL ð1Þ

This straightforward expression is fundamental to the many
approaches to modelling underwater noise, and its simplicity belies
considerable complexity in the task of modelling the source level and
propagation loss in order to predict received levels. In the following
sections, we elaborate on the ways in which SL and PL can be predicted,
and the various factors which affect the resulting estimates of RL.

3. Model selection

The first step in carrying out a noise assessment is to identify an
appropriate sound propagation loss model. A large number of propaga-
tion models have been developed, based on several underlying mathe-
matical methods, such as ray theory, normal modes, multipath
expansion, wavenumber integration or parabolic equation (Porter,
1992; Collins, 1993; Porter and Liu, 1994; Etter, 2009, 2013; Jensen
et al., 2011). No single model is applicable to all acoustic frequencies
and environments (see Table 1). For a given scenario, a particular
model may be limited by the validity of the model assumptions, by
thenumber of computations required, or by instabilities in themodel al-
gorithm. Important factors to consider are the frequencies of sound to
bemodelled, thewater depth, andwhether spatial variation in the envi-
ronment is significant (known as range dependence or range indepen-
dence). Each of these factors should influence model selection. For
example, models based on ray theory (e.g. BELLHOP; Porter and Liu,
1994) poorly describe theway that sound propagates at low frequencies
in shallow water (Table 1), which is a common EIA modelling scenario.

For convenience, propagation loss is often estimated using simple
spreading laws of the form.

PL ¼ Nlog10 Rð Þ ð2Þ

where R is the distance from the noise source in metres, and N is a
scaling factor. Since this simplistic approach does not account for
complexities in the environment, it can only produce reasonable predic-
tions for uncomplicated propagation scenarios, for example range-
independent environments where extensive measurements from the
study site are available to derive the value of N. Though widely used,
spreading law models can lead to substantial errors if applied to the
more complex environments typical of many coastal and inlandwaters.

To illustrate this, we compared predictions from a spreading law
model to a parabolic equation model. For the spreading law model,
sound levels were predicted using 15log10(R) (sometimes called ‘inter-
mediate spreading’ or ‘practical spreading’), which is derived from a
theoretical treatment of sound propagation in shallow water obtained
by Brekhovskikh (1965) and extended byWeston (1971). The parabolic
equation model was based on RAM (developed by Collins, 1993, 1999),
and utilised local data on bathymetry, sediment structure, and sound
speed. Measurements of impact pile driving noise were made
simultaneously at two locations in the Cromarty Firth, Scotland, and
each model was then used to calculate the source level of piling (the
sound level at a nominal distance of 1 m from the source). This source
level was then used as the input to each model to predict levels of
noise within the line-of-sight of the piling, yielding noise maps for
each model (Figs. 1a and b).

Spreading laws assume that sound levels decrease monotonically
with increasing distance from the source, and that the pattern of
sound levels has circular symmetry, both of which are evident in Fig.
1a. In practice, however, sound propagation is much more complex.
The RAM predictions show both strong variability with angle from the
source, as well as some local increases in sound levels with increasing
distance (e.g. directly to the south of the source; this was confirmed
by the measurements). The difference between the two models is
shown in Fig. 1c. Compared with RAM, the spreading law underesti-
mates noise levels close to the source and substantially overestimates
noise levels further from the source (the regions where there was no
difference between the models include the sites where the field mea-
surements were made). In this example, predictions for an EIA made
on the basis of the spreading lawmodel would underestimate noise ex-
posure close to the source, which is the region where noise levels are
highest (and risk of injury and disturbance is greatest). Furthermore,
noise levels are overestimated further from the source (Fig. 1c), giving
the misleading impression that a larger area would be affected. This
clearly demonstrates why selection of an appropriate model is critical
to making reliable assessments of potential noise exposure.

4. Input data

While it is critical to select an appropriate propagation model for the
site, even a suitable model will not yield valid results if based on insuffi-
cient input data. The quality and resolution of the bathymetry, sediment,
andwater columndata each affect the accuracy of propagationmodelling,
and any errors in the predicted sound level of the noise source will pro-
duce corresponding errors in themodel output. In this section,we consid-
er each of these factors in turn, and provide some illustrations of how
inadequate input data can affect predictions of noise exposure.

4.1. Bathymetry

To set up a noise propagationmodel it isfirst necessary to choose the
spatial extent and spatial resolution of the modelled area (the model
domain). Most developments requiring a noise assessment occur in
shallow water environments (e.g. b100 m), where the topography of
the seafloor has a strong influence on sound propagation. This is be-
cause in shallow water, the main mechanism for sound propagation is



Fig. 1.Maps of predicted received level for a pile driving operation in the Cromarty Firth
using two alternative propagation models. (a) Spreading law; (b) RAM; (c) difference
(RAMminus spreading law).
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the repeated reflection and scattering from the sea surface and seafloor
boundaries. A key consideration is therefore the availability of bathy-
metric data with sufficient spatial resolution. Since the degree of
sound scattering depends on the wavelength of sound (which is in-
versely related to the frequency), the required spatial resolution varies
depending on the acoustic frequencies under consideration. As a rule
of thumb, the spatial scale should normally be a small fraction of the
Fresnel zone radius RF = (λR)1/2, where λ is the acoustic wavelength
and R is the distance between the source and the receiver (Flatté et al.,
1979; Katsnelson et al., 2012). For example, a ~10 kmdomain and a fre-
quency range of 0.1–1 kHz (i.e. λ = 1.5–15 m for a sound speed of
1500 m/s) implies an RF scale from 120 to 400 m, which potentially in-
dicates the need to use bathymetric data with a resolution of a few tens
of metres or better. For many models, the underlying computations
should in turn be made at a fraction of these scales in both range and
depth.

4.2. Seabed

Together with the bathymetry, the seabed sediment characteristics
also strongly influence the propagation of sound in shallow water due
to the repeated reflections and scattering at the water/seafloor inter-
face. Depending on the sediment properties, sound may be largely
reflected by the seabed, scattered, or may be transmitted through the
seabed to emerge back into the water column further along its trajecto-
ry. To model these effects, the most important parameters to consider
are the sediment density, sound speed and acoustic attenuation.

The acoustic properties of different sediment types display a much
greater range of variation than the acoustic properties of seawater, so a
good understanding of these properties and their spatial variation is nec-
essary for accuratemodelling. Unfortunately, reliable data on the 3D geo-
physical structure and composition of the seafloor are often unavailable.
Furthermore, even when such data are available, relating the geophysical
properties of sediments to their acoustical properties can be challenging
(Holland and Dettmer, 2013). Even if the propagation through sediments
is neglected, and only the reflection back into the water at the seabed in-
terface is considered, accurate computation of the reflected sound field
still requires knowledge of the sediment properties over at least a few
wavelengths in depth (Katsnelson et al., 2012), which in the case of
low-frequency soundwaves can be tens ofmetres. Various theoretical ap-
proaches are available for building an acoustic model of the seafloor, with
many of them requiring the input of more than 10 geophysical parame-
ters, some of which are difficult to obtain even in laboratory environ-
ments (Etter, 2013). A more empirical model based on measurements
was developed by Hamilton over many years (Hamilton, 1972, 1976,
1980, 1987; Hamilton and Bachman, 1982) and has been widely used
for practical modelling purposes.

To illustrate the consequences of uncertainties or errors in sediment
data, we modelled sound propagation over an example domain using
two different sets of values for sand found in the literature. The first rep-
resentation (Sand A; Fig. 2a), is for a sediment sound speed of
1800 m s−1 (Hamilton, 1980), while the second (Sand B; Fig. 2b), is
for a sediment sound speed of 1650 m s−1 (Jensen et al., 2011). The re-
maining parameters for the sediment properties were equivalent (den-
sity: 1.9 g/cm3; attenuation: 0.8 dB/wavelength). The predictions were
made for a region in the southern North Sea off the coast of Sizewell
in eastern England, using the same parabolic equation model as
shown in Section 3.

The acoustic properties of Sand B are closer to those of water than
Sand A, meaning that for Sand B less sound energy is reflected at the
water–seabed interface and more sound is scattered or absorbed into
the seabed. This higher propagation loss for Sand B is evident in the
lower sound pressure levels (Fig. 2b) compared to Sand A (Fig. 2a).
The difference in predicted levels is around 8–10 dB at ranges between
1 and 5 km (Fig. 2c), and increases further with range.

This example demonstrates the difficulties inmaking a priori predic-
tions of soundpropagation using published data on the sediment acous-
tic properties, and highlights the need for calibration and validation of
the models using field measurements, which is the topic of Section 5.

4.3. Water column

In addition to the bathymetry and sediment properties, the water
column properties can have a substantial effect on sound propagation.

Two mechanisms affect sound propagation in the water column:
variations in sound speed, and sound attenuation. The sound speed is
determined by temperature, depth and salinity, which are influenced



Fig. 2. The effects of seabed sediment properties on the sound exposure level (SEL) predictions in thewater column: (a) predicted levels for bottom of sound speed 1800m s−1 (Sand A);
(b) predicted levels for bottom of sound speed 1650 m s−1 (Sand B); and (c) the difference between SEL predictions (A− B).
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by local oceanographic conditions. The spatial variation in these param-
eters gives rise to gradients in the sound speed profile, particularly in
the vertical axis. When acoustic waves travelling through thewater col-
umn encounter changes in the sound speed they are refracted, bending
either towards the surface or towards the seabed in the case of vertical
variation. In shallow water and at short range, the spatial variations of
the sound speed are typically small and their effects on sound propaga-
tion are generally much smaller than the effect of interactions with the
seabed. However, seasonal temperature changes can have a substantial
effect on propagation loss since the interaction at the water–seabed in-
terface depends on the speed of sound in water (as well as the seabed
properties). This is effect is discussed in more detail in Section 6. For
the applications discussed here, sound speed profiles can be calculated
with sufficient accuracy using simple formulas (Jensen et al., 2011).
The second mechanism affecting sound propagation in the water col-
umn is sound attenuation, caused by scattering from inhomogeneities
in the water column and absorption of sound energy by the water.
This has a very small effect in the range of frequencies usually consid-
ered for EIAs. For example, in the 0.1–1 kHz band, typical attenuation
values are between 0.004 and 0.05 dB/km (Thorp, 1967), and thus
make a negligible contribution to propagation loss across typical
domains.

4.4. Sea surface

Sound propagating in shallowwater interacts not only with the sea-
bed andwater column, but alsowith the sea surface. A perfectly smooth
water surface reflects nearly all of the sound energy, but as the sea sur-
face roughens under the influence of wind, the intensity of these reflec-
tions can be reduced by scattering. Similarly to scattering at the seabed,
the degree of surface scattering depends on the wavelength of sound,
with shorter wavelengths (higher frequencies) subject to greater scat-
tering losses.

Ameasure of the acoustic roughness of the sea surface is provided by
the Rayleigh parameter R=2πHrms sin θ/λ (Brekhovskikh and Lysanov,
2003),whereHrms is the root-mean-squarewave height, θ is the grazing
angle (the angle between the path of the sound wave and the surface)
and λ is the acoustic wavelength. The sea surface is considered to be
acoustically smooth when R ≪ 1, while R ≫ 1 implies an acoustically
rough sea surface. In a typical low-frequency (λ N 1 m), shallow water
EIA scenario, where sounds propagates mainly at small grazing angles
(e.g. sin θ ≈ 0.1), and for moderate wave height (e.g. Hrms ≈ 1 m), the
typical values of the Rayleigh parameter are less than 1. This implies
that losses of sound energy due to surface scattering are small, and are
likely to be far less significant compared to the bottom losses due to in-
teractions with the seabed. If sea surface interactions need to be
modelled, data on wave height can be obtained directly from oceano-
graphic models or derived indirectly from wind speed data.

4.5. Source level

The most important factor to reduce uncertainty in noise exposure
predictions is the sound level of the noise source. The source level can
be estimated using a physical or numerical model of the noise source,
or by using field measurements of received level to back-calculate the
source level using an appropriate propagation model (i.e. by making
source level the subject of Eq. (1)).

Physical or numerical models have been developed for several com-
mon noise sources, including pile driving (e.g. Reinhall and Dahl, 2011;
Zampolli et al., 2013; Lippert and von Estorff, 2014; Fricke and Rolfes,
2015), seismic airguns (e.g. Ziolkowski, 1970; MacGillivray, 2006), and
shipping (e.g. Wales and Heitmeyer, 2002). Realistic models for such
sources are necessarily complex, and may require a more detailed
knowledge of the noise source and propagation environment than is
available for the assessment. A more typical scenario is that measure-
ments of a particular type of noise source from previous studies are
used.

Estimates of source level based on field measurements generally as-
sume that the noise source acts as a point source— an idealised point in
space from which sound radiates with spherical symmetry. The source
level can then be expressed as the sound level at a notional distance of
1 m from the source. If measurements are taken at a large enough dis-
tance, this point source approximation can still produce reasonable pre-
dictions even for large sources such as monopiles or ships. To calculate
the source level, measurements of the sound level received at distance
are combined with an estimate of the propagation loss between the
source and receiver (using Eq. 1), yielding a source level estimate at a
distance of 1 m. Given that this source level estimate is then used as
input data to themodel for the noise assessment, the quality of the pre-
dictions is doubly dependent on the accuracy of the propagationmodel.
This issue is discussed in more detail in Section 7.

The units used to express the source level will vary with the type of
noise source. The source levels of continuous noise sources such as ship-
ping, dredging, or drilling should be expressed as a sound pressure level
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(SPL), with units of dB re 1 μPa (some authors use dB re 1 μPa2, though
these are numerically equivalent; Merchant et al., 2015). Impulse
sources such as pile driving and seismic airguns should have source
levels expressed for a single pulse as either a sound exposure level
(SEL) with units of dB re 1 μPa2 s, or as a peak-peak or zero-peak SPL,
with units of dB re 1 μPa (or dB re 1 μPa2). For modelling purposes, it
is problematic to use peak-peak (or zero-peak) SPL for impulse sources,
since accurate modelling of this metric requires a detailed understand-
ing of how the pulse becomes dispersed in the time domain, which is
generally complex. By contrast, it is relatively straightforward to
model SEL since it can be treated as a time-independent quantity.

5. Validation

As Fig. 2 demonstrates, uncertainties in model parameters can lead
to significant variability in a priori predictions of noise exposure. To im-
prove confidence and reduce uncertainty in the model, field measure-
ments of sound propagation can be made to test and validate model
predictions, and to optimise model parameters within physically realis-
tic constraints. Here, we use an example dataset to illustrate howmodel
validation can be conducted, and how even with reasonable assump-
tions, predictions of sound propagation can deviate substantially from
actual measurements.

To validate model predictions of propagation loss at Sizewell (the
North Sea site described in Section 4.2),fieldmeasurements of propaga-
tion loss were made using a seismic airgun sound source. Calibrated
sound level measurements, corresponding to successive firings of the
airgun, were taken simultaneously near the source (at ranges of 10–
15 m) and along a series of transects ranging from 150 to 3500 m in
water depths of 7–15 m, thus allowing calculations of propagation loss
(the amount of sound energy that is lost over a particular propagation
path). To account for tidal variation and slight variations in source posi-
tion between firings, each measurement was modelled separately,
using the particular water level, source and receiver positions (includ-
ing depth) as inputs. The agreement between the predicted versus the
measured sound exposure levels was then assessed in one-third octave
frequency bands between 0.1 and 1 kHz.

Fig. 3a shows the agreement for the model with bottom type B
discussed in Section 4. Bottom model B produced predictions with 58%
of the points inside a ±10% envelope, and an average RMS error of
17.2 dB, or 16.1%. However, the pattern of errors clearly shows under-
prediction of SEL in the lower frequency bands and over-prediction in
the higher frequency bands (Fig. 3a), suggesting that the model does
not accurately reflect the frequency dependence of propagation loss.
The cause of this error is unlikely to be the bathymetry data, since
Fig. 3.Modelled versus measured SEL for all 1/3 octave bands in the interval 100–1000 Hz,
while the bathymetry has a strong influence in shallow water, this
was well defined for the domain. The likely cause of this error is there-
fore the sediment properties, which are also an important factor in shal-
low water environments.

To optimise the model, a correction was made to the frequency de-
pendence of sediment attenuation. A depth-dependent variation of the
sediment properties was introduced, as detailed in Hamilton (1980),
which corrected the underestimation at low frequencies. Then, to
model the observed variation with frequency, a non-linear acoustic at-
tenuation scaling factor was applied, which scaled with f1.8 instead of
the original linear dependency with f considered by Hamilton. The ex-
ponent of 1.8 was arrived at through an iterative process, and agrees
with studies showing that in granular sediments such as sand, the at-
tenuation dependence tends to f 2 at low frequencies below 1 kHz
(Biot, 1962; Katsnelson et al., 2012; Holland and Dettmer, 2013). This
optimised model resulted in substantially improved predictions across
the frequency spectrum,with 95% of data pointswithin the±10% enve-
lope and an average RMS error of 6.2 dB, or 5.4%.

Fig. 4 shows how the noise levels predicted by the a priori and
validated models differ over the study site across all frequencies. The a
priori model underestimated noise levels by up to 6 dB within ~1–
2 km of the source, and overestimated by 5–20 dB outside this area.
This pattern can be explained by the previous observation of SEL
under-prediction in the low-frequency bands, which dominate in the
source spectrumbut do not propagatewell in this very shallow environ-
ment, meaning that the over-prediction in the higher frequency bands
begins to dominate as distance increases.

It should be noted that the results shown in Fig. 3 were obtained
with a model that did not include the effect of the sea surface waves.
To test the effect of surface scattering from waves, contemporaneous
data on local wave height (with Hrms ≈ 0.7 m) were included in the
computations. The wave model resulted in similar RMS errors to the
non-wavemodel, butwith a slightly reduced sediment frequency atten-
uation exponent of 1.75 instead of 1.8. This can be understood as the
non-wave model compensating for the effect of sea surface scattering
with a slight increase in the seabed attenuation, yielding comparable
results.

As this example illustrates, the process of model validation depends
on the interpretation of model agreement and the application of suit-
able modifications to the model where required. There are no ‘hard-
and-fast’ rules for this procedure: each validation should be based on
detailed analysis of the model agreement with observed data, and in-
formed by physical interpretations of themodel parameters. It is partic-
ularly important that the model agreement is assessed at a range of
frequencies, since broadband analyses (which represent the sound
for (a) a priori model with sandy bottom B and (b) the optimised and validated model.



Fig. 4. Difference in predicted levels between a priori model (not optimised) and model optimised using field measurements. Negative values indicate an underestimation of received
sound exposure by the a priori model.
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level over a swathe of frequencies as a single number, as in Fig. 4) can
disguise substantial deviations at particular frequencies, as well as sys-
tematic disparities across the frequency spectrum.

6. Application

Once the model has been set up appropriately (and, where possible,
validated), consideration should be given to the time-varying environ-
mental conditions that are expected during the proposed activity. If
these differ from the parameters used in the validation scenario (or a
priori model conditions), an updated model setup may be required.
Among themost important factors are the effect of tidalwater level var-
iation and that of seasonal sea temperature variation, both of which are
likely to be relevant to practical EIA scenarios. Here, we briefly illustrate
the effect that these parameters can have on model predictions.

6.1. Tidal effects

In shallow environments, tidal variations can represent a significant
fraction of the actualwater depth and thus significantly influence sound
propagation. For example, in the domain shownpreviously in Sections 4
and 5, the bathymetric depth is ~8 m in the source area and less than
30 m over the entire domain, while the maximum tidal variation is
~3.3 m. To examine the sensitivity of the validated model to tide level,
we ran scenarios for both mean seawater level and high water level
(1.3 m above mean sea level). The high water level case (Fig. 5a) has
higher predictions than the mean sea level case (Fig. 5b), due to better
propagation in the low-frequency bands. This effect is due to low-
frequency ‘cut-off’ in shallow water, which has a greater effect as
water depth decreases (Jensen et al., 2011). The increase in predicted
SEL is about 5–20 dB (Fig. 5c) with the greatest increases where noise
levels are lower.

6.2. Temperature effects

As discussed in Section 4, water temperature can influence sound
propagation through changes in the speed of sound in water, which
has a direct effect on the interactions at the water–seabed interface.
As an illustration of this effect, Fig. 6 presents predictions for cold
water (8 °C, typical March values) and warm water (18 °C, typical



Fig. 5. The effects of water level on sound pressure level predictions: (a) predicted SEL for mean sea level; (b) predicted SEL for increased water depth (1.3 m abovemean sea level); and
(c) the difference between SEL predictions (a minus b).
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August values) for the Sizewell example. The 10 °C increase in temper-
ature corresponds to a 33m s−1 increase in the speed of sound inwater,
which reduces the efficiency of sound reflections at the water–seabed
interface meaning more energy is absorbed into the seabed. In other
words, the warmer water temperatures lead to poorer sound propaga-
tion. This is shown clearly in Fig. 6, where predicted SEL was 5–10 dB
greater in the cold water scenario at distances greater than 2 km from
the source.

7. Consequences of errors in propagation modelling

The key consideration for decision makers in the EIA process is
whether levels of noise exposure may present an unacceptable risk of
harm to species of interest. In relation to noise modelling, the principal
concern is therefore the extent to which errors or uncertainties in the
model affect predictions of noise exposure. This section summarises
Fig. 6. The effects of seasonal temperature changes on the sound pressure levels predictions: (
conditions (18 °C) and (c) the difference between SEL predictions (a minus b).
howmodelling errors affect estimates of noise exposure in EIAs, and il-
lustrates the sometimes counterintuitive consequences.

The more straightforward scenario is that in which the source level
has been estimated using a physical or numerical model (see
Section 4.5), as shown in Fig. 7a. In this case, over- or underestimates in
the source level lead directly to respective over- or underestimates in re-
ceived level. The inverse is true for errors in propagation loss: too much
propagation loss leads to an underestimate of received level and vice-
versa. This follows directly from the relationship between received level,
source level, and propagation loss given in Eq. 1.

The picture is more complicated when measurements have been
used to estimate the source level (Fig. 7b). Since a propagation loss
model is used to estimate the source level, over- or underestimates of
propagation loss lead to errors in this input data. Assuming that the
model has been set up such that the model predictions match the field
measurements at the distance they were made (point M in Fig. 7b),
a) predicted SEL for typical March conditions (8 °C), (b) predicted SEL for typical August



Fig. 7. The effect of systematic errors in propagation models on noise level predictions. (a) Source level model. (b) Measured source level.
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errors in propagation loss lead to a pattern of errors in received level as
shown in Fig. 7b. If the propagation loss is too high, more sound energy
is estimated to have been lost between source and receiver thanwas the
case, leading to an overestimate in the source level (and in the received
level between point M and the source). At ranges greater than M, this
same overestimate in propagation loss results in an underestimate of
received level, since more energy is predicted to be lost than the true
value. It follows that the inverse effect is seen for underestimates of
propagation loss (Fig. 7b). This effect was clearly illustrated in
Section 3, where the spreading lawmodel under-predicted propagation
loss compared to the parabolic equation model, leading to underesti-
mates of noise exposure near the source and overestimates at distances
beyond the measurements.

For simplicity, we have assumed that propagation losses are either
over-predicted or under-predicted uniformly over the entire model
area. In reality, both over- and under-prediction may occur in the
same model, particularly in complex environments. That said, even
themore complex computationalmodels can introduce systematic pos-
itive or negative errors in propagation loss, either through errors in
input parameters (see Section 4), or by disregarding temporal effects
such as tide level and temperature (see Section 6).
8. Outlook

Errors and uncertainties in noise modelling can lead to significant
pitfalls in the EIA process. Underestimates of noise exposure lead to an
underestimation of the risk of injury and disturbance to marine life.
This is of particular concern in the vicinity of the noise source, where
these impacts are most likely to be acute. On the other hand, if noise
exposure is overestimated over a wide area, otherwise acceptable
operations could be denied regulatory consent on the basis of inac-
curate predictions. This paper has reviewed and assessed the many
factors that affect predictions of noise exposure in an EIA context,
with the aim of clarifying and summarising the science underlying
noise modelling for the benefit of regulators, stakeholders, and prac-
titioners. To allow an informed appraisal of the risk of noise-related
impact, it is then critical that EIAs clearly state the underlying as-
sumptions and scientific basis for noise exposure predictions. This
applies particularly to the characterisation of the noise source, to
the modelling of propagation loss, and to uncertainties in the input
data relied upon in the model.

The field of underwater noise assessment is still relatively new, and
uncertainties in assessing risk to marine life are high due to the com-
plexity of animal responses to noise pollution (Slabbekoorn et al.,
2010; Ellison et al., 2012; Thompson et al., 2013). However, the study
of sound propagation is well established and understood, and need
not present a significant level of uncertainty if carried out according to
best practice. An aspect of noise modelling which does present consid-
erable uncertainty is the characterisation of noise source levels. Many
sources of underwater noise have yet to be well described by measure-
ments, particularly novel sources such aswave and tidal energy devices
(Frid et al., 2012). While sophisticated physical and numerical models
to describe sources such as impact piling have been developed recently
(e.g. Reinhall and Dahl, 2011; Zampolli et al., 2013; Lippert and von
Estorff, 2014; Fricke and Rolfes, 2015), they are not yet in wide use for
EIA applications.

Two further elements of noise modelling warrant further research in
order to reduce the uncertainty associated with underwater noise as-
sessments. First is the application of modelling techniques to predict
the propagation of sound in the time domain. Current models used in
EIAs are based on modelling the overall sound energy as it spreads
away from the noise source. However, the risk of acute auditory injury
is closely linked with the temporal structure of sound, and in particular
the sharpness of peaks in sound pressure caused by impulsive sources
(e.g. impact pile driving or seismic airguns). As these pulses propagate
away from the source, the sharp peaks in sound level become more dis-
persed, and present less of a risk of auditory injury relative to the sound
energy contained within them. Techniques developed for time-domain
modelling of sonar signals could be applied to this problem to better un-
derstand the risk associated with impulsive noise sources. The second
area of study is the modelling of particle motion propagation. Current
models applied in EIAs consider only the sound pressure component
of sound, which is the means by which mammals hear. However, the
primary mechanism by which fish and invertebrate species detect
sound is through another component known as particle motion
(Popper and Fay, 2011; Morley et al., 2014). Levels of sound pressure
and particle motion can deviate substantially in the region close to
noise sources and in shallowwater (Hawkins, 1986), and so techniques
to specifically model this component of sound are needed to better pre-
dict the potential impact of noise-generating activities on these animal
groups.
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