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Abstract

We consider strongly correlated regimes which emerge at low temperature in coupled quantum dot (or magnetic impurity) systems. In strongly correlated systems a single particle description fails to explain the observed behaviour, so we resort to many-body methods. We describe our system using a 2-impurity Anderson model and develop a numerical renormalisation group procedure which provides non-perturbative insight into the low energy behaviour, through calculation of dynamic quantities. We combine this approach with renormalised perturbation theory, thus acquiring a picture of how the Hamiltonian and interactions change at low energies.

These approaches are first used to study the emergence of a Kondo effect with an SU(4) symmetry in capacitively-coupled double quantum dot systems. We classify the ‘types’ of SU(4) symmetry which can emerge and show how an experimentalist might achieve such emergence through tuning their system. We provide a way of distinguishing between the SU(2) and SU(4) Kondo regimes by considering the conductance.

We also study a quantum critical point which occurs in the Heisenberg coupled quantum dot/impurity model. There is an anomalous entropy contributed by the impurities in this regime which is indicative of an uncoupled Majorana Fermion. We calculate dynamic quantities in regimes with different symmetries and establish correspondence with the 2-channel Kondo model. We formulate possible pictures of the underlying mechanisms of the critical point and construct a Majorana fermion model for the case with particle-hole symmetry, which explains the non-Fermi liquid energy levels and degeneracies obtained. We conjecture that a Majorana zero mode is present, and that this is responsible for the anomalous entropy.
## Contents

List of Figures 7

List of Tables 17

List of Abbreviations 18

Publications 19

Introduction and Brief History 20

Structure of thesis 24

1 Impurity Physics and the Anderson Model 26

1.1 The Renormalisation Group 26

1.2 The Anderson Impurity Model 28

1.3 Local Density of States and the Friedel Sum Rule 30

1.4 Particle-Hole Symmetry in the 2IAM 32

1.5 Anderson Systems in Experiment: Magnetic Impurities and Quantum Nanostructures 33

2 Numerical Renormalisation Group Calculations 38

2.1 Construction of the NRG for the 2IAM 38

2.2 Iterative Diagonalisation 43

2.3 Calculation of Static Thermodynamic Quantities 47

2.4 Calculation of Dynamic Quantities 52

2.4.1 Green Function, Spectral Density and Susceptibility Definitions 52

2.4.2 Conventional NRG Approach to Dynamic Quantities 54

2.4.3 Anders-Schiller Complete NRG Basis 57

2.4.4 Complete Fock Space Approach to $T = 0$ Green Functions 60
3 Renormalised Perturbation Theory: Parameters and Dynamic Quantities

3.1 Calculation of Renormalised Parameters and the NRG

3.2 Renormalised Perturbation Theory and the Anderson Model

3.3 The Kondo Temperature

3.4 Counter-terms and Diagrammatic Perturbation Theory

3.5 Calculation of Dynamic Quantities

3.5.1 $\omega = 0$

3.5.2 $\omega \neq 0$

3.5.3 1-Particle Spectral Density for the Low Temperature Regime

4 Emergent SU(4) Kondo Physics

4.1 Introduction

4.2 Relating the DQD System and 2IAM

4.3 SU(4) on the Bare Scale

4.4 Low-Energy Requirements for an $n = 1$ SU(4) Kondo Regime

4.5 Emergence of the SU(4), $n = 1$ Kondo Regime

4.6 Lingering Symmetry on Higher Energy Scales?

4.7 Inter-Dot and Intra-Dot Interactions and the Kondo Temperature

4.8 Distinguishing the SU(2) and SU(4) Kondo Regimes

4.9 Conclusions

5 Local Quantum Criticality and Majorana Fermions

5.1 Quantum Criticality

5.2 Majorana Fermions and Overscreening

5.3 Majorana Fermions in the 2IAM

5.4 Majorana Model for the 2CKM

5.5 2-Impurity Kondo Systems

5.6 Anderson Systems

5.7 Particle-Hole Symmetry

5.8 Particle-Hole Asymmetry

5.9 Relation to the 2CKM

5.10 MF Model for the 2IKM QCP

5.11 Conclusions
List of Figures

1.1 Gated QD Schema. The QD system is coupled, via tunnelling mechanisms to two baths of electrons, a source and a drain, with coefficients $\Delta_S$ and $\Delta_D$. The source and drain respectively have chemical potentials $\mu_S$ and $\mu_D$. The gate voltage is responsible for the application of a local electric field to the QD, and can continuously vary the local electrostatic energy, allowing one to vary $\epsilon$ with respect to $\mu_S$ and $\mu_D$. 34

1.2 A QD representation of the NAM. The black solid line represents the chemical potential, whilst the red and blue sections respectively illustrate the source and drain bulk. The dot is sufficiently small that it permits only 2 states, whose energies are represented by the dotted lines. The lowest allowed energy in the quantum dot is $\epsilon$, and the next highest (localised) state has energy $2\epsilon + U$. . . . . . . . . . . . . . 35

1.3 Example of a spin-flip process, by means of a virtual state, for the $S = 1/2$ Kondo effect occurring in a QD. Repeated spin-flip processes are responsible for screening the local moment, giving rise to the formation of a Kondo many-body singlet state. . . . . . . . . . . . . . . . . . 36

1.4 Schema of a DQD. Two QDs are grown close to each other, and coupled to their own source and drain baths. The material between the local QDs, and the distance between them, determines any interdot interactions which might take place. . . . . . . . . . . . . . . . . . . . . . . . 37
2.1 Representation of the mapping from the continuous Anderson model to the discrete linear chain. For simplicity, we illustrate the mapping for the 1IAM, but the same arguments apply to the 2IAM. In a) we discretise the conduction band into logarithmic intervals centered on the Fermi level. These intervals are each expanded into Fermionic $S$, $P$, $D$ etc. Fourier modes and in b) we claim that only the $S$ waves interact with the impurity. In c) we represent this picture as a linear chain.

2.2 Linear chain representation of the 2IAM.

2.3 Schema of the NRG as applied to the 2IAM. The bare Hamiltonian is approximated by $\Lambda^{(N-1)/2}H_N$ as $N$ is increased. The transformation $\mathcal{R} : H_N \mapsto H_{N+1}$ generates new levels in the Hilbert space, the successive truncation of which leads to a power law reduction in the NRG levels as $N$ increases. The initial Hamiltonian $H_0$ describes the local impurity system and the hybridisation to the conduction sites, whilst the Hamiltonians $H_1, H_2$ etc successively add a single site to each chain.

2.4 The RG flow of the lowest distinct energy eigenvalues of the 1IAM and 2IAM, whose Hilbert spaces are respectively denoted $\mathcal{H}_1$ and $\mathcal{H}_2$. The coupling constants in both models are equal, and all inter-impurity interactions in the 2IAM are switched off. We expect $\mathcal{H}_2 = \mathcal{H}_1 \otimes \mathcal{H}_1$, which holds at the stable FL RG FP (for $N > 32$). The RG flow for the models pass by the same 3 FPs, but the levels are different. This does not imply the models are different, just that the RG flows take different trajectories. The NRG parameters are $\epsilon = -0.0005$, $U = 0.001$, $V = 0.004$, $\Lambda = 6.0$ and $N_S = 4000$.

2.5 The entropy contribution $S(T)$ made by the impurity to the system of two uncoupled Anderson impurities as a function of temperature $T$. The inset shows the contributed uniform spin susceptibility $\chi(T)$. The NRG parameters are $\epsilon = -0.0005$, $U = 0.001$, $V = 0.004$, $\Lambda = 6.0$ and $N_S = 4000$. 
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2.6 Comparison of the 1-particle spectral densities for the p-h symmetric 1IAM and uncoupled 2IAM as calculated using the conventional method. For the 1IAM we obtain \( \pi \Delta \rho(0) = 1.12 \) whilst for the 2IAM we find \( \pi \Delta \rho(0) = 0.94 \). The areas under the curves are respectively 0.95 and 0.92. We take \( \omega_{\text{min}} = 1.3 \omega_N \) and \( \omega_{\text{max}} = 2.4 \omega_N \).

2.7 Illustration of the 2IAM at iteration \( N \) of a total \( M \). An environment, described by \( H_{N,M}^{\text{env}} = H_{N,M}^1 + H_{N,M}^2 \), is identified in which all the hopping amplitudes \( t_N, t_{N+1} \ldots t_{M-1} \) are zero. The Hamiltonian \( H_N \) then acts on the entire model, with \( M + 1 \) sites on each chain.

2.8 The construction of a complete basis from the iterative diagonalisation. Truncation first occurs at iteration \( N = N_{\text{min}} \), and from then onwards all truncated states (enclosed by the green boxes) at iteration \( N \) are stored as \( |r,e;N\rangle_{\text{dis}} \). Regarding the final set of states, corresponding to \( H_M \), as truncated, the collection of truncated states is complete. We further note in the text a relationship between states \( |r,e;N\rangle_{\text{kp}} \) retained at iteration \( N \) (enclosed in the orange boxes) and all subsequent eigenstates.

3.1 Renormalised parameters for the uncoupled channel symmetric, p-h symmetric 2IAM. For \( U/\pi \Delta > 3 \), we enter the strong correlation limit where \( \tilde{U} \simeq \pi \tilde{\Delta} \) and the model is governed by Kondo physics. \( T_K \), shown in the inset, exhibits logarithmic dependence on \( U \) in the strong correlation limit.

3.2 The scattering events, with their corresponding vertex factors, allowed by the renormalised Hamiltonian (3.4.7). We use the convention that \( \alpha \neq \alpha' \). In (a), we see that scattering due to the local intra-impurity Coulomb term arises between opposite-spin electrons in the same channel. The direct, inter-impurity scattering shown in (b) scatters electrons in different channels, and does not depend on the spin. Meanwhile in (c), the exchange (Heisenberg) term scatters electrons into different channels.

3.3 The allowed first order corrections to the renormalised self-energy.

3.4 The transverse spin susceptibility, between equal impurities, expressed to first order.
3.5 The transverse spin susceptibility, between different impurities ($\alpha \neq \alpha'$), expressed to first order. ................................. 82
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3.7 Contributions to the renormalised intra-impurity Coulomb interaction $\tilde{U}_\alpha$ due to repeated quasiparticle scattering. The perturbative expansion is in terms of couplings $\tilde{U}_\alpha = \tilde{U}_\alpha - \lambda_{3,\alpha}$ and $\tilde{J} = \tilde{J} - \lambda_5$. The sum over these diagrams (and those to higher order) gives the scattering amplitude $\tilde{U}_\alpha$. ................................................................. 85
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4.8 Comparison of the d-electron spectral density $\rho(\omega)$ and the non-interacting quasiparticle spectral density $\tilde{\rho}(\omega)$ for the model with $U_1 = U_2 = U_{12} = 0.05$, $\pi \Delta_1 = \pi \Delta_2 = 0.01$ and $\epsilon_1 = \epsilon_2 = -0.021$. The vertical dashed lines correspond to $\omega = \pm T_K^{SU(4)}/2$. We see that the width of the peak, which occurs at $\omega = \tilde{\epsilon}_1 = \tilde{\epsilon}_2$, is indicative of the Kondo temperature $T_K^{SU(4)}$.

4.9 Comparison of $\rho_1(\omega)$ and $\rho_2(\omega)$ for the anisotropic model with $U_1 = U_2 = 0.05$, $\pi \Delta_1 = \pi \Delta_2 = 0.01$, $\epsilon_1 = \epsilon_2 = -0.021$ and $\epsilon_2 = -0.0212022$. The vertical dashed lines correspond to $\omega = \pm T_K/2$.

4.10 Plot of $\rho(\omega)$ for the channel symmetric model with $U_1 = U_2 = 0.05$ and $\pi \Delta_1 = \pi \Delta_2 = 0.01$. When $U_{12} = 0.05$, $\epsilon_1 = \epsilon_2 = -0.021$ and when $U_{12} = 0.03$, $\epsilon_1 = \epsilon_2 = -0.015$.

4.11 Results from [109] for the model with $U_1 = U_2 = U$, $\pi \Delta_1 = \pi \Delta_2 = 0.01$ where $U_{12}$ is varied in the range $0 < U_{12} < U$. For each $U_{12}$, $\epsilon_1 = \epsilon_2$ is set so that $n_1 = n_2 = 1/2$. In (a) we plot the ratio of renormalised parameters $\tilde{U}/2\pi \tilde{\Delta}$ and $\tilde{U}_{12}/2\pi \tilde{\Delta}$. The curves approaching the value of 1/3 from above correspond to $\tilde{U}/2\pi \tilde{\Delta}$ and those approaching from below to $\tilde{U}_{12}/2\pi \tilde{\Delta}$. (b) is a plot of the Wilson ratios $R_S$ and $R_{PS}$, where the curves approaching the value of 4/3 from above correspond to $R_S$ and those approaching from below to $R_{PS}$. (c) shows how $T_K$ varies as $U_{12}$ is switched on and approaches $U$.

4.12 Spectral densities, and the impurity levels, for the model with $\pi \Delta_1 = \pi \Delta_2 = 0.01$ and varying values of $U_{12}/U$. (a) and (b) respectively show the spectral density for the model with $U = 0.05$ and $U = 0.5$.

4.13 A plot showing how the value of $\epsilon$ changes with $U_{12}$ for the different cases of $U$. The model parameters are the same as those in figure 4.12 [109].
4.14 Results from [109] corresponding to the model with \( U_1 = U_2 = U, \) \( \pi \Delta_1 = \pi \Delta_2 = 0.01 \) and p-h symmetry. In (a) we plot the ratio of renormalised parameters \( \tilde{U}/\pi \tilde{\Delta} \) and \( \tilde{U}_{12}/\pi \tilde{\Delta}. \) The curves approaching the value of 1/3 from above correspond to \( \tilde{U}/\pi \tilde{\Delta} \) and those approaching from below to \( \tilde{U}_{12}/\pi \tilde{\Delta}. \) (b) shows the Wilson ratios \( R_S \) and \( R_{PS}, \) where the curves approaching the value of 4/3 from above correspond to \( R_S \) and those approaching from below to \( R_{PS}. \) (c) is a plot of the Kondo temperature for the various values of \( U \) as a function of \( U_{12}/U. \)

4.15 Plot of \( \rho(\omega)/\rho(0) \) with parameters \( U_1 = U_2 = 0.05, \pi \Delta_1 = \pi \Delta_2 = 0.01 \) and p-h symmetry, for various values of \( U_{12}. \)

5.1 MF model of the 2CKM NFL FP, as proposed in [156]. Only energy levels with a circle may be occupied, and the 2 sectors act independently to describe the levels 0, 1/2, 1 etc (sector I) and 1/8, 5/8, 9/8 etc (sector II). Energies are in units of \( \pi v_F/l. \) PBC and APBC respectively indicate periodic and antiperiodic boundary conditions.

5.2 Comparison of the low-lying energy levels for the p-h symmetric model with \( U/\pi \Delta = 6, \pi \Delta = 0.01. \) In (a), we set \( J = 0 \) whilst in (b), \( J/\pi \Delta = 1. \)

5.3 The RG flow of the lowest odd \( N \) and even \( N \) energy eigenvalues of the NRG Hamiltonians \( H_N. \) The model is channel symmetric and p-h symmetric, with \( U/\pi \Delta = 6. \) Some energies, which flow towards the illustrated levels have been omitted for clarity.

5.4 The entropy \( S(T) \) as a function of \( T \) for the model with parameters as given in the caption of figure 5.3, and for varying values of \( J. \) The NFL plateau, where \( S(T) = \ln(2)/2 \) persists for \( T < T_K. \)

5.5 Plots of the renormalised parameters on approach to the NFL QCP from below. In (a) we plot \( \tilde{\Delta}, \tilde{U}, \) and \( \tilde{J} \) against \( J/J_C, \) whilst the ratios \( \tilde{U}/\pi \tilde{\Delta} \) and \( \tilde{J}/\pi \tilde{\Delta} \) are plotted in (b). The model parameters are the same as those in figure 5.3.

5.6 The spectral density below \( (J < J_C) \) and above \( (J > J_C) \) the transition corresponding to the parameters as given in the caption of figure 5.3. Note that the spectra have been scaled by the correction factor as discussed in chapter 2.
5.7 The 1-particle spectral density at $J = J_C$ for various values of $U$. We take $\pi \Delta = 0.01$, and the values of $J_C$ are given in table 5.3.

5.8 The binding energy $E_S$ of the localised singlet that forms for $J > J_C$, as a function of $J/J_C - 1$. To a good approximation, the curve is linear (the correlation coefficient is given as $R^2 = 0.9915$) and is hence suggestive of the relationship $E_S = \alpha (J/J_C - 1)^\beta$. We calculate $\alpha = 5.8982 \times 10^{-8}$ and $\beta = 1.6836$ numerically using least-squared regression.

5.9 Schematic of the competing low energy regimes at the $J = J_C$ QCP. The localised impurity sites are represented by the blue circles, whilst de-localised conduction sites are depicted by the black circles.

5.10 Plot of the imaginary part of the total spin susceptibility for the $p$-$h$ and channel symmetric model with $U/\pi \Delta = 6$. The inset shows a close-up of the behaviour around the Fermi level.

5.11 Plot of the imaginary part of the staggered spin susceptibility for the $p$-$h$ and channel symmetric model with $U/\pi \Delta = 6$. The inset shows a close-up of the behaviour around the Fermi level.

5.12 Plot of the imaginary part of the singlet (orange) and triplet (blue) pairing susceptibilities for the $p$-$h$ and channel symmetric model with $U/\pi \Delta = 6$. The inset shows a close-up of the behaviour around the Fermi level. The triplet susceptibility is plotted against the axis on the right.

5.13 Plot of $\rho_C(\omega)$ for the $p$-$h$ symmetric model with $U/\pi \Delta = 6$ above and below the transition at $J_C$.

5.14 Plot of $\rho_C(\omega)$ at $J = J_C$ for various values of $U$. We take $\pi \Delta = 0.01$, and the values of $J_C$ are given in table 5.3.

5.15 The RG flow of the distinct low-lying energies of the NRG Hamiltonian towards the NFL FP at $J = J_C$, for two different models. We see that the structure of the levels is different for the two cases.

5.16 Plots of the low-lying NRG energy levels (a) and the entropy $S(T)$ (b) for the model with parameters $\epsilon = 1.59 \times 10^{-3}, U = 5.00 \times 10^{-3}$.

5.17 Plots of the renormalised parameters on approach to the NFL QCP from below. In (a) we plot $\tilde{\epsilon}, \Delta, \tilde{U}$ and $\tilde{J}$ against $J/J_C$, whilst the quantities $\tilde{U} \rho(0)$ and $\tilde{J} \rho(0)$ are plotted in (b). The model parameters are the same as those in figure 5.16.
5.18 The 1-particle d-site spectral density for $J < J_C$. The model in (a) has parameters $\epsilon = 1.59 \times 10^{-3}, U = 5.00 \times 10^{-3}$ whilst (b) corresponds to $\epsilon = -1.00 \times 10^{-2}, U = 0.00$. We set $\pi \Delta = 0.01$. 

5.19 The 1-particle d-site spectral density for $J > J_C$. The parameters corresponding to (a) and (b) are the same as those in figure 5.18.

5.20 Plot of $n$ as a function of $J/J_C$ for the p-h asymmetric model with parameters $\epsilon = 1.59 \times 10^{-3}, U = 5.00 \times 10^{-3}$, as calculated by the NRG and RPT. Notice that for $J > J_C$, the RPT results no longer agree with the NRG. The inset corresponds to the model with parameters $\epsilon = -1.00 \times 10^{-2}, U = 0.00$ for which no renormalised parameters are available. The renormalised parameters for $J > J_C$ were provided by the authors of [96].

5.21 Plot of $\rho(0)$ as a function of $J/J_C$ for the p-h asymmetric model with parameters $\epsilon = 1.59 \times 10^{-3}, U = 5.00 \times 10^{-3}$. The crosses show the values calculated using the RPT, $\rho(0) = z\tilde{\rho}(0)$. The insets show that $\rho(0)$ stabilises as we get very close to the transition. The renormalised parameters for $J > J_C$ were provided by the authors of [96].

5.22 Plot of $\rho(\omega)$ at $J = J_C$ for various p-h asymmetric models.

5.23 Plots of $\rho^C(\omega)$ for various models. In (a) we plot $\rho^C(\omega)$ just above and below the transition for the model with parameters $\epsilon = 1.59 \times 10^{-3}, U = 5.00 \times 10^{-3}$. In (b) we plot $\rho^C(\omega)$ at the transition for 2 different models, showing that $\rho^C(0)$ appears to be universal.

5.24 Plots focusing on the low-energy behaviour of $\text{Im}\chi_{\text{tot}}(\omega)$ (a) and $\text{Im}\chi_{\text{stg}}(\omega)$ (b) below, at, and above the transition $J = J_C$. The model parameters are $\epsilon = 1.59 \times 10^{-3}, U = 5.00 \times 10^{-3}$.

5.25 Plots focusing on the low-energy behaviour of $\text{Im}\chi_{\text{stg}}(\omega)$ (a) and $\text{Im}\chi_{\text{trp}}(\omega)$ (b) below, at, and above the transition $J = J_C$. The model has the same parameters as is figure 5.24.

5.26 In (a) we plot $J_C$ as a function of $U_2/U_1$ for the model where $U_1/\pi \Delta = 10$. (b) shows that the low-lying energy levels are the same for all NFL FPs regardless of the value of $U_2$. Note that in this plot we take $U_1/\pi \Delta = 6$, where the transition occurs at $J_C = 9.03119710 \times 10^{-4}$. 
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5.27 Plots of the non-interacting (a) and interacting (b) impurity site spectral densities at $J = J_C$. In (a) we consider several values of $U_2/U_1$ to explicitly show that $\rho_2(0)$ becomes a local minimum for $U_2 \neq U_1$. In (b) we plot only the case $U_2 = 0$, as this spectral density changes very little with $U_2$.  .................. 149

5.28 Plot of $\rho_1^C(\omega)$ at $J = J_C$, showing the formation of a local minimum at $\omega = 0$, where the universal value 0.13 is reached. The insets compare the spectral densities on sites adjacent to the interacting impurity site, showing that they have very similar features.  ............ 150

5.29 Schematic of the competing low energy regimes at the $J = J_C$ QCP of the 2IAM whose low energy regime corresponds to the 2CKM. The localised impurity sites are represented by the large circles, with the large black circle corresponding to the non-interacting impurity site. De-localised conduction sites are depicted by the black circles. The singly-occupied levels represent the low energy behaviour of the system, with the electrons enclosed in the red ellipse forming a singlet. 151

5.30 A plot of $\text{Im} \chi_{\text{tot}}(\omega)$ for models with $0 \leq U_2/U_1 \leq 1$, at the transition $J = J_C$. The inset shows explicitly the low-energy discontinuities/divergences. ............................. 152
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After the theoretical component of this work was complete, the PhD focus shifted towards renormalisation group methods for studying quantum criticality and emergent symmetry in quantum dot/impurity systems. The prior work will not be discussed during this thesis. The presented work pertains to the following publications:


- Oliver J. Curtin, Yunori Nishikawa, Alex C. Hewson, Daniel J. G. Crow, *Interpretation of the Quantum Critical Point in a Two Impurity/Two Channel Kondo Model* [in preparation]
Introduction and Brief History

Quantum impurity physics has been at the forefront of condensed matter physics since its inception. Originally restricted to describe static local spins, quantum impurity models have been adapted to include a variety of interactions, such as hybridisation with a conduction bath, Coulombic interactions and Heisenberg exchange, with many artificially included symmetries. In essence, all of these models simply embody the interaction of a small number of degrees of freedom with a continuum and as a result of the small number of coupling constants, many of these systems may be studied experimentally. The freedom we have over the interactions and symmetries in quantum impurity models signifies that they may be applied to many different physical scenarios. These include heavy Fermion systems [1, 2], quantum dots [3], carbon nanotubes [4] and systems with free half-degrees of freedom (Majorana bound states) [5]. Majorana bound states are 2-dimensional particles with non-Abelian statistics (known as non-Abelian anyons), which are a prime candidate for the realisation of topological quantum computers [6]. Almost all of these systems can be represented by the Anderson model, which is used extensively throughout our work.

The field of quantum impurities illustrates the importance of strong electronic interactions in describing some observed quantum phenomena. An important such phenomenon is the resistivity minima with respect to temperature $T$ occurring in metals with magnetic impurities [7, 8, 9, 10, 11, 12]. This puzzled theorists and experimentalists for decades, and led to the proposal of one of the earliest quantum impurity models, the s-d model [13, 14]. This model accounts for magnetic interactions between a spinful (usually $S = 1/2$) impurity and a bath of non-interacting electrons, and has the Hamiltonian

$$H_{sd} = \sum_k \epsilon_k c_{k\sigma}^\dagger c_{k\sigma} + 2JS(0) \cdot S$$
where the operators $c_{k\sigma}^\dagger$ create non-interacting Dirac electrons of wavevector $k$, spin $\sigma$ and energy $\epsilon_k$. We implicitly sum over the SU(2) index $\sigma$. The operator $S$ describes the total static spin, which is chosen to exist at the origin such that $S(0)$ denotes the total local spin of the non-interacting bath at the same position as the fixed static spin, which shall henceforth be referred to as the impurity or dot. The Heisenberg coupling $J$ sets the strength of the magnetic interaction between the impurity and the conduction bath. This model correctly encapsulates the relevant physics to describe the resistivity minima, but how to make the effect manifest posed a problem.

A number of approaches were developed with this aim in mind. Originally, Kondo [15] took the magnetic interaction between the impurity and the bath as a perturbation. The bath, of non-interacting electrons, is quadratic and hence solvable. By application of perturbation theory (to third order) Kondo showed that the resistivity due to spin scattering $\rho_{\text{spin}}$ exhibits a logarithmic divergence, $\rho_{\text{spin}} \sim J \ln(T)$ such that the total resistivity is given by

$$\rho(T) = a_0 + a_1 T^2 + a_2 T^5 + a_3 J \ln(T)$$

where the $a_i$ are constants satisfying $a_1, a_2 > 0$ and $a_3 < 0$. The $T^2$ term represents the contribution from the Fermi liquid properties of the non-interacting electron bath, whilst the $T^5$ term accounts for the contribution to the resistivity from phonons. We thus see that the s-d model provides a solution to the Kondo effect, since $\rho(T)$ has a minimum provided $J > 0$ (antiferromagnetic coupling). However, the problem with Kondo’s perturbative approach was that the experimental results did not suggest a divergence as $T \to 0$. Further studies [16] of this model concluded that below the Kondo temperature $T_K$, the perturbative approach was unreliable. A non-perturbative method, which did not assume the electrons could be modelled as being free, hence had to be developed. The quest to understand the behaviour of the system at temperatures below $T_K$ became known as the Kondo problem.

One milestone in solving the Kondo problem was Anderson’s Poor Man’s Scaling approach [17]; this was a precursor to the application of Renormalisation Group (RG) transformations in quantum impurity problems. Anderson’s idea was that if one were to integrate out the high-energy states of the system lying above some cut-off $\Gamma$, such that the Hamiltonian is valid for energies $\epsilon$ satisfying $\epsilon < \Gamma$, then the
Heisenberg coupling $J$ acquires dependence on the energy scale associated with $\Gamma$. In the language of the RG, $J$ becomes a running coupling constant $J(\Gamma)$ as the cutoff $\Gamma$ is brought arbitrarily close to the Fermi surface, $\epsilon_F$. By using this approach, Anderson showed that $\lim_{\Gamma \to \epsilon_F} J(\Gamma) = \infty$. The impurity therefore forms a tightly bound singlet with the surrounding electrons as $T$ is decreased. Conversely, as the temperature increases $T \to \infty$, $J(\Gamma) \to 0$, implying that the local magnetic moment becomes free in this limit. This is exactly analogous to the behaviour of quarks in QCD [18, 19], where at high energy scales the interaction between quarks and gluons is much weaker than at lower energy scales, and illustrates that the magnetic moments exhibit asymptotic freedom ($T \to \infty$) and confinement ($T \to 0$) [20].

Anderson’s approach does not provide a full solution to the Kondo problem. He perturbs the system by eliminating the high-energy states in the conduction band and expands in powers of $J$. The result of his approach is a scaling equation. However, in the antiferromagnetic case, where $J \to \infty$ as the energy scale decreases, expressions obtained in terms of $J$ become unreliable. That said, this approach does provide important insight into the applicability of scaling arguments to the Kondo problem. These were adopted by Wilson [21], who developed a numerical non-perturbative RG method capable of reliably solving for the low-energy eigenvalues of the s-d Hamiltonian. This method, which has become known as Wilson’s Numerical Renormalisation Group (NRG) is credited with solving the Kondo problem; despite making a few approximations regarding the conduction band, it produced results which were remarkably consistent with experiment.

Wilson’s NRG [22, 21] is a numerical procedure to iteratively probe the lowest energy states of certain types of Hamiltonians. We give a detailed description of our NRG calculations in chapter 2, but provide a very brief summary here. Wilson’s key idea was the logarithmic discretisation of the conduction band; he assumes a flat band and splits it into very fine intervals close to the Fermi level, but for energies away from the Fermi level the sampling is more coarse. Each interval of the conduction band is expanded into a Fourier series, and Wilson notes that the first term of each series is the most significant. He approximates by retaining only these terms, and the resultant Hamiltonian is mapped exactly to a linear chain of 2-body states (a Wilson Chain). His NRG is simply iterative addition of a 2-body state by means of an RG transformation which emerges from his analysis. After a number of
iterations, which depends on the logarithmic discretisation, the energy eigenvalues become invariant under the RG transformation and the system is described by an RG Fixed Point (FP). The length of the Wilson chain \( N \) denotes the number of RG transformations that the algorithm must perform and is synonymous with the energy scale reached by the approach. \( N \) can therefore be mapped directly to a temperature\(^1\) \( T \sim e^{-N/2} \). There are many quantities, such as entropy, spin susceptibility and specific heat, which can be calculated at each \( N \) from the energy levels obtained with the NRG, and thus one may calculate these quantities as a function of \( T \).

By applying his method, Wilson showed that the s-d model has two FP; one where \( J \to \infty \) which corresponds to the low temperature behaviour of the model and demonstrates that the ground state is a singlet. The other FP has \( J \to 0 \) where the static spins are decoupled from the bath and become asymptotically free, in agreement with Anderson’s picture. In addition to calculating the lowest energy levels, Wilson was able to compute the spin susceptibility and specific heat as a function of \( T \) which were consistent with other calculations and provided further support to the NRG.

Although originally applied to solve the Kondo problem, the NRG has been extended to many other scenarios [23]. The first extension was to the Anderson impurity model [24, 25], which is the focus of our present work, where the impurity subsystem is hybridised to the conduction bath through a hopping term. This model is significant because on low-energy scales it becomes equal to the s-d model, explaining why one obtains an antiferromagnetic coupling in the first place. In much the same way as the Kondo model, the low-energy eigenvalues of the Anderson model can be obtained. The NRG has now been extensively used in multi-impurity [26, 27] and multi-channel [28, 29, 30] systems to calculate a variety of physical properties, including dynamic [31, 32, 33, 34, 35, 36, 37] and thermodynamic quantities [24, 25, 38, 39], as well as the RG flow of coupling constants [40]. It shines light on the bare-scale physics and the low-energy quasiparticle picture.

Since the advent of the NRG and the establishment of the RG as a requirement\(^1\) Note that we use the units \( \hbar = k_B = 1 \), so that temperature and frequency are interpreted as energies.
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for the study of quantum impurities, there has been much attention directed towards the Kondo effect and similar/more exotic low-temperature effects. These are classed as ‘emergent’ phenomena; those which can only be observed on certain scales, and whose mathematical treatment requires a non-perturbative RG approach. Many methods have been developed to uncover and explain emergent phenomena, such as Bethe ansatz, Boundary Conformal Field Theory (BCFT) and Renormalised Perturbation Theory (RPT).

In this thesis we are concerned with emergent phenomena, and we employ the NRG and RPT approaches. We first consider two capacitively coupled impurities, and seek to understand whether an exotic SU(4) Kondo effect can arise. We use the NRG, combined with the RPT, to understand how the interactions and symmetries change between scales and whether symmetry can be restored on the low-energy scale. We are also concerned with ‘strange-metals’ whose mathematical description cannot be based upon a bath of non-interacting electrons. These metals may pave the way towards superconductivity [41] and quantum computing [42]. We identify a quantum critical point with such strange properties and combine the NRG, BCFT and RPT approaches to understand the symmetry and anomalous thermodynamic quantities which arise. Throughout our work we use the 2-Impurity Anderson Model (2IAM) to represent the coupled quantum dots/impurities.

Structure of this Thesis

The thesis is structured as follows.

- In chapter 1, we introduce and formalise the RG, before discussing the Anderson impurity model. We provide some key properties of the model and explain how it can be realised in experiment.

- In chapter 2, we introduce the NRG and explain how it is applied to the 2IAM. We then discuss in detail how it can be used to calculate static quantities, such as entropy, and dynamic quantities such as the 1- and 2-particle spectral densities.

- In chapter 3, we apply RPT to the 2IAM. We show how we can obtain renormalised parameters from the NRG, and go on to apply diagrammatic perturbation theory to derive various dynamic quantities and relations (such as our
definition of strong correlation and Wilson ratios).

- Chapter 4 is devoted to the study of emergent SU(4) symmetry in double quantum dot systems. We first establish correspondence between a double quantum dot model and the 2IAM, then go on to derive the conditions for this symmetry to emerge on the low energy scale. We investigate whether such emergence is possible in experimental setups and suggest a distinguishing feature of an SU(4) Kondo regime.

- In chapter 5, we study a quantum critical point that appears in the 2IAM, due to the Heisenberg coupling. We contrast the cases of particle-hole symmetry and asymmetry, and build a physical picture of the competing regimes, providing dynamic quantities as evidence. We move on to establish a correspondence to the two-channel Kondo model, which we exploit to build a Majorana Fermion description of the quantum critical point.
Chapter 1

Impurity Physics and the Anderson Model

We begin by introducing the RG, which is arguably the most important concept regarding emergent phenomena, and proceed to the definition of the Anderson model. We list some important properties of the model, such as the Friedel sum rule, and go on to describe how experiments are performed on these systems.

1.1 The Renormalisation Group

The RG provides a framework to investigate the behaviour of models on many energy scales. It is a set of transformations to be applied to the system Hamiltonian (or Lagrangian/Partition Function), which irreversibly map the ‘bare’ Hamiltonian to a new ‘renormalised’ Hamiltonian with modified coupling constants [43, 44, 45, 46]. Denoting the Hamiltonian $H(K)$, where $K$ is an array containing all the coupling constants, and $\mathcal{R}$ as the RG transformation, we have

$$\mathcal{R} : H(K) \mapsto H(K').$$

Under the RG, new coupling constants can emerge such that $|K| \neq |K'|$, reflecting the fact that at different energy scales one can obtain new types of interactions. Throughout this work, we will adopt the picture that $K$ contains all possible coupling constants, and in the bare Hamiltonian most elements of $K$ are zero. We hence formulate our discussions by assuming that the Hamiltonian contains an infinite number of different types of interactions, and all those not shown simply have
zero coupling; we will see in chapter 2 that this picture motivates accurate calculation of dynamic quantities.

The transformations $\mathcal{R}$ involve two key steps [47]. Firstly, we introduce a cut-off as in Poor Man’s scaling and integrate out the higher energy states of the system [48]; these tend to be short-range degrees of freedom with relatively fast dynamics, such that the new system contains longer-ranged and typically slower dynamics. The second stage of an RG transformation is to ensure that the density of degrees of freedom is preserved. This is accomplished by rescaling the system such that the original energy scale is restored.

If the transformation $\mathcal{R}_\Gamma$ belonging to the RG depends on a continuous parameter $\Gamma$ which is not explicitly present in the Hamiltonian, such as energy cut-off, then we may investigate changes in the renormalised systems with respect to $\Gamma$; since the coupling constants $K$ acquire $\Gamma$-dependence. We specialise to the case where $\Gamma$ is the cut-off as this is most relevant to the work presented. The trajectories generated in this way are examples of RG flow, and yield insight into how a system approaches different regimes as some scale changes. In our work we obtain the RG flow by sequential application of $\mathcal{R}_\Gamma$ on a bare Hamiltonian $H(K)$. This produces a set of Hamiltonians $S = \{H^N(K^N) \forall N \in \mathbb{N}\}$, where

$$H^N(K^N) = \mathcal{R}_\Gamma^N[H(K)], \quad (1.1.2)$$

and each $\mathcal{R}_\Gamma^N$ imposes a cut-off of $\Gamma^N$. We thus see that $S$ contains Hamiltonians whose energy scale decreases as a power law, and we can plot this scale against the renormalised couplings $K^N$ to obtain the RG flow. Generally, below some energy scale $\Gamma^M$, the Hamiltonian $H^*(K^*) := H^M(K^M)$ will become invariant under $\mathcal{R}_\Gamma$ and is said to describe a RG FP. Since the $\mathcal{R}_\Gamma$ integrates out short-range and higher energy degrees of freedom, the RG FP is invariant under scale transformations and describes the system on all energy scales below $\Gamma^M$, including $T = 0$. The second order quantum critical points of the system also exhibit scale invariance at $T = 0$ [49], as well as the divergence of some susceptibility [50]. In this work we identify quantum critical points as RG FPs with a susceptibility which diverges on successively lower energy scales.

The RG provides a very powerful mathematical apparatus which is used exten-
sively in studies of quantum impurities, allowing us to ‘discern the transmundane’ by understanding how our models behave far below the bare scale. Additionally, it provides quantitative insight into the new types of interaction vertices which emerge at different scales. The RG is central to our methods of understanding coupled Anderson impurities, and allows us to build a picture of the interactions and Hamiltonian structure at the low-energy FPs we encounter.

1.2 The Anderson Impurity Model

Although very successful in describing the Kondo effect, the s-d model assumes the presence of static spins which magnetically interact with a bath; this implies that the model does not permit the possibility of 2 electrons forming a local spinless state, and hence that the electron-electron repulsion is large. Furthermore, the s-d model does not permit the static spin (which is due to an electron) to be exchanged with the bath. In a real metal, both of these mechanisms should be permitted. The Anderson model [51] aims to incorporate these by tunnel-coupling electrons on an impurity site to the conduction bath, and also includes a Coulomb interaction local to the impurity. Unlike the s-d model, the Single Impurity Anderson Model (1IAM) is expressed entirely in terms of Dirac electron operators, and has the Hamiltonian

$$H_{1IAM} = \sum_k \epsilon_k c_{k\sigma}^\dagger c_{k\sigma} + \sum_k V_k \left[ c_{k\sigma}^\dagger d_{\sigma} + d_{\sigma}^\dagger c_{k\sigma} \right] + \sum_\sigma \epsilon_\sigma n_{\sigma\uparrow} n_{\sigma\downarrow} + U n_{\uparrow} n_{\downarrow}$$

(1.2.1)

where $d_{\sigma}^\dagger$ creates an electron of spin $\sigma$ on the impurity site and $n_\sigma = d_{\sigma}^\dagger d_{\sigma}$ is the local number operator. The impurity levels $\epsilon_\sigma$ denote the amount of energy required to populate the impurity with a single electron of spin $\sigma$ whilst the onsite Coulomb interaction $U$ denotes the amount of energy which must be supplied in addition to $\epsilon_\sigma$ to create a second electron on the impurity site. The hybridisation $V_k$ denotes the strength of the tunnel coupling between the impurity and the conduction band, whilst the hybridisation function

$$\Delta(\omega) = \pi \sum_k |V_k|^2 \delta(\omega - \epsilon_k)$$

(1.2.2)

entirely governs how the impurity system and bath interact. The 1IAM successfully reproduces the s-d model as in the low energy limit (for certain parameter regimes)

\[^1\text{We express all Hamiltonians throughout this work in units of the bandwidth } D \text{ so that a given Hamiltonian } H \text{ should be read as } H/D. \text{ For convenience we set } D = 1.\]
a local spin is formed, which is responsible for a Kondo effect. The relationship between these models is formalised by the Schrieffer–Wolff transformation [52], which shows that in the regime of small hybridisation and large on-site Coulomb repulsion, a localised magnetic moment is formed. This magnetic moment is Heisenberg-coupled to the bulk with strength $J = 4V^2/U$, and hence gives rise to the Kondo effect described by the s-d model.

We shall assume throughout this thesis that the model is isotropic, so that $\epsilon_k$ and $V_k$ depend only on $k = |k|$, and also that the conduction band spanned by $k$ ranges from $-D$ to $D$, where $D$ is termed the (half)bandwidth. This is motivated from Wilson’s NRG approach and ensures that the impurity system only couples to spherical s-waves. We further assume that all bulk electrons are equally likely to hop onto the impurity, so that $V_k = V$. Under these assumptions, the dispersion and hybridisation functions are constrained [53]. We take the hybridisation function to be constant,

$$\Delta(\omega) = \Delta = \frac{1}{2}\pi V^2,$$  

which implies linear dispersion [23, 53]. We will frequently refer to $\Delta$ throughout our work, as this sets the energy scale at which transitions between the RG FPs occur.

The behaviour of the 1IAM is well understood and easily accessible through many different formalisms [24, 25, 54, 55, 56]. The basic model behind our work in this thesis is the Two-Impurity Anderson Model (2IAM). We take two 1IAMs, labelled by $\alpha \in \{1, 2\}$, to have Hamiltonians

$$H_\alpha = \sum_k \epsilon_{\alpha k} c_{\alpha k}^\dagger c_{\alpha k} + \sum_k V_\alpha \left[ c_{\alpha k}^\dagger d_{\alpha \sigma} d_{\alpha \sigma}^\dagger + d_{\alpha \sigma}^\dagger c_{\alpha k} + \epsilon_{\alpha \sigma} d_{\alpha \sigma} d_{\alpha \sigma}^\dagger + U_\alpha n_{\alpha \uparrow} n_{\alpha \downarrow} \right],$$

where we have promoted the coupling constants to depend explicitly on $\alpha$, and introduce local inter-impurity interactions. The Coulomb interaction between each impurity is governed by the coupling constant $U_{12}$ and the corresponding Hamiltonian is given by

$$H_C = U_{12} \sum_{\sigma \sigma'} n_{1\sigma} n_{2\sigma'}.$$  
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Additionally, we define a local Heisenberg magnetic coupling $J$ between the impurities by

$$ H_M = 2JS_1 \cdot S_2, $$

where $S_\alpha$ denotes the total local spin of each impurity. We use the convention that $J > 0$ implies an antiferromagnetic coupling. Our Hamiltonian is thus given by

$$ H = H_1 + H_2 + H_C + H_M. $$

The two interactions preserve the number of electrons in each conduction bath, and as a result we have symmetry under two distinct U(1) transformations;

$$ \begin{cases} 
  c_{1k\sigma} \to e^{i\theta_1} c_{1k\sigma} \\
  d_{1\sigma} \to e^{-i\theta_1} d_{1\sigma}
\end{cases} \quad (1.2.8) $$

and

$$ \begin{cases} 
  c_{2k\sigma} \to e^{i\theta_2} c_{2k\sigma} \\
  d_{2\sigma} \to e^{-i\theta_2} d_{2\sigma}
\end{cases}, \quad (1.2.9) $$

resulting in a charge symmetry of U(1) $\times$ U(1). Throughout our work, we will make the assumption (unless specified otherwise) that there is no local magnetic field present on either impurity, so that the impurity levels $\epsilon_{\alpha\sigma} = \epsilon_\alpha$ are independent of spin. Therefore we also have symmetry under the spin group SU(2), so that we have a total symmetry of U(1) $\times$ U(1) $\times$ SU(2).

### 1.3 Local Density of States and the Friedel Sum Rule

We will often calculate the local density of states of the Anderson models, and relate its value at the Fermi level to the impurity occupation. This relationship follows from the Friedel sum rule [57, 58], and the Green functions corresponding to the model. The Friedel sum rule is derived by considering the impurity system as a perturbation to the non-interacting system, and proceeds by defining a phase shift $\eta_\alpha(\omega)$ at energy $\omega$, associated to impurity $\alpha$, which is due to the switching on of interactions. The definition of the phase relies on the scattering $T$-matrix, which maps the non-interacting Green function $G^{(0)}_\alpha(z)$ to the interacting Green function $G_\alpha(z)$ via

$$ G_\alpha(z) = G^{(0)}_\alpha(z) \left[ \mathbb{1} + T_\alpha(z)G^{(0)}_\alpha(z) \right], $$

where $T_\alpha(z)$ is the $T$-matrix. The phase is subsequently defined as

$$ \eta_\alpha(\omega) = \arg \left[ \det T_\alpha(\omega + i\delta^+) \right], \quad (1.3.2) $$
for $\delta^+ \to 0^+$. Using this definition of the phase, the Friedel sum rule derived in detail in [59], states that $\eta_\alpha(\omega)$ is related to the local density of states $\rho_\alpha(\omega)$ by

$$\rho_\alpha(\omega) = \frac{1}{\pi} \partial_\omega \eta_\alpha(\omega). \quad (1.3.3)$$

Integrating up to the Fermi level, we obtain a relationship between the impurity occupation $n_\alpha$ and phase;

$$n_\alpha = \int_{-\infty}^{\epsilon_F} d\omega \rho_\alpha(\omega) = \frac{\eta_\alpha(\epsilon_F)}{\pi}. \quad (1.3.4)$$

We provide formal definitions of the density of states in chapter 2, but from (1.3.4) we see the importance of phase; a phase shift has a neat physical interpretation as the change in local occupation. The Friedel sum rule is highly general; it simply assumes that one has a conduction bath which interacts with some impurity system. We are able to obtain a more specialised case of the Friedel sum rule, which is of direct relevance to our work, by calculating the phase shift corresponding to an Anderson impurity [60]. To pre-empt our discussion on RPT in chapter 3, we set the coupling constants of the quartic terms to zero. In this model the phase is given by

$$\eta_\alpha(\omega) = \frac{\pi}{2} - \arctan\left(\frac{\epsilon_\alpha - \omega}{\Delta_\alpha}\right) \quad (1.3.5)$$

per spin, and the local density of states at $T = 0$ is then

$$\rho_\alpha(\omega) = \frac{1}{\pi} \frac{\Delta_\alpha}{(\epsilon_\alpha - \omega)^2 + \Delta_\alpha^2}. \quad (1.3.6)$$

These results are derived in [59]. The Friedel sum rule then implies

$$n_\alpha = \frac{1}{2} - \frac{1}{\pi} \arctan\left(\frac{\epsilon_\alpha}{\Delta_\alpha}\right) \quad (1.3.7)$$

per spin, or equivalently

$$\rho_\alpha(0) = \frac{1}{\pi\Delta_\alpha} \sin^2\left(\frac{\pi}{2} n_\alpha\right). \quad (1.3.8)$$

This relation allows prediction of the value of the spectral density at the Fermi level given local occupation, which can be calculated from the renormalised parameters. It therefore provides a useful check for our results. Note that (1.3.8) is only valid if $U = J = U_{12} = 0$, but we shall see in chapter 3 that when interactions are present, and the low energy FP is a Fermi Liquid (FL), these relations generalise.
1.4 Particle-Hole Symmetry in the 2IAM

We adopt the conventional notation that particle states have an energy above the Fermi level (hole states vice versa) and seek to develop a model where particle and hole states are degenerate. Apart from the numerical gain due to the extra symmetry, the model in this regime is interesting because it permits a description in terms of only spin groups which map to a Majorana Fermion model. If \( H \), given in (1.2.7), is particle-hole (p-h) symmetric, then it is invariant under the transformation

\[
\begin{align*}
    c_{\alpha k \sigma} &\rightarrow c_{\alpha -k \sigma}^\dagger, \\
    d_{\alpha \sigma} &\rightarrow -d_{\alpha \sigma}^\dagger.
\end{align*}
\]

(1.4.1)

We see that the quantity \( n_{\alpha \sigma} \) is not invariant under this transformation. However, one can show that the term \((n_{\alpha} - 1)^2\) is invariant, where we denote \( n_{\alpha} = n_{\alpha \uparrow} + n_{\alpha \downarrow} \). This term can be made explicit in the Hamiltonian by ‘completing-the-square’ in terms of the \( n_{\alpha} \) operators. Noting our assumption of isotropy, we see that when \( U_{12} = 0 \), \( H \) is p-h symmetric if \( \epsilon_{\alpha} = -U_{\alpha}/2 \). When \( U_{12} \neq 0 \), we propose and easily check that the quantity \((n_1 - 1)(n_2 - 1)\) is invariant under (1.4.1). We rewrite \( H_C \) as

\[
H_C = U_{12} (n_1 - 1)(n_2 - 1) + U_{12} (n_1 + n_2) - U_{12}.
\]

(1.4.2)

The atomic Hamiltonian (which doesn’t include the trivially p-h symmetric bath electrons) now takes the form

\[
H_{\text{imp}} = \sum_{\alpha} \left[ \left( \epsilon_{\alpha} + \frac{U_{\alpha}}{2} + U_{12} \right) n_{\alpha} + \frac{U_{\alpha}}{2} (n_{\alpha} - 1)^2 - \frac{U_{\alpha}}{2} \right] + U_{12} (n_1 - 1)(n_2 - 1) - U_{12}.
\]

(1.4.3)

We have suppressed \( H_M \), since it interacts only in the spin channel, so does not play a role here. We see immediately that a new condition for p-h symmetry is obtained;

\[
\epsilon_{\alpha} = -\frac{U_{\alpha}}{2} - U_{12}.
\]

(1.4.4)

The p-h symmetric Hamiltonian maps to the same low energy FP for all \( U_{\alpha} \) and \( \Delta_{\alpha} \), in which there is a single (quasi)particle localised at each impurity site [59], such that \( \pi \Delta_{\alpha} \rho_{\alpha}(0) = 1 \). The symmetry of the charge degrees of freedom in the

\[\text{Note that we take } \epsilon_{\alpha - k} = -\epsilon_{\alpha k}, \text{ ensuring that energy remains positive when } k, \text{ which we will take as 1-dimensional, goes negative. Such assumptions are common in systems which can be reduced to 1 spatial dimension [61], and this is required by the conformal field theory approach to impurity problems, which requires linear dispersion [62].}\]
p-h symmetric 2IAM is enhanced from U(1) to SU(2) in each channel, so that the uncoupled model is invariant under SO(4)⊗SO(4), where SO(4) ∼= SU(2)⊗SU(2). This suggests that the model can be considered entirely in terms of spin and isospin; and provides a neat connection to a Majorana Fermion model which we discuss in chapter 5. Away from p-h symmetry, the low-energy behaviour is governed by a line of FPs (which are mapped back to the bare parameters). The spectral densities then develop a quasiparticle peak away from the Fermi level.

In our detailed discussion on SU(4) symmetry in chapter 4 we will make use of p-h symmetry, particularly for the half filled \( n = n_1 + n_2 = 2 \) model. The fact that the spectral density close to the Fermi level is fixed by p-h symmetry will be exploited by comparison to the p-h assymmetric SU(4) case which occurs in the quarter-filled model \( n = 1 \). Our comparison shines light on recent experimental and theoretical investigations of emergent SU(4) behaviour in the 2IAM. Meanwhile, in chapter 5, p-h symmetry is responsible for the emergence of 2-impurity Kondo physics from the 2IAM, which we compare to Majorana Fermion models and a BCFT approach. The notion that p-h symmetry restricts our low-energy FPs is used extensively throughout our work.

1.5 Anderson Systems in Experiment: Magnetic Impurities and Quantum Nanostructures

Over the last 6 decades, there have been many experiments on magnetic impurities embedded in metallic hosts. These experiments have yielded great insight into the single-spin Kondo effect, and also the multi-channel Kondo effect [63]. However, it has been experimentally difficult to study systems involving coupled impurities and impurities on a lattice. In the 1990s, with the advent of precise quantum dot engineering and quantum metamaterials, it became possible to exploit the Coulomb blockade and contain a controllable number of electrons in a quantum dot, whilst tunnel coupling them to an electron bath [64, 65, 66, 67, 68]. Such a system is a tunable implementation of the 1IAM. The subsequent experiments observed the Kondo effect [69, 3] and renewed interest in the field, particularly with regard to ‘exotic’ Kondo states and critical behaviour.

Conventional Quantum Dots (QDs) are crystalline semiconductor heterostructures
**Figure 1.1:** Gated QD Schema. The QD system is coupled, via tunnelling mechanisms to two baths of electrons, a source and a drain, with coefficients $\Delta_S$ and $\Delta_D$. The source and drain respectively have chemical potentials $\mu_S$ and $\mu_D$. The gate voltage is responsible for the application of a local electric field to the QD, and can continuously vary the local electrostatic energy, allowing one to vary $\epsilon$ with respect to $\mu_S$ and $\mu_D$.

where the dot material, with a lower bandedge than the bulk material, is constrained in all dimensions and permits the presence of a few isolated electrons [70]. Due to the quasi-zero-dimensional structure, electrons in the dot are localised (there is no dispersion). The use of QDs to design devices with precisely engineered properties is now widespread, and has been applied to laser [71, 72, 73], solar cell [74, 75], spintronic [76] and transistor [77] devices. The QD systems relevant to us are gated. Such structures are designed by creating a quasi-two-dimensional electron gas in a heterostructure consisting of semiconductor and metal layers, where confinement is achieved by means of electrodes.

To demonstrate the Kondo effect, a QD system where the localised dot states are tunnel-coupled to a bath is necessary [78, 79]. An experimentally accessible model is illustrated in figure 1.1, where the QD is tunnel-coupled to a source and drain bath of electrons, with respective chemical potentials of $\mu_S$ and $\mu_D$. The hybridisation widths are respectively denoted by $\Delta_S$ and $\Delta_D$. The current through the dot system (or its conductance) may be measured, and used to determine the properties of the many-body states present in the system [80]. At this point it is important to note that despite the presence of an electric field, and a current flowing through the dot, the local occupation can be very finely controlled thanks to the Coulomb blockade and applied gate voltage $V_g$. The potential for the system, shown in figure 1.2, illustrates that bulk electrons close to the QD are unlikely (at low temperatures) to be able to tunnel through unless they do so one at a time. This is the Coulomb blockade, due to the local Coulomb repulsion $U$ and the Pauli exclusion
Figure 1.2: A QD representation of the 1IAM. The black solid line represents the chemical potential, whilst the red and blue sections respectively illustrate the source and drain bulk. The dot is sufficiently small that it permits only 2 states, whose energies are represented by the dotted lines. The lowest allowed energy in the quantum dot is $\epsilon$, and the next highest (localised) state has energy $2\epsilon + U$.

principle. However, bulk electrons with higher energies could occupy the higher energy localised states in the QD, which is problematic if one wants to use a large source-drain voltage - this is where $V_g$ becomes important. Let us suppose that the voltage gate has a capacitance $C_g$. By varying $V_g$ one can induce a ‘continuous charge’ $q = C_g V_g$, which the QD seeks to cancel. Hence one can tune, very precisely, the number of electrons which are energetically favourable to remain in the QD [81]. In this way, unintentional processes involving undesired local occupancy in the QD can be eliminated.

Although this setup can restrict the number of electrons localised in the QD, it does not place any conditions on the spin. As a result, if there is a single electron local to the QD, the usual twofold spin degeneracy arises. The local spin is therefore able to undergo spin-flip processes, via virtual states such as that shown in figure 1.3, with no energy cost. These spin-flip processes are responsible for the development of a strongly correlated many-body state which leads to a narrow resonance in the local density of states at the Fermi level (the Kondo or Abrikosov-Suhl resonance) and gives rise to the Kondo effect [59]. To realise the Kondo effect in a QD system, we require equilibrium, such that $\mu_S = \mu_D$, and that there is a single,
well defined Fermi level around which the resonance forms. Away from equilibrium, the resonance splits into two, with a peak at the Fermi level of each bath [3]. The usual $S = \frac{1}{2}$ single-channel\textsuperscript{3} Kondo effect has been unambiguously observed in such QD systems [3, 69]. Furthermore, we see that the equilibrium QD system provides a simple realisation of the IAM; one has local dot electrons which are exchanged with a bath by means of tunnelling, and there is a local Coulomb interaction. It is therefore not surprising that on low energy scales, one observes the Kondo effect.

Double QD (DQD) systems can also be grown [82, 83], and these can be used to construct realisations of two-impurity Anderson systems, as depicted in figure 1.4. In this setup, each impurity is represented by a 2-level dot system as in figure 1.2 and tunnel-coupled to a source and drain lead. The material system must be engineered so that the desired interdot interactions are present. For example, to prevent interdot hopping, the material separating the dots should have a very high chemical potential, so that electron tunnelling is prohibited; the dot systems can be brought spatially close together to permit a Coulomb. We note that there are limitations on the extent to which one may choose the interdot interactions. The presence of a Heisenberg exchange is often accompanied by a hopping, as in [84]. If each source and drain is in equilibrium, so that $\mu_{Sa} = \mu_{Da}$, then the system is well represented by the usual IAM (we prove this in section 4.2). For our discussions we restrict

\textsuperscript{3}The condition of equilibrium introduces a degeneracy between the source and drain leads, and this can be exploited to obtain the IAM.
Figure 1.4: Schema of a DQD. Two QDs are grown close to each other, and coupled to their own source and drain baths. The material between the local QDs, and the distance between them, determines any interdot interactions which might take place.

the system to be in equilibrium, since there are numerical difficulties in extending this approach to the non-equilibrium case (4 channels are required). Similar setups have been used to investigate quantum phase transitions [85] and emergent exotic Kondo states, such as the SU(4) Kondo effect [85, 86]. In chapter 4 we discuss recent developments in the experimental observation of the SU(4) Kondo effect which have taken place for this kind of DQD system.
Chapter 2

Numerical Renormalisation Group Calculations

The NRG provides non-perturbative insight into the behaviour of quantum impurity systems over all energy scales below the bare. The use of the NRG to solve the Kondo problem marked a milestone in condensed matter physics; Wilson had introduced the RG to the field, and his numerical method could, at least in principle, be applied to any interacting system hybridised to a non-interacting electron bath. Initially it was used just to calculate static thermodynamic quantities, but it has been generalised to calculate dynamic quantities and renormalised parameters. We formulate the NRG for the 2IAM and explain in detail our calculations of static and dynamic quantities.

2.1 Construction of the NRG for the 2IAM

Our model of interest is the 2IAM where there is a capacitive coupling $U_{12}$ and magnetic Heisenberg coupled $J$ between the impurities,

$$H = \sum_{\alpha k} \epsilon_{\alpha k} c_{\alpha k \sigma}^\dagger c_{\alpha k \sigma} + \sum_{\alpha k} V_\alpha \left[ c_{\alpha k \sigma}^\dagger d_{\alpha \sigma} + d_{\alpha \sigma}^\dagger c_{\alpha k \sigma} \right] + \sum_{\alpha} \epsilon_{\alpha} d_{\alpha \sigma}^\dagger d_{\alpha \sigma}$$

$$+ \sum_{\alpha} U_{\alpha} n_{\alpha \uparrow} n_{\alpha \downarrow} + U_{12} \sum_{\sigma \sigma'} n_{1 \sigma} n_{2 \sigma'} + 2JS_1 \cdot S_2$$

(2.1.1)

where $U_{\alpha}$, $\epsilon_{\alpha}$ and $V_\alpha$ are respectively the local Coulomb, level and hybridisation coupling constants for the impurity/channel labelled by $\alpha \in \{1, 2\}$. Each impurity system in the 2IAM may be mapped to an interacting 2-body site coupled to a semi-infinite chain of non-interacting 2-body sites. The interacting site contains a local Coulomb interaction, but electrons on the chain may only hop between adjacent
sites. We provide an outline of this prolonged mapping, with a pictorial representation in figure 2.1, but the details are widely available (for example, see [23] or [24]). The crucial starting point of the NRG is to perform a logarithmic discretisation of $k$-space, which spans $[-1, 1]$. The wavevector $k$ is defined by $k = \epsilon/D$. We take a parameter $\Lambda > 1$, and let the $n$th interval of $k$-space span $[\Lambda^{-(n+1)}, \Lambda^{-n}]$ as in figure 2.1a. In each region of $k$-space we build, by means of a Fourier expansion, a complete set of orthonormal functions $\psi_{np}^\pm(k)$ where $p \geq 0$ and $n = 0, 1, 2 \ldots p$.

We then expand the original electron operators $c_{\alpha k\sigma}$ in the basis spanned by these functions (as a Bogoliubov transformation) to obtain two new species of independent electron operators; $a_{\alpha np\sigma}$ and $b_{\alpha np\sigma}$. The impurity $\alpha$ is manifestly coupled only to $a_{\alpha n0\sigma}$ and $b_{\alpha n0\sigma}$, but these themselves are coupled to higher $p$ operators. However, for $\Lambda \approx 1$ this coupling is weak, and we neglect higher $p$ contributions to our Hamiltonian. Under this approximation, only interactions between the impurity and bulk s-waves are considered, as in figure 2.1b. Finally, using a unitary transformation, we construct new Fermionic operators $c_{\alpha n\sigma}$ from $a_{\alpha np\sigma}$ and $b_{\alpha np\sigma}$ such that our discrete approximation to (2.1.1) is

$$H = \sum_\alpha \sum_{n=0}^\infty \xi_n \Lambda^{-n/2} \left[ c_{\alpha n\sigma}^\dagger c_{\alpha(n+1)\sigma} + c_{\alpha(n+1)\sigma}^\dagger c_{\alpha n\sigma} \right] + \sum_\alpha V_\alpha \left[ c_{\alpha 0\sigma}^\dagger d_{\alpha\sigma} + d_{\alpha\sigma}^\dagger c_{\alpha 0\sigma} \right]$$

$$+ \sum_\alpha \epsilon_\alpha d_{\alpha\sigma}^\dagger d_{\alpha\sigma} + \sum_{\sigma\sigma'} U_{\alpha n\sigma n_{\alpha'}} + U_{12} \sum_{\sigma\sigma'} \sum_{n_{1\sigma}} n_{1\sigma} n_{2\sigma'} + 2JS_1 \cdot S_2$$

(2.1.2)

where the Wilson coefficients $\xi_n$ are defined by

$$\xi_n = \frac{(1 + \Lambda^{-1})(1 - \Lambda^{-n-1})}{2\sqrt{(1 - \Lambda^{-2n-1})(1 - \Lambda^{-2n-3})}}.$$  

(2.1.3)

and the index $n \geq 0$ label sites on a tight-binding chain of non-interacting electrons. This representation is illustrated in figure 2.2. $n = 0$ corresponds to the non-interacting conduction site adjacent to the impurity. Although seemingly abstract, there is a physical interpretation of this non-exact mapping. The many-body states represented by $c_{\alpha n\sigma}^\dagger$ can be thought of as being somewhat localised to the impurity. In this picture, the state $c_{\alpha 0\sigma}^\dagger$ is formed of conduction electrons which are the most localised to the impurity, and the ‘degree of localisation’ decreases (as a power law) down the chain. This chain representation allows us to simply build a basis in which to solve the Hamiltonian. It is also important to note that the hopping amplitude between sequential sites on the linear chain falls off as a power law for large $n$. Consequently, a good approximation for the Hamiltonian is to solve the system for
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Figure 2.1: Representation of the mapping from the continuous Anderson model to the discrete linear chain. For simplicity, we illustrate the mapping for the 1IAM, but the same arguments apply to the 2IAM. In a) we discretise the conduction band into logarithmic intervals centered on the Fermi level. These intervals are each expanded into Fermionic $S$, $P$, $D$ etc. Fourier modes and in b) we claim that only the $S$ waves interact with the impurity. In c) we represent this picture as a linear chain.
a finite number of sites on the chain [24]. To formulate an RG treatment of this model, we define

\[
H_0 = \Lambda^{-1/2} \sum_\alpha \left[ \epsilon_\alpha d_\alpha^\dagger d_\alpha + V_\alpha \left[ c_{\alpha\sigma}^\dagger c_{\alpha\sigma} + d_{\alpha\sigma}^\dagger d_{\alpha\sigma} \right] + U_\alpha n_{\alpha\uparrow} n_{\alpha\downarrow} \right] + \Lambda^{-1/2} U_{12} \sum_{\sigma\sigma'} n_{1\sigma} n_{2\sigma'} + 2\Lambda^{-1/2} J S_1 \cdot S_2
\]

and set up the iteration scheme

\[
H_{N+1} = \Lambda^{1/2} H_N + \sum_\alpha \xi_N \left[ c_{\alpha N\sigma}^\dagger c_{\alpha(N+1)\sigma} + c_{\alpha(N+1)\sigma}^\dagger c_{\alpha N\sigma} \right].
\]

With the imposition of an energy cutoff, the mapping \( R : H_N \mapsto H_{N+1} \) defined by (2.1.5) belongs to the RG. We see that

\[
H = \lim_{N \to \infty} \Lambda^{-(N-1)/2} H_N,
\]

implying that if our bare energy scale is \( D \), then after \( N \) iterations the remaining energy levels exist on a scale \( \Lambda^{-(N-1)/2} D \). The setup of the iteration scheme and the scaling of the energy levels is depicted in figure 2.3. The NRG therefore consists of iterating transformation (2.1.5) until a stable FP, describing the \( T = 0 \) behaviour of the model, is reached (when \( H_{N+2} = H_N \)). The transformation is implemented by supposing we have two \( N \) site Wilson chains forming a system denoted by \( H_N \); we then couple the ends of the chain to two new sites and calculate the resulting Hilbert space.

An important point is that \( R \) adds a single site to each chain. When the chain length is odd, the vacuum (half-filled chain) will consist of an odd number of electrons and is thus degenerate due to spin. The even \( N \) vacuum is usually not degenerate. This leads to even-odd oscillations in the RG flow. The useful transformation is in fact \( R^2 : H_N \mapsto H_{N+2} \), and we generally calculate our quantities using only even \( N \). There are a number of approaches to averaging over the oscillations, and for a more detailed discussion see [23].

Figure 2.2: Linear chain representation of the 2IAM.
Figure 2.3: Schema of the NRG as applied to the 2IAM. The bare Hamiltonian is approximated by $\Lambda^{-(N-1)/2} H_N$ as $N$ is increased. The transformation $\mathcal{R} : H_N \mapsto H_{N+1}$ generates new levels in the Hilbert space, the successive truncation of which leads to a power law reduction in the NRG levels as $N$ increases. The initial Hamiltonian $H_0$ describes the local impurity system and the hybridisation to the conduction sites, whilst the Hamiltonians $H_1, H_2$ etc successively add a single site to each chain.
2.2 Iterative Diagonalisation

The process of building the new eigenspace $H_{N+1}$ from an old eigenspace $H_N$ is termed iterative diagonalisation. The first stage is to define a new basis which spans $H_{N+1}$. It is most convenient to use the eigenstates of $H_N$ in these definitions so that iteration is permitted. For computational efficiency, the states must be labelled by as many quantum numbers as possible. Our Hamiltonian (2.1.2) does not permit the transfer of charge between the impurities or channels, and therefore is invariant under $U(1) \otimes U(1)$. Additionally, the absence of a magnetic field implies an $SU(2)$ spin degeneracy. We thus denote the eigenstates of $H_N$ by $|Q_1, Q_2, S, S_z, r; N\rangle$, where $Q_\alpha$ labels the charge in channel $\alpha$ (with respect to the half-filled chain), $S$ is the total spin, $S_z$ is the spin projection onto the $z$-axis, and $r$ labels the states contained in the $\{Q_1, Q_2, S, S_z\}$ sector. Each new site, labelled by $N$, on the chain $\alpha$ permits four states: $|0; N\rangle_{\alpha}, |\uparrow; N\rangle_{\alpha}, |\downarrow; N\rangle_{\alpha}$ and $|\uparrow\downarrow; N\rangle_{\alpha}$. $H_{N+1}$ is thus spanned by

$$\left\{ |Q_1, Q_2, S, S_z, r; N\rangle \right\}_\alpha \bigotimes \left\{ |0; N+1\rangle_{\alpha}, |\uparrow; N+1\rangle_{\alpha}, |\downarrow; N+1\rangle_{\alpha}, |\uparrow\downarrow; N+1\rangle_{\alpha} \right\}.$$  

The states for the sites being added and those of $H_N$ are spinful, so we must combine the angular momenta according to the usual rules. For combining three angular momentum vectors, we are free to first combine any two, and then combine the result with the third angular momentum [87, 88]. We choose to first combine the previous eigenstates to the channel 2 new site basis states. We define the basis
states, labelled as $|Q_1, Q_2, S, S_z, r, i; N\rangle$, for the intermediate system as

$$|Q_1, Q_2, S, S_z, r, 0; N\rangle = |0; N + 1\rangle_2 |Q_1, Q_2 + 1, S, S_z, r; N\rangle$$

$$|Q_1, Q_2, S, S_z, r, 1; N\rangle$$

$$= |\uparrow; N + 1\rangle_2 |Q_1, Q_2, S - 1/2, S_z - 1/2, r; N\rangle \langle S - 1/2, S_z - 1/2; 1/2, 1/2|S, S_z\rangle$$

$$+ |\downarrow; N + 1\rangle_2 |Q_1, Q_2, S - 1/2, S_z + 1/2, r; N\rangle \langle S - 1/2, S_z + 1/2; 1/2, -1/2|S, S_z\rangle$$

$$|Q_1, Q_2, S, S_z, r, 2; N\rangle$$

$$= |\uparrow; N + 1\rangle_2 |Q_1, Q_2, S + 1/2, S_z - 1/2, r; N\rangle \langle S + 1/2, S_z - 1/2; 1/2, 1/2|S, S_z\rangle$$

$$+ |\downarrow; N + 1\rangle_2 |Q_1, Q_2, S + 1/2, S_z + 1/2, r; N\rangle \langle S + 1/2, S_z + 1/2; 1/2, -1/2|S, S_z\rangle$$

$$|Q_1, Q_2, S, S_z, r, 3; N\rangle = |\uparrow\downarrow; N + 1\rangle_2 |Q_1, Q_2 - 1, S, S_z, r; N\rangle$$

(2.2.2)

where we introduce an index $i \in \{0, 1, 2, 3\}$ which labels the basis states. We go on to couple the intermediate system basis state-space with the channel 1 single site states to obtain a full basis space for $H_{N+1}$. The basis states are labelled by $|Q_1, Q_2, S, S_z, r, i, j; N\rangle$ and are calculated as

$$|Q_1, Q_2, S, S_z, r, i, 0; N\rangle = |0; N + 1\rangle_1 |Q_1 + 1, Q_2, S, S_z, r, i; N\rangle$$

$$|Q_1, Q_2, S, S_z, r, i, 1; N\rangle$$

$$= |\uparrow; N + 1\rangle_1 |Q_1, Q_2, S - 1/2, S_z - 1/2, r, i; N\rangle \langle S - 1/2, S_z - 1/2; 1/2, 1/2|S, S_z\rangle$$

$$+ |\downarrow; N + 1\rangle_1 |Q_1, Q_2, S - 1/2, S_z + 1/2, r, i; N\rangle \langle S - 1/2, S_z + 1/2; 1/2, -1/2|S, S_z\rangle$$

$$|Q_1, Q_2, S, S_z, r, i, 2; N\rangle$$

$$= |\uparrow; N + 1\rangle_1 |Q_1, Q_2, S + 1/2, S_z - 1/2, r, i; N\rangle \langle S + 1/2, S_z - 1/2; 1/2, 1/2|S, S_z\rangle$$

$$+ |\downarrow; N + 1\rangle_1 |Q_1, Q_2, S + 1/2, S_z + 1/2, r, i; N\rangle \langle S + 1/2, S_z + 1/2; 1/2, -1/2|S, S_z\rangle$$

$$|Q_1, Q_2, S, S_z, r, i, 3; N\rangle = |\uparrow\downarrow; N + 1\rangle_1 |Q_1 - 1, Q_2, S, S_z, r, i; N\rangle$$

(2.2.3)

with $j \in \{0, 1, 2, 3\}$. These basis states are abbreviated as $|i, j\rangle$ below, unless the suppressed quantum numbers are required. It is important to note that the basis state
|2, 1⟩ does not exist if \( S = 0 \), since the Clebsch-Gordan coefficients disallow it. To compute the eigenspace of \( H_{N+1} \), we require the matrix elements \( \langle i', j' | H_{N+1} | i, j \rangle \).

We note that

\[
H_N |Q_1, Q_2, S, S_z, r, i, j; N⟩ = E_{Q_1, Q_2, S, S_z, r}(N) |Q_1, Q_2, S, S_z, r, i, j; N⟩
\]  (2.2.4)

where the scaled energies \( E_{Q_1, Q_2, S, S_z, r}(N) \) are defined by

\[
H_N |Q_1, Q_2, S, S_z, r; N⟩ = E_{Q_1, Q_2, S, S_z, r}(N) |Q_1, Q_2, S, S_z, r; N⟩. \quad (2.2.5)
\]

It follows that, in our defined basis, the diagonal elements of \( H_{N+1} \) are simply given by

\[
\langle Q_1, Q_2, S, S_z, r, i, j; N | H_{N+1} | Q_1, Q_2, S, S_z, r, i, j; N⟩ = \Lambda^{1/2} E_{Q_1, Q_2, S, S_z, r}(N). \quad (2.2.6)
\]

The off-diagonal matrix elements are more complicated; they are given by \( \langle i', j' | H' | i, j \rangle \) where

\[
H' = \xi N \sum_{\alpha} c_{\alpha N}^\dagger c_{\alpha (N+1)}
\]  (2.2.7)

and we compute only half the elements of the Hamiltonian, and then symmetrise it, for the sake of efficiency. It thus follows that the off-diagonal components depend on the matrix elements

\[
\langle Q_1', Q_2', S', S_z', r'; N | c_{\alpha N}^\dagger | Q_1, Q_2, S, S_z, r; N⟩. \quad (2.2.8)
\]

At this point, we make use of the \( S_z \) degeneracy (due to the SU(2) symmetry) to write the matrix elements as ‘reduced’ matrix elements, which carry only an \( S \) label. This substantially reduces the number of matrices which require diagonalisation and is achieved through application of the Wigner-Eckart theorem;

\[
\langle Q_1', Q_2', S', S_z', r'; N | c_{\alpha N}^\dagger | Q_1, Q_2, S, S_z, r; N⟩ = \langle S, S_z; 1/2, \sigma | S', S_z' \rangle \langle Q_1', Q_2', S', r'; N || c_{\alpha N} || Q_1, Q_2, S, r; N⟩. \quad (2.2.9)
\]

The reduced eigenstates are simply a sum over a reduced basis,

\[
| Q_1, Q_2, S, r; N⟩ = \sum_{p, i, j} U_{Q_1, Q_2} S (r; p, i, j; N) | Q_1, Q_2, S, p, i, j; N - 1⟩ \quad (2.2.10)
\]

\(^2\)Although notationally clunky, we write the scaled energies as a function of \( N \) to make explicit that these energies form an RG flow.
where the label \( p \) is summed over all states in the \( H_{N-1} \) system. The entries in the eigenvectors, given by \( U_{Q_1Q_2S} (r; p, i, j; N) \) are used to compute the off-diagonal matrix elements. Each matrix element \( \langle i', j' | H' | i, j \rangle \) can be written as a Clebsch-Gordon coefficient multiplied by a reduced matrix element. The allowed reduced matrix elements, which are

\[
\begin{align*}
&\langle Q_1 + 1, Q_2 + 1, S, r'; N | c_1 \dagger | Q_1, Q_2 + 1, S - \frac{1}{2}, r; N \rangle , \\
&\langle Q_1 + 1, Q_2 + 1, S, r'; N | c_1 \dagger | Q_1, Q_2 + 1, S + \frac{1}{2}, r; N \rangle , \\
&\langle Q_1 + 1, Q_2 + 1, S, r'; N | c_2 \dagger | Q_1 + 1, Q_2, S - \frac{1}{2}, r; N \rangle , \\
&\langle Q_1 + 1, Q_2 + 1, S, r'; N | c_2 \dagger | Q_1 + 1, Q_2, S + \frac{1}{2}, r; N \rangle ,
\end{align*}
\]

may be calculated using the values of \( U_{Q_1Q_2S} (r; p, i, j; N) \). We discuss the details of our approach to iterative diagonalisation in appendix B. We efficiently construct the Hamiltonians in a method that scales as \( O(N^3) \). When the reduced matrix elements are expanded in terms of \( U_{Q_1Q_2S} (r; p, i, j; N) \), the resultant expression is representable as the sum of matrix products.

It is important to exploit this fact, as there are multiple available algorithms which use cache locality to multiply matrices; this results in very significantly improved calculation speeds. The basic premise is that when the CPU loads its cache from the RAM, the loaded data will all be used in the following series of calculations. This means that the total number of times the CPU cache needs to be refreshed is reduced. By arranging the matrix data in the RAM in a particular order corresponding to the multiplication algorithm, so that the algorithm requires data from the RAM which is adjacent to each other (spatial locality), we can ensure that the cache loads only useful data for the calculations the CPU is being instructed to complete. This dramatically increases the rate of execution.

The Hamiltonians are diagonalised using an open-source library (Eigen) and for efficiency we exploit the fact that they are self-adjoint. The eigenvectors for a Hamiltonian block labelled by \( Q_1, Q_2 \) and \( S \) replace the values of \( U_{Q_1Q_2S} (r; p, i, j; N) \), which are stored from the previous iteration.

The truncation routine then sorts all of the energies and determines the cut-off (if the algorithm retains \( N_S \) states at each iteration, then the cut-off is the \( N_S^{th} \) highest energy). The states below the cut-off are used to compute the basis in the
next iteration, but the states above are used to compute the matrix elements in that iteration; hence they are not completely discarded until then.

This procedure forms our NRG program for the 2IAM. It has been found empirically that in order to obtain a good approximation to the FP, one must use a larger value of $\Lambda$ (typically $\Lambda \sim 6$) and retain many more states at each iteration compared to the single channel model [28, 89, 23]. It is surprising that the NRG approach works for these large values of $\Lambda$, but it does appear to, and good agreement with lower $\Lambda$ NRG and BCFT results has been found. We take $\Lambda = 6$ and retain $N_S = 4000$ for all our 2IAM NRG calculations, unless otherwise specified.

Our NRG is validated by setting $U_{12} = J = 0$ and enforcing channel symmetry. In this case the RG flow should converge on a stable FP whose levels are described by the single impurity Anderson model\(^3\), and this is shown in figure 2.4.

### 2.3 Calculation of Static Thermodynamic Quantities

The NRG as presented offers only the low-lying energy levels of the system. The levels themselves show the FL (or more unusual) nature of the FPs of the 2IAM, but offer little insight into how physical quantities such as the spin susceptibility and entropy vary with respect to $T$. As we increase $N$, we explore energies of $H$ on a decreasing energy scale (see figure 2.3). We can therefore think of an increase in $N$ as a decrease in $T$. We explain this as follows. The Hamiltonian $H_N$ defined by (2.1.5) typically has eigenvalues of the order $\lim_{N \to \infty} \xi_N = (1 + \Lambda^{-1})/2$, and contributes unscaled eigenvalues of the order $\Lambda^{-(N-1)/2}$ to the spectrum of $H$ (one can see this from (2.1.6)). For an iteration $N$, we thus rewrite the Boltzmann factor $\exp \left( -\beta H \right)$, where $\beta = 1/T$, as $\exp \left( -\tilde{\beta} H_N \right)$ in which $\tilde{\beta}$ encapsulates a temperature scaled by the aforementioned factors. When we compute the trace of $\exp \left( -\tilde{\beta} H_N \right)$, the only significant terms are those for which $\tilde{\beta} E_{Q_1, Q_2, S, r} (N)$ is of order 1 (or below). This is the case for a characteristic temperature $T_N$, defined by

$$T_N = \frac{1}{2} \left( 1 + \frac{1}{\Lambda} \right) \Lambda^{-(N-1)/2} \tilde{\beta}^{-1}$$ \hspace{1cm} (2.3.1)

\(^3\)If the single impurity Anderson model has a Hilbert space $\mathcal{H}_1$ then the 2IAM with these properties will have the Hilbert space $\mathcal{H}_2 = \mathcal{H}_1 \otimes \mathcal{H}_1$.\hspace{1cm}
Figure 2.4: The RG flow of the lowest distinct energy eigenvalues of the 1IAM and 2IAM, whose Hilbert spaces are respectively denoted $\mathcal{H}_1$ and $\mathcal{H}_2$. The coupling constants in both models are equal, and all inter-impurity interactions in the 2IAM are switched off. We expect $\mathcal{H}_2 = \mathcal{H}_1 \otimes \mathcal{H}_1$, which holds at the stable FL RG FP (for $N > 32$). The RG flow for the models pass by the same 3 FPs, but the levels are different. This does not imply the models are different, just that the RG flows take different trajectories. The NRG parameters are $\epsilon = -0.0005$, $U = 0.001$, $V = 0.004$, $\Lambda = 6.0$ and $N_S = 4000$. 
where $\bar{\beta} \sim 1$ (we take $\bar{\beta} = 1.04$). By exploiting this, we can calculate the thermodynamic properties of the impurity over all temperature scales reached in the NRG iteration. A more detailed discussion of these arguments is presented in [23]. The entropy and uniform spin susceptibility of the entire system, $S^{\text{tot}}(T)$ and $\chi^{\text{tot}}(T)$ respectively, are defined by

\[
S^{\text{tot}}(T) = \beta \langle H \rangle + \ln (Z),
\]

\[
\chi^{\text{tot}}(T) = \beta \left[ \langle S_z^2 \rangle - \langle S_z \rangle^2 \right],
\]

whilst the thermal trace $\langle \mathcal{O} \rangle$ is

\[
\langle \mathcal{O} \rangle = \frac{1}{Z} \text{Tr} \left( e^{-\beta H} \mathcal{O} \right). \tag{2.3.4}
\]

The partition function is given by $Z = \text{Tr} (e^{-\beta H})$. The impurity contribution to these quantities is

\[
S(T) = S^{\text{tot}}(T) - S^0(T) \tag{2.3.5}
\]

and

\[
\chi(T) = \chi^{\text{tot}}(T) - \chi^0(T), \tag{2.3.6}
\]

respectively, where the superscript ‘0’ denotes that the quantity corresponds to the free tight-binding chain without the impurity present. This definition of the thermodynamic quantities was introduced in [21]. For a given NRG iteration $N$, we approximate the thermal trace as

\[
\langle \mathcal{O} \rangle_N \simeq \frac{1}{Z^N} \sum_{Q_1,Q_2,S} \sum_{r} (2S + 1) e^{-\bar{\beta}E_{Q_1,Q_2,S,r}(N)} \langle Q_1,Q_2,S,r; N | \mathcal{O} | Q_1,Q_2,S,r; N \rangle \tag{2.3.7}
\]

where we sum over reduced eigenstates and account for the spin degeneracy. $Z_N$ is the partition function at temperature $T_N$, and given by

\[
Z_N = \sum_{Q_1,Q_2,S} \sum_{r} (2S + 1) e^{-\bar{\beta}E_{Q_1,Q_2,S,r}(N)}. \tag{2.3.8}
\]

It follows that the thermodynamic quantities corresponding to the entire system $H$ can be calculated for all temperatures below the bare energy scale. The impurity contribution to $S(T)$ and $\chi(T)$ is determined by calculating these quantities for the ‘no-impurity’ Hamiltonian

\[
H_N^{0} = \sum_{n=0}^{N-1} \xi_n \Lambda^{(N-n-1)/2} \left[ c_{\alpha n\sigma}^\dagger c_{\alpha(n+1)\sigma} + c_{\alpha(n+1)\sigma}^\dagger c_{\alpha n\sigma} \right]. \tag{2.3.9}
\]
and subtracting them from the total quantities. The thermodynamic quantities of this quadratic Hamiltonian are calculated in appendix C, where we specialise to the case $N$ even and transform $H_N^0$ to have the form

$$H_N^0 = \sum_\alpha \eta_0^\alpha p_{\alpha \alpha}^\dagger p_{\alpha \alpha} + \sum_\alpha \sum_{n=1}^{N/2} \eta_n^\alpha p_{\alpha \alpha}^\dagger p_{\alpha \alpha} + h_{\alpha \alpha}^\dagger h_{\alpha \alpha}. \quad (2.3.10)$$

The single particle energies are denoted $\eta_n^E$, $n \geq 0$ and are equal for particle and hole excitations in channel $\alpha$ created respectively by $p_{\alpha \alpha}^\dagger$ and $h_{\alpha \alpha}^\dagger$. This is due to the p-h symmetry of the bulk. We derive the partition function of the conduction system as

$$\ln(Z_N^0) = 4 \ln \left(1 + e^{-\beta \eta_0^E}\right) + 8 \sum_{n=1}^{N/2} \ln \left(1 + e^{-\beta \eta_n^E}\right), \quad (2.3.11)$$

while we obtain the traces

$$\langle\langle H\rangle\rangle_N^0 = 4 \frac{\eta_0^E e^{-\beta \eta_0^E}}{\left(1 + e^{-\beta \eta_0^E}\right)} + 8 \sum_{n=1}^{N/2} \frac{\eta_n^E e^{-\beta \eta_n^E}}{\left(1 + e^{-\beta \eta_n^E}\right)}, \quad (2.3.12)$$

and

$$\langle\langle S_z^2\rangle\rangle_N^0 = \frac{e^{-\beta \eta_0^E}}{\left(1 + e^{-\beta \eta_0^E}\right)^2} + 2 \sum_{n=1}^{N/2} \frac{e^{-\beta \eta_n^E}}{\left(1 + e^{-\beta \eta_n^E}\right)^2}. \quad (2.3.13)$$

The trace over $S_z$ vanishes when there is no magnetic field. We are thus able to compute $S^0(T_N)$ and $\chi^0(T_N)$ for any even $N$, and it follows that we are able to compute the impurity contributions $S(T)$ and $\chi(T)$ over all the energy scales reached by the NRG. As with the iterative diagonalisation routines, we validate our approach by studying the 2IAM with no inter-impurity coupling; the results for $S(T)$ and $\chi(T)$ are shown in figure 2.5. Using the Boltzmann entropy $S = \ln(\Omega)$, where $\Omega$ is the multiplicity of the system, we see that at high temperatures, the impurity system contributes 16 states to the total Hilbert space. This is due to each impurity site permitting the usual four states. However, as the temperature is lowered $U$ becomes relatively large compared to the energy scale of the system, and the states $|0\rangle$ and $|\uparrow\downarrow\rangle$ (recall that these are degenerate for p-h symmetry) become unfavourable. These degrees of freedom are frozen out and each impurity becomes occupied by a single electron with spin degeneracy. The presence of a single electron is responsible for the emergence of a local moment FL regime in each impurity system, contributing 4 states. As $T$ is further decreased, the local moment forms a tightly bound singlet with the adjacent s-waves (represented by
Figure 2.5: The entropy contribution $S(T)$ made by the impurity to the system of two uncoupled Anderson impurities as a function of temperature $T$. The inset shows the contributed uniform spin susceptibility $\chi(T)$. The NRG parameters are $\epsilon = -0.0005$, $U = 0.001$, $V = 0.004$, $\Lambda = 6.0$ and $N_S = 4000$. 
the first conduction site on the tight-binding chain), and becomes screened. In this FL regime the impurities are in a many-body singlet with the s-waves, and hence only contribute 1 state so that \( S(T) = 0 \). \( \chi(T) \) varies accordingly as the system transitions between the FPs, in agreement with [24]. Our results agree with the established underlying physical picture of the 1IAM, and confirm our calculations.

2.4 Calculation of Dynamic Quantities

Originally, the NRG was used to just calculate static properties of the impurity system. In attempting to understand the process of excitation of a localised electron to the bulk via x-ray absorption, the NRG was generalised to calculate dynamic quantities [90]. Over the following two decades, the method evolved into what is now referred to as the ‘conventional’ method for calculation of dynamic response functions using the NRG [33, 34, 91, 31]. We outline our definitions, and the NRG calculations required, and will proceed to describe the conventional method, before expanding on the more sophisticated methods we use.

2.4.1 Green Function, Spectral Density and Susceptibility Definitions

All the dynamic quantities we calculate are related to the retarded Green function,

\[
G_{AB}(t - t') = -i\Theta(t - t') \langle\langle A(t), B(t') \rangle\rangle
\]

(2.4.1)

where we set \( t' = 0 \), and \( A \) and \( B \) are either Bosonic or Fermionic operators. The algebra is defined as \( [A, B]_s = AB - sBA \), \( s = 1 \) if \( A \) and \( B \) are Fermionic, and \( s = -1 \) otherwise. We interpret \( G_{AB}(t) \) as follows. At time \( t' = 0 \), the operator \( B \) acts on the vacuum to create some initial state, and at time \( t \), \( A \) acts on this to create a final state (or vice versa). \( G_{AB}(t) \) is the propagator between the initial and final states.

We are interested in the system response to some field which provides energy \( \omega \), and we thus perform a Laplace transformation to express (2.4.1) as

\[
G_{AB}(z) = -i \int_0^\infty dt \ e^{zt} \ Tr \left( \frac{e^{-\beta H}}{Z} [A(t), B]_s \right)
\]

(2.4.2)

where \( \text{Re}[z] = \omega \). Our correlation function between operators \( A \) and \( B \) is given by

\[
\langle\langle A; B \rangle\rangle(\omega) = -\frac{1}{\pi} \lim_{\delta \to 0^+} G_{AB}(\omega + i\delta),
\]

(2.4.3)
and the imaginary part of this is the spectral density, $\rho_{AB}(\omega) = \text{Im} \langle A; B \rangle (\omega)$.

We now define the dynamic quantities we use throughout our investigations of the 2IAM. The local density of states\(^4\) on impurity $\alpha$ is defined by

$$\rho_\alpha(\omega) = \text{Im} \langle \langle d_{\alpha\sigma}^\dagger d_{\alpha\sigma} \rangle \rangle (\omega)$$

and measures the amount of energy required to add (or remove) an electron to (or from) the impurity. Note that we assume that no magnetic field is present so $\sigma$ may take any value without changing $\rho_\alpha$. The 1-particle local spectral density on the first conduction site in channel $\alpha$ is denoted

$$\rho_C^\alpha(\omega) = \text{Im} \langle \langle c_{0\sigma}^\dagger c_{0\sigma} \rangle \rangle (\omega).$$

We define the transverse spin susceptibility between impurities $\alpha$ and $\beta$ as

$$\chi_{\alpha\beta}(\omega) = \langle \langle S_\alpha^+ S_\beta^- \rangle \rangle (\omega)$$

where $\alpha = \beta$ is permitted. We are particularly interested in the spin dynamics at a quantum critical point, discussed in chapter 5, where the total and staggered spin susceptibilities of the 2IAM are studied. These are respectively defined by

$$\chi_{\text{tot}}(\omega) = \langle \langle S_1^+ + S_2^+ ; S_1^- + S_2^- \rangle \rangle (\omega)$$

$$\chi_{\text{stg}}(\omega) = \langle \langle S_1^+ - S_2^+ ; S_1^- - S_2^- \rangle \rangle (\omega)$$

$\chi_{\text{tot}}(\omega)$ measures the system response to a field which seeks to align the spins on each impurity, whilst $\chi_{\text{stg}}(\omega)$ measures the response to a field seeking to oppositely align the spins. In our investigation of the critical point, we also study the response of the local singlet and triplet susceptibilities; these are defined by

$$\chi_{\text{sgn}}(\omega) = -\frac{1}{2} \langle \langle d_{1\uparrow}^\dagger d_{2\downarrow}^\dagger - d_{1\downarrow}^\dagger d_{2\uparrow}^\dagger ; d_{2\downarrow}^\dagger d_{1\uparrow}^\dagger - d_{2\uparrow}^\dagger d_{1\downarrow}^\dagger \rangle \rangle (\omega)$$

$$\chi_{\text{trp}}(\omega) = -\frac{1}{2} \langle \langle d_{1\uparrow}^\dagger d_{2\downarrow}^\dagger + d_{1\downarrow}^\dagger d_{2\uparrow}^\dagger ; d_{2\downarrow}^\dagger d_{1\uparrow}^\dagger + d_{2\uparrow}^\dagger d_{1\downarrow}^\dagger \rangle \rangle (\omega).$$

They respectively measure the response of the system to a stimulus which creates or destroys a local singlet or triplet. The spectral density (2.4.3) satisfies certain

\(^4\)Whenever we refer to spectral density without specifying any operators, we referring to $\rho_\alpha(\omega)$. 
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properties which we aim to reproduce in the NRG. In particular, the $T = 0$ spectral sum rule
\[ \int_{-\infty}^{\infty} d\omega \, \rho_{AB}(\omega) = \text{Tr} \left[ \rho \left[ A, B \right] \right] \] (2.4.11)
can be satisfied to machine precision, using the approaches in [36] and [37]. The local density of states satisfies
\[ \int_{-\infty}^{\infty} d\omega \rho_{\alpha}(\omega) = 1, \]
whilst the imaginary part of the spin susceptibilities satisfy
\[ \int_{-\infty}^{\infty} d\omega \, \text{Im} \chi_{\alpha\beta}(\omega) = \frac{2}{Z} \text{Tr} \left[ e^{-\beta H} S_{\alpha}^+ S_{\beta}^- \right] \delta_{\alpha\beta}. \] (2.4.12)
In the absence of a magnetic field, \( \int_{-\infty}^{\infty} d\omega \, \text{Im} \chi_{\alpha\beta}(\omega) = 0 \) since positive and negative spin projections are degenerate. We also compute
\[ \int_{-\infty}^{\infty} d\omega \, \text{Im} \chi_{\text{sg}}(\omega) = \int_{-\infty}^{\infty} d\omega \, \text{Im} \chi_{\text{trp}}(\omega) = \frac{n}{2} - 1. \]

### 2.4.2 Conventional NRG Approach to Dynamic Quantities

We now outline the conventional approach to calculating dynamic quantities using the NRG. If we compute the trace in (2.4.2) using the retained states at some iteration \( N \) then, as in the calculation of thermodynamic quantities, we can gain insight into the system properties over some energy scale characterised by \( \omega_N = \Lambda - (N-1)/2 \). Suppressing the various quantum numbers on our states, those retained at iteration \( N \) are denoted \( |r; N\rangle \) and have energy \( E_r(N) \). Since we are interested in calculating the dynamic properties of \( H \), we need to use the unscaled energy eigenvalues, denoted \( \epsilon_r(N) = \Lambda^{-(N-1)/2} E_r(N) \), which approximately satisfy
\[ H |r; N\rangle = \epsilon_r(N) |r; N\rangle. \] (2.4.13)

Adopting the Lehmann formulation of the Green function, we can write
\[ G_{AB}(z) = \frac{1}{Z_N} \sum_{r_1 r_2} \left[ A^N \right]_{r_1 r_2} \left[ B^N \right]_{r_2 r_1} \frac{e^{-\beta \epsilon_{r_1}(N)} + e^{-\beta \epsilon_{r_2}(N)}}{z - \epsilon_{r_2}(N) + \epsilon_{r_1}(N)}, \] (2.4.14)
where we define the local matrix elements
\[ \left[ A^N \right]_{r_1 r_2} = \langle r_1; N | A | r_2; N \rangle \]
\[ \left[ B^N \right]_{r_1 r_2} = \langle r_1; N | B | r_2; N \rangle \] (2.4.15)
which must be calculated during the NRG procedure (as described in detail in appendix D). Note that we now scale the energy levels rather than the temperature. The partition function \( Z_N \) is defined as usual by
\[ Z_N = \sum_r \exp \left[ -\beta \epsilon_r(N) \right], \]
and for
$T = 0$ is equal to the degeneracy of the ground state. With the NRG, we only calculate the spectral densities. In our formalism these are

$$
\rho_{AB}(\omega) = \frac{1}{Z_N} \sum_{r_1 r_2} [A^N]_{r_1 r_2} [B^N]_{r_2 r_1} \left[ e^{-\beta \epsilon_{r_1}/(N)} + e^{-\beta \epsilon_{r_2}/(N)} \right] \delta(\omega - \Delta E) \quad (2.4.16)
$$

where $\Delta E = \epsilon_{r_2}(N) - \epsilon_{r_1}(N)$. We thus obtain the spectral density, using the calculated properties for the system, at some iteration $N$. Since our system is discrete, the spectral density is comprised of a set of peaks. We argue (using separation of energy scales) that the spectral density is only really valid for energies $\Delta E \sim \omega_N$, and introduce a criterion that only peaks satisfying $\omega_{\text{min}} < \Delta E < \omega_{\text{max}}$ are retained. The boundary energies satisfy $(\omega_{\text{min}}/\omega_N) \sim (\omega_{\text{max}}/\omega_N) \sim O(1)$. We obtain information for the spectral density on lower energy scales in the next NRG iteration. In this way we build the spectral density over the entire NRG by piecing together peaks from each iteration. It is important to note that the NRG is supposed to calculate the properties of the continuous model given by (2.1.1), but we see from (2.4.16) that we obtain a set of peaks rather than a continuous curve. To map the NRG spectral density back to the continuum model, we broaden the peaks into logarithmic Gaussians (which accounts for the fact the energy space has been logarithmically discretised). Namely, we make the replacement

$$
\delta(\omega - \Delta E) \longrightarrow \begin{cases} 
\frac{1}{|\Delta E| b \sqrt{\pi} \exp \left[ - \left( \ln(\omega/\Delta E) / b \right)^2 \right]} & \text{sgn}(\omega/\Delta E) = 1 \\
0 & \text{otherwise}
\end{cases} \quad (2.4.17)
$$

which is normalised to preserve the area under the curve\(^5\). We call $b$ the broadening factor. The value it should take depends on $\Lambda$ and is somewhat ambiguous. We determine it by computing spectral densities for the uncoupled 2IAM, and find what value of $b$ best satisfies the Friedel sum rule without introducing too many numerical artefacts (in practice, some oscillations in the spectra are unavoidable). We use $b = 1.25$ for $\Lambda = 6$. The conventional method is used to calculate $\rho_\alpha(\omega)$ for the channel symmetric uncoupled 2IAM and we compare this to the spectral density calculated for the 1IAM (with equal coupling constants) in figure 2.6. In principle, the results should be equal. However, the spectra differ in two key ways. The value of $\pi \Delta \rho_\alpha(0)$, fixed by the Friedel sum rule, is erroneously represented in

\(^5\)As the NRG proceeds, we expect $\Delta E \sim \Lambda^{-N/2}$. It follows that $\Delta E$ will become close to zero, and given that we are using double precision, numerical issues can arise. For $\Delta E \lesssim 10^{-14}$, the factor of $1/\Delta E$ can blow up since small numerical errors in $\Delta E$ can cause large errors in $1/\Delta E$. 
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Figure 2.6: Comparison of the 1-particle spectral densities for the p-h symmetric 1IAM and uncoupled 2IAM as calculated using the conventional method. For the 1IAM we obtain $\pi \Delta \rho(0) = 1.12$ whilst for the 2IAM we find $\pi \Delta \rho(0) = 0.94$. The areas under the curves are respectively 0.95 and 0.92. We take $\omega_{\text{min}} = 1.3\omega_N$ and $\omega_{\text{max}} = 2.4\omega_N$. 
each calculation, and the areas under the curves should satisfy \( \int_{-\infty}^{\infty} d\omega \rho_\alpha(\omega) = 1 \). These observations underline several curable failings in the conventional method.

Firstly, the excitations of the system are computed with respect to only the levels of the iteration \( N \). Therefore the ground state, as well as other excited states, is incorrectly identified. In order to get around this problem, we must allow the iterative diagonalisation to complete, and use the final ground state in our calculations. This approach proceeds by computing the density matrix for the full NRG chain, and reducing sequentially to obtain a reduced density matrix corresponding to the impurity. Secondly, the conventional method assumes that equation (2.4.14) is a faithful representation of (2.4.2). This is not true as the truncation necessarily results in an incomplete eigenspace. Finally, the spectra depend very strongly on the values of \( \omega_{\text{min}} \) and \( \omega_{\text{max}} \) that one chooses; these directly effect the area under the curves and the height of any peaks. These three shortcomings can be rectified through more formal calculation of the correlation functions. The authors of [92] and [93] identify a complete basis set generated by the NRG, which allows reliable computation of the trace [36, 37]. We also must identify the system ground state as the ground state of the final NRG iteration. We can then build a density matrix and calculate (2.4.2) much more accurately.

### 2.4.3 Anders-Schiller Complete NRG Basis

The established approach to the iterative diagonalisation of the NRG posits that one starts with an impurity system (coupled to a conduction electron site on each chain) and increases the length of the chains at each iteration. However, an alternative approach is to suppose that the length \( M \) of the chains is predetermined and constant for all iterations, and only the hopping matrix elements are changed. At iteration \( N \), the hopping element \( t_N = \Lambda^{-N/2}\xi_N \) is switched on, while all hopping elements \( t_{N+1} \ldots t_{M-1} \) remain zero. As in [36, 92, 93], we adopt the latter interpretation. Correspondingly, the energies of \( H_N \) acquire an additional degeneracy \( 16^{M-N} \), which comes from taking the sites \( N + 1, N + 2 \ldots M \) for each bath as an environment (similar to Hofstetter’s approach to calculating local Green functions [35]) as depicted in figure 2.7. We define the set of states corresponding to the
Figure 2.7: Illustration of the 2IAM at iteration $N$ of a total $M$. An environment, described by $H_{N,M}^{\text{env}} = H_{N,M}^1 + H_{N,M}^2$, is identified in which all the hopping amplitudes $t_N, t_{N+1} \ldots t_{M-1}$ are zero. The Hamiltonian $H_N$ then acts on the entire model, with $M+1$ sites on each chain.

The uncoupled site $N$ on each channel to be

$$\{\psi; N\} = \{|\phi; N\rangle_1 \otimes |\phi; N\rangle_2\} \quad \forall \ |\phi; N\rangle_\alpha \in \{ |0; N\rangle_\alpha, |\uparrow; N\rangle_\alpha, |\downarrow; N\rangle_\alpha, |\uparrow\downarrow; N\rangle_\alpha \}.$$  \hfill (2.4.18)

It follows that the set of states

$$|r; N\rangle \bigotimes_{N'=N+1}^N \{\psi; N'\}$$  \hfill (2.4.19)

are all eigenstates of $H_N$ with eigenvalue $E_r(N)$; these encompass the additional energy degeneracies. We account for these by including an environment label $e$, which contains all possible configurations of the environment states. The eigenstates of $H_N$ are thus denoted $|r, e; N\rangle$.

We denote $N_{\text{min}}$ as the first iteration where states are truncated. In contrast to the conventional NRG, the truncated states are now retained (but not used to progress the NRG) and labelled as $|r, e; N_{\text{min}}\rangle_{\text{dis}}$, whilst the remaining states are labelled as $|r, e; N_{\text{min}}\rangle_{\text{kp}}$. We continue this process as depicted in figure 2.8, up until iteration $M$, where all states of $H_M$ are to be regarded as truncated. Since this procedure keeps track of all the states generated from the NRG, which are initially complete, we are able to build from them a complete basis. After the NRG has reached iteration $M$, we may compile these states and observe

$$\mathbb{I} = \sum_{N=N_{\text{min}}}^M \sum_{r,e} |r, e; N\rangle_{\text{dis}} \langle r, e; N|$$  \hfill (2.4.20)

where it is important to note that $r$ and $e$ are $N$-dependent. Since all the retained states at iteration $N$ are used to compute the states at iteration $N+1$, there is a relationship between the states $|r, e; N\rangle_{\text{kp}}$ and all eigenstates of subsequent Hamiltonians. To visualise this, the identity operator may be divided into $\mathbb{I} = \mathbb{I}_N + \mathbb{I}_N^\perp$.
Figure 2.8: The construction of a complete basis from the iterative diagonalisation. Truncation first occurs at iteration $N = N_{\text{min}}$, and from then onwards all truncated states (enclosed by the green boxes) at iteration $N$ are stored as $|r,e;N\rangle_{\text{dis}}$. Regarding the final set of states, corresponding to $H_M$, as truncated, the collection of truncated states is complete. We further note in the text a relationship between states $|r,e;N\rangle_{\text{kp}}$ retained at iteration $N$ (enclosed in the orange boxes) and all subsequent eigenstates.

\begin{align}
I^{-}_N &= \sum_{N'=N_{\text{min}}}^{N} \sum_{r,e} |r,e;N'\rangle_{\text{dis}} \langle r,e;N'| \\
\text{and} \\
I^{+}_N &= \sum_{N'=N_{\text{min}}+1}^{M} \sum_{r,e} |r,e;N'\rangle_{\text{dis}} \langle r,e;N'|.
\end{align}

We see that $I^{-}_N$ projects onto the subspace spanned by all truncated states up to iteration $N$, whilst $I^{+}_N$ projects onto the subspace spanned by all subsequent eigenstates. However, one may argue that at iteration $N$, the collection of all truncated states and those retained is complete. Therefore the operator $I^{+}_N$ must also project...
onto the subspace spanned by the retained states at iteration \( N \), such that

\[
\mathbb{1}_N^+ = \sum_{r,e} |r, e; N\rangle_{kp} \langle kp | r, e; N\rangle.
\]  

(2.4.23)

We hence have a complete basis that may be constructed from any \( N \leq M \), with which one may compute the Green function and spectral density.

**2.4.4 Complete Fock Space Approach to \( T = 0 \) Green Functions**

One of the failings of the conventional method for NRG calculation of dynamic quantities is its inability to identify the ground state. As argued in [35], a way around this is to allow the NRG to reach the final iteration \( M \), and construct the density matrix using the final states. The density matrix is then to be reduced by tracing out the environment degrees of freedom. The iteration scheme for this procedure is derived in appendix E. Following the discussions in [36] and [37], we now demonstrate how calculation of the dynamic quantities using the NRG proceeds given the complete Anders-Schiller basis and reduced density matrix. Similar to the conventional method, we make the assumption that the complete basis is also an approximate eigenbasis of \( H_M \), such that

\[
H_M |r, e; N\rangle_{\text{dis}} \simeq E_r(N) |r, e; N\rangle_{\text{dis}},
\]  

(2.4.24)

where \( E_r(N) \) is the scaled energy. Equivalently, we assume that the complete basis satisfies \( H |r, e; N\rangle_{\text{dis}} \simeq e_r(N) |r, e; N\rangle_{\text{dis}} \). These assumptions are validated by the notion that at iteration \( N \) we have a good sampling of energies on the scale \( \omega_N \).

At this point, we distinguish between the approaches taken in [36] and [37]: the full density matrix, \( \rho = \frac{1}{Z_M} e^{-\beta H} \), is determined by the insertion of the identity (2.4.20) such that

\[
\rho = \frac{1}{Z_M} \sum_{N=N_{\text{min}}}^{M} \sum_{r,e} e^{-\beta e_r(N)} |r, e; N\rangle_{\text{dis}} \langle r, e; N|\]  

(2.4.25)

as in [37]. However, we could approximate to \( T \sim 0 \) and argue that since each iteration \( H_N \) corresponds to a separate temperature scale, thermodynamic properties evaluated at that scale can be approximately described by the energies of \( H_N \).

Making this argument, the density matrix becomes

\[
\rho \approx \frac{1}{Z_M} \sum_{r} e^{-\beta E_r(M)} |r; M\rangle \langle r; M|
\]  

(2.4.26)

with \( Z_M = \sum_{r} e^{-\beta e_r(M)} \). This approximation is used in [36] and we shall adopt it in this work, but we stress that our results are only valid for \( T = 0 \). We also point out
that the eigenstates $|r; M\rangle$ are elements of the complete basis, and are orthogonal to all $|r, e; N\rangle_{\text{dis}}$ for $N \neq M$. Given these precursors, we derive the full Green function (2.4.2) following the arguments of [36]. The result is

$$G_{AB}(z) = G_{iAB}^i(z) + G_{AB}^{ii}(z) + G_{AB}^{iii}(z) \tag{2.4.27}$$

where

$$G_{iAB}^i(z) = \frac{1}{Z_M} \sum_{l_1,l_2} [A^M]_{l_1,l_2} [B^M]_{l_2,l_1} \frac{e^{-\beta \epsilon_{l_1}(M)} + se^{-\beta \epsilon_{l_2}(M)}}{z - \left[\epsilon_{l_2}(M) - \epsilon_{l_1}(M)\right]} \tag{2.4.28}$$

accounts for contributions from the final NRG iteration $M$, whilst

$$G_{AB}^{ii}(z) = \sum_{N=N_{\text{min}}}^{M-1} \sum_{k_1,k_2} [A^N]_{l,k_1} [\rho^N_{\text{red}}]_{k_1,k_2} [B^N]_{k_2,l} \frac{s}{z - \left[\epsilon_{k_2}(N) - \epsilon_{l}(N)\right]} \tag{2.4.29}$$

and

$$G_{AB}^{iii}(z) = \sum_{N=N_{\text{min}}}^{M-1} \sum_{k_1,k_2} [B^N]_{l,k_1} [\rho^N_{\text{red}}]_{k_1,k_2} [A^N]_{k_2,l} \frac{1}{z - \left[\epsilon_{l}(N) - \epsilon_{k_2}(N)\right]} \tag{2.4.30}$$

respectively account for the negative and positive frequency contributions. In the above expressions we follow [36] and define $l$ to sum over the discarded states, and $k$ to sum over the retained states. The reduced density matrix $\rho^N_{\text{red}}$ is constructed as in Hofstetter’s approach [35], and we apply the formalism to the 2IAM in appendix E. In addition, the matrix elements are defined as

$$[A^N]_{l,k} = \langle l; N | A | k; N \rangle \tag{2.4.31}$$

with the expression of $B$ being similar\(\text{\ref{footnote1}}\). We choose a notation which illustrates that in the numerics, one may perform these calculations using matrix multiplication which, as we have discussed, gives rise to a boost in computational efficiency.

This formalism of the Green function contains no truncation errors due to the trace, and always satisfies the spectral sum rule\(\text{\ref{footnote2}}\) given in (2.4.11). Using this method,

---

\(\text{\footnote{Provided the bra and ket states carry equal environment labels, the local matrix element is independent of them. Environment labels are thus suppressed, and local matrix elements can be calculated in exactly the same way as the conventional approach to spectral densities.}}\)

\(\text{\footnote{This is true for } T = 0, \text{ but for finite temperatures we must treat the density matrix more generally. See [37] for more details.}}\)
we compute the dynamic quantities listed in section 2.4.1. These quantities are discussed extensively throughout this work. It is important to note that the NRG still fails to satisfy \( \pi \Delta \rho_\alpha(0) = 1 \), instead we find \( \pi \Delta \rho_\alpha(0) \approx 0.85 \) representing a systematic 15\% underestimation which should be taken into account whenever we require the value of \( \rho_\alpha(0) \).

The origin of this error is in the discretisation of the model. In the formulation of the Wilson chain, one expands sections of the conduction band into a Fourier series, each term of which is labelled by an index \( p \). The impurity only couples directly to the \( p = 0 \) term, which is then coupled to \( p > 0 \) terms. The strength of this latter coupling is characterised by \( (1 - \Lambda^{-1})/2\pi \), and is therefore very weak for small \( \Lambda \). The higher \( p \) terms are neglected, giving rise to the observed error, which increases as \( \Lambda \) increases. We use a considerably large \( \Lambda \) and as a result our errors are also reasonably large.

Since this error emerges from the value of \( \Lambda \) used (and also how we broaden the discrete spectra into a continuous one), there is no dependence on any other model quantities (such as coupling constants). We have tested this extensively, by comparing the value of \( \rho_\alpha(0) \) to that obtained by means of RPT (see next chapter) and we find that the error is systematic. This is further evidenced by figure 5.21 in chapter 5 which shows that when this error is accounted for, the two methods agree very well, even when the low-energy FL regimes differ.

### 2.5 The Discrete vs Continuum Model

Under the NRG mapping and approximations outlined in section 2.1, we seek to understand the continuum model (2.1.1) by studying the discrete model (2.1.2). However, the physical quantities calculated for each model are progressively more inconsistent as \( \Lambda \) increases. For example, when one calculates the static spin susceptibility [25], or the bulk density of states [94], the results differ by a factor of

\[
A_\Lambda = \frac{1}{2} \frac{\Lambda + 1}{\Lambda - 1} \ln(\Lambda).
\]  

(2.5.1)

As a result, for large \( \Lambda \) the results become increasingly less reliable. This can be prevented by accounting for the \( A_\Lambda \) factor by rescaling the hybridisation width in the discrete model. We define the hybridisation width of the continuum and discrete
models respectively as $\Delta^\text{cont}$ and $\Delta^\text{dis}$, and they are related by

$$\Delta^\text{dis} = A_\Lambda \Delta^\text{cont}. \quad (2.5.2)$$

All quantities calculated using the NRG for a quoted $\Delta^\text{cont}$ have a hybridisation width $\Delta^\text{dis}$. We shall often use the value of $\rho_\alpha(0)$ to compare NRG results with RPT results, and also to calculate local occupancies via the Friedel sum rule. We therefore must establish the relation between the spectral densities in the continuum and discrete models, respectively denoted $\rho^\text{dis}_\alpha(\omega)$ and $\rho^\text{cont}_\alpha(\omega)$. We argue that local occupation should be equal in the discrete and continuum models which, by the Friedel sum rule, implies

$$\Delta^\text{dis} \rho^\text{dis}_\alpha(0) = \Delta^\text{cont} \rho^\text{cont}_\alpha(0). \quad (2.5.3)$$

We thus quote values of $\rho^\text{cont}_\alpha(0)$ given by

$$\rho^\text{cont}_\alpha(0) = A_\Lambda \rho^\text{dis}_\alpha(0). \quad (2.5.4)$$

Subject to the usual 15% systematic error, we consistently obtain good agreement with the Friedel sum rule. When we quote results in terms of $\Delta$, we are referring to the continuum value $\Delta^\text{cont}$, and likewise results for $\rho_\alpha(0)$.  
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Chapter 3

Renormalised Perturbation Theory: Parameters and Dynamic Quantities

The NRG, discussed in the previous chapter, provides a formalism which allows us to calculate static and dynamic quantities of the 2IAM, which remain valid over all energy scales reached by the iterative diagonalisation algorithm. However it provides no obvious insight into how the structure of the Hamiltonian changes with the energy scale, whether new types of interactions emerge, or the relevance of a quasiparticle picture. The RPT presumes a low-energy FL structure of the Hamiltonian, in terms of renormalised coupling constants and quasiparticles, and is applied in this chapter to calculate dynamic quantities (also in terms of the renormalised parameters). It is not immediately obvious how dynamic quantities in terms of unknown renormalised coupling constants will be useful in our investigations; however, these renormalised parameters may be calculated using the NRG. The combination of approaches is very powerful and provides quantitative insight into the low-energy structure, and any emergent symmetry, of the Hamiltonian. We make extensive use of the RPT in our analysis of the emergent SU(4) behaviour in chapter 4, as well as the quantum critical point we consider in chapter 5.
3.1 Calculation of Renormalised Parameters and the NRG

We are able to calculate the renormalised parameters using the NRG, by the approaches developed in [40, 95, 96]. The interaction terms are to be considered as a perturbation to the non-interacting NRG Hamiltonian (2.1.6). Suppose we consider the free Hamiltonian at iteration $N$ for bath $\alpha$, denoted $H_\alpha^0(N)$, such that each channel contains $N + 2$ sites (including their respective impurities). We define a basis $|i\rangle = c_\alpha^\dagger|0\rangle$, $(c_\alpha^\dagger = d_\alpha^\dagger)$ for fixed $\sigma$ so that we may build a spin-dependent matrix representation of the Hamiltonian and calculate the local Green function. It follows from the (2.1.6) that

$$H_\alpha^0(N) = \begin{pmatrix} \Lambda^{(N-1)/2}\epsilon_\alpha & -\Lambda^{(N-1)/2}V_\alpha & 0 & 0 & \cdots \\ -\Lambda^{(N-1)/2}V_\alpha & 0 & -\Lambda^{(N-1)/2}\xi_0 & 0 \\ 0 & -\Lambda^{(N-1)/2}\xi_0 & 0 & -\Lambda^{(N-2)/2}\xi_1 \\ 0 & 0 & -\Lambda^{(N-2)/2}\xi_1 & 0 \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix}. \quad (3.1.1)$$

The indices $i$ which label elements in the Hamiltonian are chosen to span $i \in \{-1, 0, 1 \ldots N\}$ such that $i = -1$ corresponds to the impurity site. The local Green functions for the non-interacting system are the matrix elements of the resolvent, $R_\alpha(\omega) = (\omega I - H_\alpha^0(N))^{-1}$ [87]. We hence define the non-interacting local impurity Green function $G_\alpha^{(0)}(\omega) = \langle -1 | R_\alpha(\omega) | -1 \rangle$. Using the identity

$$\begin{pmatrix} A & B \\ C & D \end{pmatrix}^{-1} = \begin{pmatrix} \frac{(A - BD^{-1}C)^{-1}}{D^{-1}C(BD^{-1}C - A)^{-1}} & \frac{(BD^{-1}C - A)^{-1}BD^{-1}}{(D - CA^{-1}B)^{-1}} \end{pmatrix}, \quad (3.1.2)$$

which assumes matrices $A$ and $D$ are invertible, we calculate $G_\alpha^{(0)}(\omega)$ recursively in terms of the local Green functions of the conduction sites as

$$G_\alpha^{(0)}(\omega) = \frac{1}{\omega - \Lambda^{(N-1)/2}\epsilon_\alpha - \Lambda^{N-1}V_\alpha^2 g_{00}(\omega)}, \quad (3.1.3)$$
where \( g_{00}(\omega) = \langle 0 | R_\alpha(\omega) | 0 \rangle \) is the local Green function corresponding to the first conduction site\(^1\) given by

\[
g_{00}(\omega) = \frac{1}{\omega - \xi_0^2 \Lambda^{N-1} - \xi_1^2 \Lambda^{N-2} - \cdots - \xi_N^2 \omega}
\]  

(3.1.4)

where the Green function on the final site in the NRG chain is given by

\[
g_{NN}(\omega) = \frac{1}{\omega}.
\]

(3.1.5)

Given the impurity Green function and following [40], we are able to calculate the renormalised parameters corresponding to the quadratic part of the Hamiltonian, using that the 1-particle excitations are given by the poles of the Green function, and also that the NRG provides the energy of these excitations. We therefore require

\[
E - \Lambda^{(N-1)/2} \epsilon_\alpha - \Lambda^{N-1} V^2 - g_{00}(E) = 0
\]

(3.1.6)

\(^1\)In the model we consider, both Wilson chains are identical, so the conduction site Green functions do not carry the label \( \alpha \).

for \( E \) denoting the energies of the 1-particle excitations, relative to the ground state. The NRG provides the excitation energies of the system in terms of quasiparticles, relative to a ground state \( Q = 0 \). The 1-particle excitation energies at iteration \( N \), \( E_{pa}(N) \) and \( E_{ha}(N) \), for the ‘particle’ and ‘hole’ quasiparticles are given respectively by the lowest energies of the \( Q_\alpha = 1, S_z = 1/2 \) and \( Q_\alpha = -1, S_z = -1/2 \) sectors. Note that these energies may lie in any of the \( S = 1/2, 3/2, 5/2 \ldots \) sectors. We hence obtain the equations

\[
E_{pa}(N) - \Lambda^{(N-1)/2} \epsilon_\alpha(N) - \Lambda^{N-1} V^2 g_{00}(E_{pa}(N)) = 0
\]

\[
-E_{ha}(N) - \Lambda^{(N-1)/2} \epsilon_\alpha(N) - \Lambda^{N-1} V^2 g_{00}(-E_{ha}(N)) = 0
\]

(3.1.7)

where we have promoted the coupling constants \( \epsilon_\alpha \) and \( V_\alpha \) to carry \( N \)-dependence.

These equations may be solved simultaneously so that

\[
\frac{\pi \epsilon_\alpha(N)}{2 \Delta_\alpha(N)} = \Lambda^{(N-1)/2} \frac{E_{ha}(N) g_{00}(E_{pa}(N)) + E_{pa}(N) g_{00}(-E_{ha}(N))}{E_{pa}(N) + E_{ha}(N)}
\]

\[
\frac{\pi}{2 \Delta_\alpha(N)} = \Lambda^{N-1} \frac{g_{00}(-E_{ha}(N)) - g_{00}(N) - E_{pa}(N) g_{00}(-E_{ha}(N))}{E_{pa}(N) + E_{ha}(N)}
\]

(3.1.8)
and we define our renormalised parameters by

\[ \tilde{\epsilon}_\alpha = \lim_{N \to \infty} \epsilon_\alpha(N) \]
\[ \tilde{\Delta}_\alpha = \lim_{N \to \infty} \Delta_\alpha(N). \] (3.1.9)

We now turn our attention to the calculation of interaction parameters; we may separate the Hamiltonian into a free part \( H_\alpha^0(N) \), and an interaction term \( H'(N) \). The free Hamiltonian may be diagonalised and written in terms of quasiparticle creation / annihilation operators. These are respectively \( p_{\alpha r} \) and \( h_{\alpha r} \), where \( r \) labels the energy of the excitation. We write

\[
H_\alpha^0(N) = \frac{N}{2} \sum_{r=0}^{N/2} \left( \psi_{\alpha r} \right) \left( \psi_{\alpha r}^\dagger \right) + \sum_{r=0}^{N/2} \left( \psi_{\alpha r} \right) \left( \psi_{\alpha r}^\dagger \right)
\] (3.1.10)

where \( N \) is even and \( E_{\alpha r}(N) \) is the energy of a \( r+1 \) particle excited state (similarly defined for hole states). The impurity site operators \( d_{\alpha \sigma} \) may be written in terms of the particle and hole operators by means of a basis transformation;

\[
d_{\alpha \sigma} = \frac{N}{2} \sum_{r=0}^{N/2} \left( \psi_{\alpha r}(-1) p_{\alpha r}^\sigma + \psi_{\alpha r}^\dagger(-1) h_{\alpha r}^\sigma \right)
\] (3.1.11)

with \( \sigma = -\sigma \). The impurity Green function at iteration \( N \) is then given by

\[
G_\alpha^{(0)}(\omega) = \sum_r \frac{|\psi_{\alpha r}(-1)|^2}{\omega - E_{\alpha r}(N)} + \sum_r \frac{|\psi_{\alpha r}(-1)|^2}{\omega + E_{\alpha r}(N)}.
\] (3.1.12)

If one performs a Laurent expansion about a simple pole, corresponding to either \( E_{\alpha r}(N) \) or \( E_{\alpha r}(N) \), and (infinitesimally close to the pole) equates the result to the continued fraction above then one may show that

\[
|\psi_{\alpha r}(-1)|^2 = \frac{1}{1 - \Lambda N^{-1} V_\alpha^2 \partial \omega g_{00}(E_{\alpha r})}
\] (3.1.13)

and

\[
|\psi_{\alpha r}(-1)|^2 = \frac{1}{1 - \Lambda N^{-1} V_\alpha^2 \partial \omega g_{00}(E_{\alpha r})},
\] (3.1.14)

The calculation of these overlaps, and the expression of the impurity electron operators in terms of the quasiparticle operators, sets the stage for the application of perturbation theory. To compute the renormalised on-site Coulomb interaction, we consider a perturbative correction to the transformed Hamiltonian, denoted \( H_U\alpha(N) \) and given by

\[
H_U\alpha(N) = \tilde{U}_\alpha(N) \Lambda^{(N-1)/2} : d_{\alpha \uparrow}^\dagger d_{\alpha \uparrow} d_{\alpha \downarrow}^\dagger d_{\alpha \downarrow} :,
\] (3.1.15)
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which is normally ordered to enforce the requirement that the Coulomb interaction takes place between 2 quasiparticles, and includes the factor \( \Lambda^{(N-1)/2} \) to account for the rescaling [40, 95]. As \( N \to \infty \), the interaction coupling constants tend to zero as the system becomes free. We therefore calculate only the first order corrections to the low lying states, and thus obtain an estimate of \( \tilde{U}_\alpha \). In the Brillouin-Wigner perturbation theory, the first order approximation to the energy eigenvalues is the expectation value of the perturbative Hamiltonian in the corresponding unperturbed eigenstate. The lowest energy 2-particle state for bath \( \alpha \), \( \langle pp; \alpha | p^\dagger_\alpha 0 \downarrow p^\dagger_\alpha 0 \uparrow | 0 \rangle \), gives a correction

\[
\langle pp; \alpha | H_{U\alpha}(N) | pp; \alpha \rangle = \tilde{U}_{pp\alpha}(N) \Lambda^{(N-1)/2} |\psi_{pp0}(1)|^2 |\psi_{p00}(1)|^2.
\]

(3.1.16)

This may be computed directly from the NRG, and for the 2-particle state is given by

\[
\langle pp; \alpha | H_{U\alpha}(N) | pp; \alpha \rangle = E_{pp\alpha}(N) - 2E_{p\alpha}(N)
\]

(3.1.17)

where \( E_{pp\alpha}(N) \) is the lowest energy 2-particle state. We hence write the renormalised \( U_{pp\alpha} \) as

\[
\tilde{U}_{pp\alpha} = \lim_{N \to \infty} \Lambda^{-(N-1)/2} \frac{E_{pp\alpha}(N) - 2E_{p\alpha}(N)}{|\psi_{pp0}(1)|^2 |\psi_{p00}(1)|^2}.
\]

(3.1.18)

In the same way, one may compute the particle-hole and hole-hole on-site Coulomb interactions, \( \tilde{U}_{ph\alpha} \) and \( \tilde{U}_{hh\alpha} \) respectively. The inter-impurity Coulomb interaction is similarly calculated. We take a perturbative Hamiltonian

\[
H_{U12}(N) = \tilde{U}_{12}(N) \Lambda^{(N-1)/2} \sum_{\sigma \sigma'} : d^\dagger_{1\sigma} d_{1\sigma'} d^\dagger_{2\sigma'} d_{2\sigma} :
\]

(3.1.19)

and we find that the inter-impurity Coulomb coupling constant splits into four variants, between a particle and hole in each channel. As before the renormalised interaction takes the form

\[
\tilde{U}_{12 p_1 p_2} = \lim_{N \to \infty} \Lambda^{-(N-1)/2} \frac{E_{p_1 p_2}(N) - E_{p_1}(N) - E_{p_2}(N)}{|\psi_{p10}(1)|^2 |\psi_{p20}(1)|^2},
\]

(3.1.20)

with the other variants taking similar forms. Finally, the renormalised inter-impurity magnetic interaction \( J \) is determined by considering the Hamiltonian

\[
H_J(N) = 2\tilde{J}(N) \Lambda^{(N-1)/2} : S_1 \cdot S_2 :
\]

(3.1.21)

which introduces an energy splitting between singlet and triplet states. We denote \( E_{S \text{ } p_1 p_2} \) the lowest energy singlet (\( S = 0 \)) state for a system with one quasiparticle
on each impurity, and $E_{T\, p1p2}$ the lowest energy triplet ($S = 1$) state for the same system. We also define the matrix elements, evaluated respectively at the singlet and triplet energies as

$$|\psi_{S\, \alpha\, p1p2}|^2 = \frac{1}{1 - \Lambda^{N-1}V^2_\alpha \partial_\omega \delta_{00}(E_{S\, p1p2}/2)}$$  \hspace{1cm} (3.1.22)

and

$$|\psi_{T\, \alpha\, p1p2}|^2 = \frac{1}{1 - \Lambda^{N-1}V^2_\alpha \partial_\omega \delta_{00}(E_{T\, p1p2}/2)}.$$  \hspace{1cm} (3.1.23)

The renormalised $J$ is then written as

$$2\tilde{J}_{p1p2} = \lim_{N \to \infty} \Lambda^{-(N-1)/2} \frac{E_{T\, p1p2}(N) - E_{S\, p1p2}(N)}{|\psi_{T\, 1\, p1p2}| |\psi_{T\, 2\, p1p2}| |\psi_{S\, 1\, p1p2}| |\psi_{S\, 2\, p1p2}|},$$  \hspace{1cm} (3.1.24)

and the interactions between other particle/hole variants are analogous [96, 95]. The renormalised parameters give insight into the low-energy behaviour of the system. The quasiparticle level $\tilde{\epsilon}_\alpha$ corresponds to the energy of the quasiparticle resonance. In a system with p-h symmetry in channel $\alpha$, $\tilde{\epsilon}_\alpha = 0$ since the resonance forms at the Fermi level. The system enters the low-energy regime for temperatures of order $T_K$, which is set by the bare model parameters. If we have a reasonably large $\Lambda$ (say $\Lambda = 6$) then we can reach this temperature scale in fewer NRG iterations than for smaller $\Lambda$. For $\Lambda = 6$ we find around 30 iterations to be sufficient for the parameters to plateau. Typically, the renormalised parameters plateau when they are equal to around 5 significant figures.

### 3.2 Renormalised Perturbation Theory and the Anderson Model

We now introduce the RPT for the 2IAM\(^2\), following the methods outlined in [97, 98, 99, 54]. RPT takes the approach of rescaling our bare Fermionic fields and the coupling constants, in a manner achieved by expressing the Hamiltonian and Green function in a low-energy form. Furthermore, it relates the bare couplings to the renormalised couplings precisely. RPT differs from bare perturbation theory in the following sense: in bare perturbation theory, one calculates a series expansion in terms of the bare parameters. In the RPT, we perform a non-perturbative method to calculate the low-energy FP in terms of renormalised parameters. We then perturb the low-energy system and expand in these renormalised parameters.\(^2\)

\(^2\)The formalism is analogously applied to the 1AM.
Although we consider the model in the absence of a local magnetic field, certain
dynamic quantities (ie spin susceptibility) require that we explicitly include one,
which we label $h_\alpha$. The localised d-level energy is then given by
\[ \epsilon_{\alpha\sigma} = \epsilon_\alpha - \sigma h_\alpha. \]

In practice, we always set $h_\alpha = 0$. The 1-particle local Green function of the non-interacting impurity electrons of the 2IAM is given by
\[
G_{\alpha\sigma}^{(0)}(\omega) = \frac{1}{\omega - \epsilon_{\alpha\sigma} + i\Delta_{\alpha\sigma} \text{sgn}(\omega)} \tag{3.2.1}
\]
as shown in [59]. The inclusion of interactions is accomplished by introduction of
a self-energy $\Sigma_{\alpha\sigma}(\omega, h)$ [54]. This is defined in terms of the full (interacting) Green
function $G_{\alpha\sigma}(\omega)$ by the Dyson equation
\[
\Sigma_{\alpha\sigma}(\omega, h) = \left[ G_{\alpha\sigma}^{(0)}(\omega) \right]^{-1} - \left[ G_{\alpha\sigma}(\omega) \right]^{-1} \tag{3.2.2}
\]
so that the interacting impurity Green function takes the form
\[
G_{\alpha\sigma}(\omega) = \frac{1}{\omega - \epsilon_{\alpha\sigma} + i\Delta_{\alpha\sigma} \text{sgn}(\omega) - \Sigma_{\alpha\sigma}(\omega, h)} \tag{3.2.3}
\]

In order to understand how the model behaves at low energies, which will corre-
spond to the FPs of the RG, we assume that the FPs of the system are described
by quasiparticles in a FL regime. FLs, which describe the low-temperature interactions of electrons in a typical metal, have a number of properties which are worth noting. Both the specific heat and entropy scale linearly with $T$, the resistivity
as $T^2$, while the thermal conductivity coefficient goes as $T^{-1}$. The self energy satisfies $\text{Im}\Sigma(\omega) \sim \omega^2$ for small $\omega$. Good introductions to this theory are [100] and [101].

Since $\text{Im}\Sigma(\omega) \sim \omega^2$, we expect the renormalised self-energy $\tilde{\Sigma}_{\alpha\sigma}(\omega, h)$ to vanish as $\omega \to 0$, and the renormalised Green function $\tilde{G}_{\alpha\sigma}(\omega)$ will describe a non-interacting system with renormalised coupling constants $\tilde{\epsilon}_{\alpha\sigma}$ and $\tilde{\Delta}_{\alpha\sigma}$. To acquire the desired form, we expand $\Sigma_{\alpha\sigma}(\omega, h)$ around $\omega = 0$;
\[
\Sigma_{\alpha\sigma}(\omega, h) = \Sigma_{\alpha\sigma}(0, h) + \omega \partial_{\omega} \Sigma_{\alpha\sigma}(\omega, 0) \bigg|_{\omega=0} + \Sigma_{\alpha\sigma}^{\text{rem}}(\omega, h), \tag{3.2.4}
\]
where we have defined the ‘remainder’ self-energy $\Sigma_{\alpha\sigma}^{\text{rem}}(\omega, h) \sim O(\omega^2)$. Upon insertion into the full Green function we obtain
\[
G_{\alpha\sigma}(\omega) = \frac{1}{[1 - \partial_{\omega} \Sigma_{\alpha\sigma}(0, 0)] \omega - [\epsilon_{\alpha\sigma} + \Sigma_{\alpha\sigma}(0, h)] + i\Delta_{\alpha\sigma} \text{sgn}(\omega) - \Sigma_{\alpha\sigma}^{\text{rem}}(\omega, h)}, \tag{3.2.5}
\]
from which we can define the renormalised Green function,
\[
\tilde{G}_{\alpha\sigma}(\omega) = \frac{1}{\omega - \tilde{\epsilon}_{\alpha\sigma} + i\tilde{\Delta}_{\alpha\sigma}\text{sgn}(\omega) - \tilde{\Sigma}_{\alpha\sigma}(\omega, h)}
\] (3.2.6)
in terms of renormalised parameters. These are given by
\[
\begin{align*}
\tilde{\epsilon}_{\alpha\sigma} &= z_{\alpha\sigma} [\epsilon_{\alpha\sigma} + \Sigma_{\alpha\sigma}(0, h)] \\
\tilde{\Delta}_{\alpha\sigma} &= z_{\alpha\sigma} \Delta_{\alpha\sigma} \\
\tilde{\Sigma}_{\alpha\sigma}(\omega) &= z_{\alpha\sigma} \Sigma_{\alpha\sigma}^{\text{rem}}(\omega, h),
\end{align*}
\] (3.2.7)
where the quasiparticle weight is defined as
\[
z_{\alpha\sigma} = \frac{1}{1 - \omega \Sigma_{\alpha\sigma}(0, 0)}
\] (3.2.8)
and scales the bare particles into quasiparticles \( \tilde{d}_{\alpha\sigma} = d_{\alpha\sigma}/\sqrt{z_{\alpha\sigma}} \). Note that \( z_{\alpha\sigma} \) and \( \tilde{\epsilon}_{\alpha\sigma} \) are real; this follows from the Luttinger theorem \( \text{Im} [\Sigma_{\alpha\sigma}(0, h)] = 0 \) [102]. Furthermore, the renormalised self-energy \( \tilde{\Sigma}_{\alpha\sigma}(\omega, h) \) scales as \( O(\omega^2) \) by construction, so that exactly at the low-energy FP, where \( \omega^2 \sim 0 \), the system is described by a free effective Hamiltonian \( \tilde{H}_0 \) similar to the original model, except with renormalised parameters and no quartic interaction terms;
\[
\tilde{H}_0 = \sum_{\alpha k} \epsilon_{\alpha k} \tilde{c}_{\alpha k\sigma}^\dagger \tilde{c}_{\alpha k\sigma} + \sum_{\alpha k} \tilde{V}_{\alpha\sigma} \left[ \tilde{c}_{\alpha k\sigma}^\dagger \tilde{d}_{\alpha\sigma} + \tilde{d}_{\alpha\sigma}^\dagger \tilde{c}_{\alpha k\sigma}\right] + \sum_{\sigma} \tilde{\epsilon}_{\alpha\sigma} \tilde{d}_{\alpha\sigma}^\dagger \tilde{d}_{\alpha\sigma}. \] (3.2.9)
The conduction electrons do not interact and therefore do not renormalise. It follows from (3.2.3) that the 1-quasiparticle Green function at the free FL FP is given by
\[
\tilde{G}_{\alpha\sigma}^{(0)}(\omega) = \frac{1}{\omega - \tilde{\epsilon}_{\alpha\sigma} + i\tilde{\Delta}_{\alpha\sigma}\text{sgn}(\omega)}
\] (3.2.10)
and the non-interacting quasiparticle density of states is
\[
\tilde{\rho}_{\alpha\sigma}^{(0)}(\omega) = \frac{1}{\pi} \left( \tilde{\epsilon}_{\alpha\sigma} - \omega \right)^{-1} + \frac{\tilde{\Delta}_{\alpha\sigma}}{\Delta_{\alpha\sigma}}. \] (3.2.11)
Hence the free model satisfies
\[
\tilde{n}_{\alpha\sigma} = \frac{1}{2} - \frac{1}{\pi} \arctan \left( \frac{\tilde{\epsilon}_{\alpha\sigma}}{\Delta_{\alpha\sigma}} \right)
\] (3.2.12)
which is equivalent to the exact result due to Langreth [60] and we obtain \( n_{\alpha\sigma} = \tilde{n}_{\alpha\sigma} \), which has been proved in [103]. From this equality, our assumption that the low-energy system is a Fermi liquid, and (1.3.8), we have that the quasiparticle spectral density and the bare spectral density are related by
\[
\rho_{\alpha}(0) = z_{\alpha} \tilde{\rho}_{\alpha}(0).
\] (3.2.13)
For small $\omega$, we can thus approximate $\rho_\alpha(\omega) \simeq z_\alpha \tilde{\rho}_\alpha(\omega)$. Away from the FL fixed point, we have interactions governed by the renormalised parameters $\tilde{U}_\alpha$, $\tilde{U}_{12}$ and $\tilde{J}$. To understand how they renormalise (and also to motivate the diagrammatic perturbation theory) we write the quartic terms of the bare Hamiltonian as

$$H^{(4)} = \sum_\alpha \frac{U_\alpha}{2} \sigma_\alpha \sigma_\alpha \sigma_\alpha \sigma_\alpha + \frac{2U_{12} - J}{4} \sum_{\alpha \neq \alpha'} \sigma_\alpha \sigma_\alpha \sigma_\alpha \sigma_\alpha,'$$  

where $T$ terms of the 4-point vertex function

which illustrates the terms, and their couplings, responsible for 2-particle inter- and intra-channel scattering. The renormalisation of the couplings can be defined in terms of the 4-point vertex function

$$\Gamma^{\sigma_1 \sigma_2 \sigma_3 \sigma_4}_{\alpha_3 \sigma_3} \left( \omega_1, \omega_2, \omega_3, \omega_4 \right) = \left( \prod_{j=1}^4 \int_{-\infty}^{\infty} \frac{d\tau_j}{2\pi} e^{-i\omega_j \tau_j} \right) \left\langle T_\tau d_{\alpha_1 \sigma_1} (\tau_1) d_{\alpha_2 \sigma_2} (\tau_2) d_{\alpha_3 \sigma_3} (\tau_3) d_{\alpha_4 \sigma_4} (\tau_4) \right\rangle,$$

where $T_\tau$ denotes time ordering, which is scaled by the quasiparticle weights

$$\tilde{\Gamma}^{\sigma_1 \sigma_2}_{\alpha_3 \sigma_3: \alpha_3; \alpha_4 \sigma_4}(0, 0, 0, 0) = \sqrt{z_{12} z_{34}} \tilde{\Gamma}^{\sigma_1 \sigma_2}_{\alpha_3 \sigma_3; \alpha_3; \alpha_4 \sigma_4}(0, 0, 0, 0).$$

The renormalised interaction strengths then satisfy

$$\tilde{\Gamma}^{\sigma_1 \sigma_2}_{\alpha_3 \sigma_3: \alpha_3; \alpha_4 \sigma_4}(0, 0, 0, 0) = \tilde{U}_\alpha \delta_{\sigma_1, \sigma_3} \delta_{\sigma_2, \sigma_4} \left[ \delta_{\sigma_4, \sigma_3} \delta_{\sigma_3} - \delta_{\sigma_4} \delta_{\sigma_3} \right]$$

$$+ \left( \tilde{U}_{12} - \frac{\tilde{J}}{2} \right) \left[ \delta_{\sigma_4, \sigma_3} \delta_{\sigma_3} \delta_{\sigma_2} - \delta_{\sigma_4} \delta_{\sigma_3} \delta_{\sigma_2} \right]$$

$$- \left( \tilde{U}_{12} - \frac{\tilde{J}}{2} \right) \left[ \delta_{\sigma_4, \sigma_3} \delta_{\sigma_3} \delta_{\sigma_2} - \delta_{\sigma_4} \delta_{\sigma_3} \delta_{\sigma_2} \right],$$

where we follow [104], and can be calculated individually by invoking their respective cases of the 4-point function.

### 3.3 The Kondo Temperature

We identify the Kondo temperature $T_{K\alpha}$ as the energy scale below which the impurity system $\alpha$ enters its low-energy FL regime, however we note that it is only meaningful if this scale is universal (so that there is strong correlation). Otherwise $T_{K\alpha}$ is simply the renormalised temperature scale. $T_{K\alpha}$ is therefore related to the degree of renormalisation required to bring the system to the low-energy FP, which
is characterised by the quasiparticle weight $z_\alpha$. Throughout our work, we thus define the Kondo temperature by

$$T_{K\alpha} = \frac{1}{4}\pi\tilde{\Delta}.$$  \hfill (3.3.1)

At p-h symmetry, when a single electron resides on each impurity, we may enter a Kondo regime in the limit of strong local Coulomb interactions compared to hybridisation amplitude. When this regime is reached we find $\tilde{U}_\alpha = \pi\tilde{\Delta}_\alpha$. We demonstrate the emergence of the Kondo regime in figure 3.1, and show that when we are in this regime, the system is exponentially renormalised with respect to $U_\alpha$. This is characterised by $T_{K\alpha} \sim e^{-U_\alpha/\pi\Delta}$.

Since $T_{K\alpha}$ corresponds to the energy scale of the low-energy FP, it is possible to probe an impurity system to measure it. On the low-energy scale we describe the system in terms of quasiparticles in a FL, and the energy scale where they emerge corresponds to a peak in the spectral density. $T_{K\alpha}$ is therefore given (approximately) by the width of the quasi-particle peak in $\rho_\alpha(\omega)$. We note that when the low-energy FP does not correspond to a FL, our definition of $T_{K\alpha}$ breaks down. In this case, relevant to our discussion in chapter 5, we can estimate $T_{K\alpha}$ from the width of the low-energy resonance in $\rho_\alpha(\omega)$.

We also point out that there are several different definitions of $T_K$. As an extension of Kondo’s perturbative treatment of the s-d model, [16] showed that the divergence characterising the failure of this treatment occurred at a temperature

$$T \sim De^{-1/2j_\rho(0)},$$  \hfill (3.3.2)

which one can also use as a definition of $T_K$. Through the inclusion of a magnetic field in the s-d model, [105] related the $T = 0$ spin susceptibility $\chi(0)$ to the Kondo temperature by

$$T_K = \frac{(g\mu_B)^2}{4\chi(0)}$$  \hfill (3.3.3)

where $g$ is the spin g-factor, and $\mu_B$ is the Bohr magneton. At p-h symmetry (where low-energy Kondo physics emerge), and in the strong correlation regime, our definition of $T_K$ is equivalent to this, where we set $g\mu_B = 1$. 
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Figure 3.1: Renormalised parameters for the uncoupled channel symmetric, p-h symmetric 2IAM. For $U/\pi \Delta > 3$, we enter the strong correlation limit where $\tilde{U} \simeq \pi \Delta$ and the model is governed by Kondo physics. $T_K$, shown in the inset, exhibits logarithmic dependence on $U$ in the strong correlation limit.
### 3.4 Counter-terms and Diagrammatic Perturbation Theory

The approach above allows one to very easily determine the renormalised parameters and quasiparticle density of states by making the assumption that the low-energy Hamiltonian is given by (3.2.9). However, the renormalised Hamiltonian $\tilde{H}$ is only valid over very small energy scales and therefore is clearly not equivalent to the full (bare) Hamiltonian $H$. The high-energy physics is contained in counter-terms; these are constraints which effectively cancel the divergences from the renormalised theory. We express the bare impurity system\(^3\) as the Lagrangian

$$
\mathcal{L} = \sum_{\alpha\sigma} d_{\alpha\sigma}^\dagger (\tau) \left[ \partial_{\tau} + \epsilon_{\alpha\sigma} - i\Delta_{\alpha\sigma} \right] d_{\alpha\sigma} (\tau) + \sum_{\alpha} U_\alpha n_{\alpha\uparrow} (\tau) n_{\alpha\downarrow} (\tau) + U_{12} \sum_{\sigma\sigma'} n_{1\sigma} (\tau) n_{2\sigma'} (\tau) + 2J S_1 (\tau) \cdot S_2 (\tau),
$$

(3.4.1)

whilst the Lagrangian of the renormalised system is given by

$$
\tilde{\mathcal{L}} = \sum_{\alpha\sigma} \tilde{d}_{\alpha\sigma}^\dagger (\tau) \left[ \partial_{\tau} + \tilde{\epsilon}_{\alpha\sigma} - i\tilde{\Delta}_{\alpha\sigma} \right] \tilde{d}_{\alpha\sigma} (\tau) + \sum_{\alpha} \tilde{U}_\alpha \tilde{n}_{\alpha\uparrow} (\tau) \tilde{n}_{\alpha\downarrow} (\tau) + \tilde{U}_{12} \sum_{\sigma\sigma'} \tilde{n}_{1\sigma} (\tau) \tilde{n}_{2\sigma'} (\tau) + 2\tilde{J} \tilde{S}_1 (\tau) \cdot \tilde{S}_2 (\tau),
$$

(3.4.2)

and $\tau$ is used to denote imaginary-time. We construct a counter-term Lagrangian

$$
\mathcal{L}_{CT} = \sum_{\alpha\sigma} \tilde{d}_{\alpha\sigma}^\dagger (\tau) \left[ \lambda_{2,\alpha,\sigma} \partial_{\tau} + \lambda_{1,\alpha,\sigma} \right] \tilde{d}_{\alpha\sigma} (\tau) + \sum_{\alpha} \lambda_{3,\alpha} \tilde{n}_{\alpha\uparrow} (\tau) \tilde{n}_{\alpha\downarrow} (\tau) + \lambda_{4} \sum_{\sigma\sigma'} \tilde{n}_{1\sigma} (\tau) \tilde{n}_{2\sigma'} (\tau) + \lambda_{5} \tilde{S}_1 (\tau) \cdot \tilde{S}_2 (\tau),
$$

(3.4.3)

and demand that it contains the high-energy behaviour of our system, so that

$$
\mathcal{L} = \tilde{\mathcal{L}} + \mathcal{L}_{CT}.
$$

(3.4.4)

We thus obtain expressions for the counter-terms

$$
\begin{align*}
\lambda_{1,\alpha,\sigma} &= -z_\alpha \Sigma_{\alpha\sigma} (0, h) \\
\lambda_{2,\alpha,\sigma} &= z_\alpha - 1 \\
\lambda_{3,\alpha} &= z_\alpha^2 U_\alpha - \tilde{U}_\alpha \\
\lambda_{4} &= z_1 z_2 U_{12} - \tilde{U}_{12} \\
\lambda_{5} &= 2z_1 z_2 J - 2\tilde{J}.
\end{align*}
$$

(3.4.5)

\(^3\)For simplicity, we leave out terms corresponding to the bulk as these play no role here.
Having formalised the difference between the renormalised and bare Hamiltonians, we now mention the difference between renormalised and bare quantities as pertaining to measurement in a laboratory. If an experiment takes place on some energy scale, then the quantities and couplings the experimentalist would measure are those which are renormalised to that scale. On higher energy scales the couplings would become more like the bare couplings, whilst on lower energy scales they tend towards those defined by the stable FP. As an example, if a 1IAM was cooled to temperatures below $T_K$, and an experimentalist attempted to measure the value of $U$, they would measure $\tilde{U}$.

Using the counter-terms, and our definitions of the renormalised parameters, we are able to perform diagrammatic perturbation theory on the low-energy system. The counter-terms are expanded in terms of the renormalised interaction parameters, with the coefficients being determined by the renormalisation conditions

$$\tilde{\Sigma}_\sigma(0, 0) = 0, \quad \partial_\omega \tilde{\Sigma}_\sigma(0, 0) = 0,$$

and (3.2.17). These follow from the requirement that the low-energy FP is a FL.

The reorganised renormalised Hamiltonian

$$\tilde{H} = \sum_{\alpha k} \epsilon_{\alpha k} c_{\alpha k \sigma}^\dagger c_{\alpha k \sigma} + \sum_{\alpha k} \tilde{V}_{\alpha} \left[ c_{\alpha k \sigma}^\dagger d_{\alpha \sigma} + d_{\alpha \sigma}^\dagger c_{\alpha k \sigma} \right] + \sum_{\alpha} \tilde{\epsilon}_{\alpha} d_{\alpha \sigma}^\dagger d_{\alpha \sigma}$$

$$+ \sum_{\alpha} \frac{\tilde{U}_{\alpha}}{2} d_{\alpha \sigma}^\dagger d_{\alpha \sigma}^\dagger d_{\alpha \sigma} d_{\alpha \sigma} + \frac{2\tilde{U}_{12} - \tilde{J}}{4} \sum_{\alpha \neq \alpha'} d_{\alpha \sigma}^\dagger d_{\alpha \sigma'}^\dagger d_{\alpha' \sigma} d_{\alpha' \sigma}$$

$$- \frac{\tilde{J}}{2} \sum_{\alpha \neq \alpha'} d_{\alpha \sigma}^\dagger d_{\alpha' \sigma'}^\dagger d_{\alpha \sigma} d_{\alpha' \sigma'},$$

(3.4.7)

gives rise to the interaction vertices shown in figure 3.2. The general Feynman rules, derived in [106] and [107], are adapted for our model and we list them as:

1. Vertices associated to the intra-impurity Coulomb interaction (figure 3.2a) on dot $\alpha$ contribute a factor of $-i\tilde{U}_\alpha$.

2. Vertices associated to the inter-impurity direct term (figure 3.2b) contribute a factor $-i(\tilde{U}_{12} - \tilde{J}/2)$.

3. Vertices associated to the inter-impurity exchange term (figure 3.2c) contribute a factor $+i\tilde{J}$.
Figure 3.2: The scattering events, with their corresponding vertex factors, allowed by the renormalised Hamiltonian (3.4.7). We use the convention that $\alpha \neq \alpha'$. In (a), we see that scattering due to the local intra-impurity Coulomb term arises between opposite-spin electrons in the same channel. The direct, inter-impurity scattering shown in (b) scatters electrons in different channels, and does not depend on the spin. Meanwhile in (c), the exchange (Heisenberg) term scatters electrons into different channels.
4. Internal propagators of energy $\omega$ and spin $\sigma$ in channel $\alpha$ contribute a factor $i\tilde{G}^{(0)}_{\alpha\sigma}(\omega)$. If evaluating a self-energy, there is an additional factor $\lim_{\delta \to 0^+} \exp(i\omega\delta)$ which restricts the contour integration.

5. Energy is conserved at every vertex, and any internal energy $\omega$ is integrated out by insertion of $\int_{-\infty}^{\infty} d\omega/2\pi$.

6. Every Fermion loop contributes a factor of $-1$.

7. The resultant expression is to be multiplied by an overall factor $i$.

8. Interaction vertices must be adjusted according to the counter-terms.

The Feynman rules allow us to calculate, to certain order in the renormalised parameters, a number of different quantities. We focus on calculating these quantities at the Fermi level $\omega = 0$. To first order, we write $\tilde{\Sigma}_{\alpha\sigma}(0,h)$ as the sum of diagrams as in figure 3.3. The first diagram is given by the integral

$$I = -i(-i\tilde{U}) \lim_{\delta \to 0^+} \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} i\tilde{G}^{(0)}_{\alpha\sigma}(\omega')e^{i\delta\omega'}$$

(3.4.8)

where, as is usual for a self-energy diagram, the external legs are not included (they are only shown to illustrate that we are considering the self-energy in the channel $\alpha, \sigma$). We calculate $I = \tilde{U}_\alpha \tilde{n}_{\alpha\sigma}(h)$, with the other relevant diagrams evaluated similarly. Note that due to the absence of a Fermion loop in the oyster diagram, the result differs by a minus sign. The first order correction to the self-energy is therefore

$$\tilde{\Sigma}^{(1)}_{\alpha\sigma}(0,h) = \tilde{U}_\alpha \tilde{n}_{\alpha\sigma}(h) + (\tilde{U}_{12} - \tilde{J}/2)\tilde{n}_{\alpha'\sigma}(h) + (\tilde{U}_{12} - \tilde{J}/2)\tilde{n}_{\alpha'\sigma}(h) + \tilde{J}\tilde{n}_{\alpha'\sigma}(h),$$

(3.4.9)

and in order to satisfy the renormalisation conditions and counter-term rules, it is to be implied that we subtract the same expression with $h = 0$. We may use this expression to calculate both static and dynamic quantities. It is particularly useful in calculating ‘longitudinal’ dynamic quantities, which depend on the local occupation\(^4\) $\langle \tilde{n}_{\alpha\sigma}(h) \rangle$; by the exact Friedel sum rule for a system of interacting quasiparticles, we have

$$\langle \tilde{n}_{\alpha\sigma}(h) \rangle = \frac{1}{2} - \frac{1}{\pi} \arctan \left[ \frac{\tilde{\epsilon}_{\alpha\sigma} + \tilde{\Sigma}^{(1)}_{\alpha\sigma}(0,h)}{\Delta_{\sigma}} \right].$$

(3.4.10)

\(^4\)We use $\tilde{n}_{\alpha\sigma}(h)$ to denote the local channel occupation of the non-interacting FP quasiparticle system, while $\langle \tilde{n}_{\alpha\sigma}(h) \rangle$ represents the local occupation when interactions are present.
\[
\tilde{\Sigma}^{(1)}_{\alpha\sigma}(0,h) = \begin{array}{c}
\alpha,\bar{\sigma},\omega' \\
\alpha,\sigma
\end{array} + \begin{array}{c}
\alpha',\sigma,\omega' \\
\alpha,\sigma
\end{array} + \begin{array}{c}
\alpha',\bar{\sigma},\omega' \\
\alpha,\sigma
\end{array} + \begin{array}{c}
\alpha',\sigma,\omega' \\
\alpha,\sigma
\end{array}
\]

Figure 3.3: The allowed first order corrections to the renormalised self-energy.

3.5 Calculation of Dynamic Quantities

We now use the RPT to calculate the dynamic quantities that are relevant to our work presented here. We begin by calculation of \( T = 0, \omega = 0 \) longitudinal susceptibilities (we use these in our analysis of emergent SU(4) symmetry in chapter 4), before proceeding to calculate transverse susceptibilities (useful in understanding the quantum critical point we discuss in chapter 5). We also provide a brief description of how the formalism developed extends to finite frequency and temperature.

3.5.1 \( \omega = 0 \)

The zero-frequency zero-temperature spin susceptibility

\[
\chi_S = \frac{1}{2} \sum_{\alpha} \partial_{h_\alpha} \left[ \langle \tilde{n}_{\alpha\uparrow}(h_\alpha) \rangle - \langle \tilde{n}_{\alpha\downarrow}(h_\alpha) \rangle \right] \bigg|_{h_\alpha=0}, \quad (3.5.1)
\]
evaluated in the absence of a magnetic field, can be calculated by inserting (3.4.9) into (3.4.10) and differentiating as usual. We find

\[
\chi_S = \frac{1}{2} \sum_{\alpha} \tilde{\rho}_{\alpha}^{(0)}(0) \left[ 1 + \tilde{U}_\alpha \tilde{\rho}_{\alpha}^{(0)}(0) - \tilde{J} \tilde{\rho}_{\alpha'}^{(0)}(0) \right]. \quad (3.5.2)
\]
The spin indices have been dropped since we set $h = 0$. Similarly, we define the charge susceptibility at $\omega = T = 0$ to be

$$\chi_C = -4 \sum_{\alpha \sigma} \partial_{\tilde{c}} \langle \tilde{n}_{\alpha \sigma}(h_{\alpha}) \rangle \bigg|_{h_{\alpha} = 0}, \quad (3.5.3)$$

where $\tilde{c} = \sum_{\alpha \sigma} \tilde{c}_{\alpha \sigma}$, which is calculated as

$$\chi_C = \sum_a 2 \tilde{\rho}_{\alpha}^{(0)}(0) \left[ 1 - \tilde{U}_{\alpha} \tilde{\rho}_{\alpha}^{(0)}(0) \right] - 8 \tilde{U}_{12} \tilde{\rho}_{1}^{(0)}(0) \tilde{\rho}_{2}^{(0)}(0). \quad (3.5.4)$$

Any difference between impurity levels $\epsilon_{\alpha}$ can give rise to a ‘pseudospin’ field, where the occupation on impurity $\alpha = 1$ corresponds to an ‘up’ state and the occupation on impurity $\alpha = 2$ corresponds to a ‘down’ pseudospin. We define a pseudospin susceptibility

$$\chi_{PS} = - \sum_{\alpha \sigma} \partial_{\tilde{c}} \langle \tilde{n}_{\alpha \sigma}(h_{\alpha}) \rangle \bigg|_{h_{\alpha} = 0}, \quad (3.5.5)$$

where $\tilde{c} = \sum_{\sigma} \tilde{c}_{1 \sigma} - \sum_{\sigma} \tilde{c}_{2 \sigma}$. We evaluate this, again using (3.4.9), and find

$$\chi_{PS} = \sum_a \frac{1}{2} \tilde{\rho}_{\alpha}^{(0)}(0) \left[ 1 - \tilde{U}_{\alpha} \tilde{\rho}_{\alpha}^{(0)}(0) \right] + 2 \tilde{U}_{12} \tilde{\rho}_{1}^{(0)}(0) \tilde{\rho}_{2}^{(0)}(0). \quad (3.5.6)$$

The constant factors in our definitions (3.5.1), (3.5.3) and (3.5.5) are present for convenience in our calculations throughout chapter 4. We define the Wilson Ratios, corresponding to each susceptibility, as

$$R_S = \frac{2 \chi_S \tilde{\rho}_{1}^{(0)}(0) + \tilde{\rho}_{2}^{(0)}(0)}{\tilde{\rho}_{1}^{(0)}(0) + \tilde{\rho}_{2}^{(0)}(0)}, \quad (3.5.7)$$

$$R_C = \frac{2 \chi_C \tilde{\rho}_{1}^{(0)}(0) + \tilde{\rho}_{2}^{(0)}(0)}{\tilde{\rho}_{1}^{(0)}(0) + \tilde{\rho}_{2}^{(0)}(0)}, \quad (3.5.8)$$

$$R_{PS} = \frac{2 \chi_{PS} \tilde{\rho}_{1}^{(0)}(0) + \tilde{\rho}_{2}^{(0)}(0)}{\tilde{\rho}_{1}^{(0)}(0) + \tilde{\rho}_{2}^{(0)}(0)}. \quad (3.5.9)$$

Heuristically, these ratios represent the interactions present in the system, with the total Wilson ratio in a non-interacting metal (ie Sommerfeld model) taking unit value. We use them in chapter 4 to formulate criteria for the emergence of an SU(4) Kondo regime, and to study systems which ‘nearly’ achieve such a regime.

In our analysis of the quantum critical point generated by the Heisenberg interaction in chapter 5, we use the NRG to calculate transverse dynamic quantities, and now seek to calculate these using the RPT. We cannot proceed as above, since our previous method relied on expressing the dynamic quantities in terms of local occupation. We thus sum the appropriate diagrams corresponding to the quantity at hand.
The transverse spin susceptibility, between impurities $\alpha$ and $\beta$ as defined in (2.4.6), is given by

$$
\chi_{\alpha\beta}(\omega) = \left\langle \left\langle d_{\alpha\uparrow}^\dagger d_{\alpha\downarrow}; d_{\beta\downarrow}^\dagger d_{\beta\uparrow}(\omega) \right\rangle \right\rangle
$$

where we use $S^+_\alpha = d_{\alpha\uparrow}^\dagger d_{\alpha\downarrow}$ and $S^-_\alpha = d_{\alpha\downarrow}^\dagger d_{\alpha\uparrow}$. We initially specialise to the case $\alpha = \beta$ and interpret this as the Fourier transform of the propagator which at time $t = 0$, in channel $\alpha$, creates a spin down particle and spin up hole, which are both annihilated at time $t = t$. To first order, $\chi_{\alpha\alpha}(0)$ is expressed as the sum of diagrams shown in figure 3.4. Using the Feynman rules, the diagrams respectively correspond to terms

$$
-i \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \left[ iG_{\alpha\beta}^{(0)}(\omega') \right]^2
$$

and

$$
-i \left( -i\bar{U}_\alpha \right) \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \frac{d\omega''}{2\pi} \left[ iG_{\alpha\beta}^{(0)}(\omega') \right]^2 \left[ iG_{\alpha\beta}^{(0)}(\omega'') \right]^2,
$$

where we note that both diagrams are in fact Fermion loops.$^5$ We find

$$
\chi_{\alpha\alpha}(0) = \tilde{\rho}_{\alpha}(0) \left[ 1 + \tilde{U}_\alpha \tilde{\rho}_{\alpha}(0) \right].
$$

In the case $\beta = \alpha' \neq \alpha$, the only contributing diagram (to first order) is due to the exchange interaction, which maintains a particle’s spin but changes its channel. The corresponding diagram is shown in figure 3.5, which we evaluate as

$$
\chi_{\alpha\alpha'}(0) = -\tilde{J} \tilde{\rho}_{\alpha}(0) \tilde{\rho}_{\alpha'}(0).
$$

$^5$We do not close the loops at either end in our diagrams since this suggests that spin is not conserved.
Using (2.4.7) and (2.4.8) we hence arrive at expressions for the total and staggered transverse spin susceptibilities, respectively

\[ \chi_{\text{tot}}(0) = \sum_\alpha \tilde{\rho}_\alpha(0) \left[ 1 + \tilde{U}_\alpha \tilde{\rho}_\alpha(0) \right] - 2 \tilde{J} \tilde{\rho}_1(0) \tilde{\rho}_2(0) \]  
(3.5.15)

and

\[ \chi_{\text{stg}}(0) = \sum_\alpha \tilde{\rho}_\alpha(0) \left[ 1 + \tilde{U}_\alpha \tilde{\rho}_\alpha(0) \right] + 2 \tilde{J} \tilde{\rho}_1(0) \tilde{\rho}_2(0). \]  
(3.5.16)

We can also calculate the singlet and triplet susceptibilities using the RPT. We express them in terms of the 2-particle inter-impurity Green function

\[ \Omega_{\sigma_1\sigma_2}(\omega) = \left\langle \left\langle d_{1\sigma_1}^\dagger d_{2\sigma_1}^\dagger : d_{2\sigma_2} d_{1\sigma_2} \right\rangle \right\rangle (\omega), \]  
(3.5.17)

so that

\[ \chi_{\text{sng}}(\omega) = \frac{1}{2} \left[ \Omega_{\uparrow\downarrow}(\omega) - \Omega_{\uparrow\uparrow}(\omega) - \Omega_{\downarrow\downarrow}(\omega) + \Omega_{\downarrow\uparrow}(\omega) \right] \]  
(3.5.18)

and

\[ \chi_{\text{trp}}(\omega) = \frac{1}{2} \left[ \Omega_{\uparrow\downarrow}(\omega) + \Omega_{\uparrow\uparrow}(\omega) + \Omega_{\downarrow\downarrow}(\omega) + \Omega_{\downarrow\uparrow}(\omega) \right]. \]  
(3.5.19)

To first order, the diagrammatic representations of \( \Omega_{\sigma_1\sigma_2}(0) \) are shown in figure 3.6.

The zeroth order term in figure 3.6a is given by

\[ i\tilde{\Pi}(0) := \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \left[ i\tilde{G}_{1}(\omega') \right] \left[ i\tilde{G}_{2}(0)(-\omega') \right] \]

\[ = -i \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \text{sgn}(\omega') \frac{(\omega' + \tilde{\epsilon}_2) \tilde{\Delta}_1 + (\omega' - \tilde{\epsilon}_1) \tilde{\Delta}_2}{(\omega' - \tilde{\epsilon}_1)^2 + \tilde{\Delta}_1^2} \frac{(\omega' + \tilde{\epsilon}_2)^2 + \tilde{\Delta}_2^2}{(\omega' + \tilde{\epsilon}_2)^2 + \tilde{\Delta}_2^2}. \]  
(3.5.20)

For the general case we do not calculate this expression explicitly (the result depends on the signs of the renormalised levels, and whether the model is p-h symmetric), but we note that in the case of channel symmetry, it is given by

\[ \tilde{\Pi}(0) = -\frac{1}{\pi \tilde{\epsilon}} \arctan \left( \frac{\tilde{\epsilon}}{\tilde{\Delta}} \right). \]  
(3.5.21)
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Figure 3.6: First order contributions to the various inter-impurity 2-particle Green functions useful to the calculation of the singlet and triplet pairing susceptibilities.
Evaluating the diagrams, we obtain
\[ \Omega_{\uparrow\downarrow}(0) = \Omega_{\downarrow\uparrow}(0) = \Pi(0) \left[ 1 + \left( \tilde{U}_{12} - \frac{\tilde{j}}{2} \right) \Pi(0) \right], \]  
\[ \Omega_{\uparrow\uparrow}(0) = \Omega_{\downarrow\downarrow}(0) = \tilde{J} \Pi(0)^2, \]  
where we note that the first order diagrams carry the same sign since
\[
\int_{-\infty}^{\infty} \frac{d\omega''}{2\pi} \left[ i\tilde{G}_2^{(0)}(\omega'') \right] \left[ i\tilde{G}_1^{(0)}(-\omega'') \right] = -i\Pi(0).
\]
We hence calculate
\[ \chi_{\text{sgn}}(0) = \Pi(0) \left[ 1 + \left( \tilde{U}_{12} - \frac{3\tilde{j}}{2} \right) \Pi(0) \right], \]  
and
\[ \chi_{\text{trp}}(0) = \Pi(0) \left[ 1 + \left( \tilde{U}_{12} + \frac{\tilde{j}}{2} \right) \Pi(0) \right]. \]

### 3.5.2 \( \omega \neq 0 \)

Our calculations of the dynamic quantities only provide insight into their values at the Fermi level, however it is possible to extend the approach to finite frequencies. In this regime, we must calculate terms to higher orders, where there is repeated scattering between the quasiparticles. To correctly account for the counter-terms, we perform the expansion in terms of the ‘barred’ couplings
\[ \bar{U}_\alpha = \tilde{U}_\alpha - \lambda_{3,\alpha} \]
\[ \bar{U}_{12} = \tilde{U}_{12} - \lambda_4 \]
\[ \bar{J} = \tilde{J} - \lambda_5. \]

The sum over all distinct diagrams allows us to calculate the renormalised parameters from these. For example, the renormalised intra-impurity Coulomb interaction is given by the sum over all orders of the diagrams shown in figure 3.7 as \( \bar{U}_\alpha (\bar{U}_\alpha, \bar{J}) \).

One may invert the resultant expression to find the barred couplings in terms of the renormalised ones: \( \bar{U}_\alpha (\tilde{U}_\alpha, \tilde{J}) \). We perform the finite-frequency calculations similar to the zero-frequency case, using the barred couplings. By inserting expressions \( \bar{U}_\alpha (\tilde{U}_\alpha, \tilde{J}), \bar{U}_{12} (\tilde{U}_{12}, \tilde{J}) \) and \( \bar{J} (\tilde{U}_{12}, \tilde{J}) \), the results of the perturbation theory may be interpreted using the usual renormalised couplings. We do not perform explicit calculations using this approach.
Figure 3.7: Contributions to the renormalised intra-impurity Coulomb interaction $\tilde{U}_\alpha$ due to repeated quasiparticle scattering. The perturbative expansion is in terms of couplings $\tilde{U}_\alpha = \tilde{U}_\alpha - \lambda_{3,\alpha}$ and $\tilde{J} = \tilde{J} - \lambda_5$. The sum over these diagrams (and those to higher order) gives the scattering amplitude $\tilde{U}_\alpha$. 
3.5.3 1-Particle Spectral Density for the Low Temperature Regime

We finally seek to express to second order the 1-particle spectral density at finite $\omega$ and $T$, which we denote $\rho_\alpha(\omega, T)$. Away from the Fermi level, $\rho_\alpha(\omega, T)$ is deduced from the interacting Green function

$$G_\alpha(\omega, T) = \frac{z_\alpha}{\omega - \tilde{\epsilon}_\alpha + i\tilde{\Delta}_\alpha \text{sgn}(\omega) - \tilde{\Sigma}_\alpha(\omega, T)},$$  \hspace{1cm} \text{(3.5.28)}

and evaluated as

$$\rho_\alpha(\omega, T) = \frac{z_\alpha}{\pi} \frac{\tilde{\Delta}_\alpha - \tilde{\Sigma}^I_\alpha(\omega, T)}{\left[\omega - \tilde{\epsilon}_\alpha - \tilde{\Sigma}^R_\alpha(\omega, T)\right]^2 + \left[\tilde{\Delta}_\alpha - \tilde{\Sigma}^I_\alpha(\omega, T)\right]^2},$$ \hspace{1cm} \text{(3.5.29)}

where $\tilde{\Sigma}^R_\alpha(\omega, T) = \text{Re}\tilde{\Sigma}_\alpha(\omega, T)$ and $\tilde{\Sigma}^I_\alpha(\omega, T) = \text{Im}\tilde{\Sigma}_\alpha(\omega, T)$. Since we limit our discussion to consider only FL FPs, $\tilde{\Sigma}^R_\alpha(\omega, T)$ and $\tilde{\Sigma}^I_\alpha(\omega, T)$ both scale as $\omega^2$ or $T^2$. Expanding $\rho_\alpha(\omega, T)$ to second order in $\omega$ and $T$, and using the standard series $(1 - x)^{-1} = 1 + x + x^2 + O(x^3)$, we obtain

$$\rho_\alpha(\omega, T) = \rho_\alpha(0, 0) \left[1 + \frac{2\pi\tilde{\epsilon}_\alpha}{\Delta_\alpha} \tilde{\rho}_\alpha(0)\omega + \pi^2 \tilde{\rho}_\alpha(0)^2 \left(\frac{3\tilde{\epsilon}_\alpha^2}{\Delta_\alpha^2} - 1\right) \omega^2 - \frac{2\pi\tilde{\epsilon}_\alpha}{\Delta_\alpha} \tilde{\rho}_\alpha(0) \tilde{\Sigma}^R_\alpha(\omega, T) + \pi \tilde{\rho}_\alpha(0) \left(1 - \frac{\tilde{\epsilon}_\alpha^2}{\Delta_\alpha^2}\right) \tilde{\Sigma}^I_\alpha(\omega, T)\right]$$ \hspace{1cm} \text{(3.5.30)}

which indicates that we require expressions for the real and imaginary parts of the renormalised self-energy. These have been calculated previously [108, 99, 97, 109], for the case $\tilde{J} = 0$, and we quote the results

$$\tilde{\Sigma}^I_\alpha(\omega, T) = -\frac{\pi}{2} \left[\tilde{\rho}_\alpha(0)\right]^3 \left[\tilde{U}_\alpha^2 + 2\tilde{U}_{12}^2\right]\left[\omega^2 + \pi^2 T^2\right]$$ \hspace{1cm} \text{(3.5.31)}

and

$$\tilde{\Sigma}^R_\alpha(\omega, T) = -\frac{\tilde{\epsilon}_\alpha}{3\Delta_\alpha} \left[\tilde{\rho}_\alpha(0)\right]^2 \left[\tilde{U}_\alpha + 2\tilde{U}_{12}\right] \pi^3 T^2 + \frac{\tilde{\epsilon}_\alpha}{3\Delta_\alpha} \left[\tilde{\rho}_\alpha(0)\right]^3 \left[\tilde{U}_\alpha + 2\tilde{U}_{12}\right]^2 \pi^3 T^2 + \frac{\tilde{\epsilon}_\alpha}{3\Delta_\alpha} \left[\tilde{\rho}_\alpha(0)\right]^2 \left[\tilde{U}_\alpha^2 + 2\tilde{U}_{12}^2\right] \left[\tilde{\rho}_\alpha(0) - \frac{1}{\pi\tilde{\epsilon}_\alpha} \arctan\left(\frac{\tilde{\epsilon}_\alpha}{\Delta_\alpha}\right)\right] \pi^3 T^2.$$ \hspace{1cm} \text{(3.5.32)}

These expressions, combined with (3.5.30), allow us to determine the low-temperature behaviour of the 1-particle spectra. We will use this in chapter 4 to determine the temperature-dependence of the conductance between the impurity sites, and formulate an argument that specific properties of the conductance are indicative of a low-energy SU(4) symmetry.
Chapter 4

Emergent SU(4) Kondo Physics

In this chapter, we investigate whether an SU(4) Kondo regime, with unit total occupation, can arise on low energy scales in the 2IAM where there is no bare SU(4) symmetry, and the bare parameters resemble values attainable in a DQD experimental setup. We use the RPT to determine conditions on the renormalised parameters and Wilson ratios which are indicative of a low-energy Kondo regime that exhibits SU(4) symmetry. We test the parameter regimes where these conditions can be satisfied. Our study allows us to define a single $T_K$, and we then use the NRG to determine how this depends on $U_{12}$. We finalise our investigation by proposing a general property of the conductance which is indicative of an emergent SU(4) Kondo system with $n = 1$. Our work is geared towards experimental observation of this enhanced symmetry regime, and is likely to contribute to ongoing experimental work in the wider community.

4.1 Introduction

The usual Kondo effect, due to SU(2) spin degeneracy, has been accredited with explaining many different phenomena spanning the field of strongly correlated electrons. These include superconductivity [59], Kondo/topological insulators [110, 111] and the non-Fermi liquid (see chapter 5) properties associated with strange metals [112]. As we discuss in the chapter 1, the SU(2) Kondo effect has been well studied in gated quantum dot devices, in which certain model parameters may be tuned. In particular, the application of a bias voltage and subsequent measurement of the current has allowed detailed study of the Kondo many-body singlet, and its emergence [113, 114]. Given the importance of the Kondo effect in explaining several
many-body problems, there is strong theoretical and experimental interest in more exotic Kondo states.

There has been a particular focus on understanding local models where there is an SU(2) pseudospin symmetry, due to the charge configuration, in addition to the usual SU(2) spin symmetry. These models are particularly relevant for carbon nanotube systems [115, 116, 117, 118] and DQD systems [119, 120, 121] where the total dot occupation is restricted to unity. We restrict our discussions to consider the DQD system only. The pseudospin symmetry in the DQD system is due to the occupation on each dot. We consider large inter-dot and intra-dot Coulomb repulsions so that the system prefers to contain a single electron, which is localised to one of the dots. The occupation on dot 1 corresponds to a pseudospin ‘up’ state, whilst the occupation on dot 2 corresponds to a ‘down’ state. The charge degrees of freedom hence give rise to the SU(2) pseudospin symmetry, and the total\(^1\) charge symmetry has therefore been promoted from U(1) to U(2) \(\cong U(1) \otimes SU(2)\). The model in this regime can give rise to an SU(4) ‘spin’ symmetry, but note that SU(4) \(\geq SU(2) \otimes SU(2) \cong SO(4)\). Correspondingly, in the 4-dimensional fundamental representation, there exist off-block-diagonal elements which couple the pseudospin and spin sectors, and in this sense the spin and charge degrees of freedom become entangled. A property of such a system is that, due to this entanglement, spin-polarised currents may be observed in the absence of a magnetic field [122]. This would have applications in the field of spintronics.

A detailed spectroscopic study of a DQD system, and a comparison with NRG calculations led to an initial claim that emergent SU(4) Kondo physics had been observed [123]. However, a study using the RPT concluded that due to the relative values of the inter- and intra-dot Coulomb coupling constants, the experimental system could not have been in an SU(4) Kondo regime [124]. In addition, tuning the couplings between the leads and dots in the DQD system is experimentally challenging, and an SU(4) symmetry requires that the couplings are precisely equal. This difficulty suggests that it may be more feasible to search for an SU(4) regime which

\(^1\)To keep our notation compact, we discuss the total charge symmetry. This is invariance under a single U(1), rather than the usual U(1)\(\otimes\)U(1), which corresponds to conservation of the sum of particles in all charge and spin channels. One can easily check that channel charge (and in fact charge in each spin channel) is individually conserved in the SU(4) model.
emerges on lower energy scales, rather than fine tune the couplings to the leads. Through use of the non-crossing approximation, which assumes infinite inter- and intra-dot Coulomb repulsions, it has been shown that SU(4) may be restored on lower energy scales through adjustment of the gate voltages [125]. In effect, this tuning of the difference between the dot levels is equivalent to the application of pseudospin field. We seek to extend this work, using the RPT and NRG, to test whether SU(4) symmetry can emerge when the Coulomb repulsions are finite.

4.2 Relating the DQD System and 2IAM

Our investigation is heavily motivated by the experimental possibility of unambiguously observing emergent SU(4) Kondo physics. These experiments are carried out in engineered DQD structures, with a general schematic as shown in figure 1.4. We see that each dot has a source and drain lead, so that NRG studies of the system might appear to be prohibited due to the presence of 4 conduction baths. We show in this section that we can regard the equilibrium DQD system as the 2IAM. The DQD Hamiltonian is formulated as

\[ H_{DQD} = \sum_{\nu \alpha k} \epsilon_{\nu \alpha k} c_{\nu \alpha k}^\dagger c_{\nu \alpha k} + \sum_{\nu \alpha k} V_{\nu \alpha k} \left[ c_{\nu \alpha k}^\dagger d_{\alpha \sigma} + d_{\alpha \sigma}^\dagger c_{\nu \alpha k} \right] 
+ \sum_{\alpha} \left[ \epsilon_{\alpha} d_{\alpha \sigma}^\dagger d_{\alpha \sigma} + U_{\alpha} n_{\alpha \uparrow} n_{\alpha \downarrow} \right] + U_{12} \sum_{\sigma \sigma'} n_{1 \sigma} n_{2 \sigma'} \]

(4.2.1)

where \( \alpha \in \{1,2\} \) sums over the dots as usual, and \( \nu \in \{S,D\} \) sums over the source and drain leads connected to dot \( \alpha \). Throughout this chapter we switch off any inter-dot magnetic interaction. We define the Fermionic operators

\[ b_{\alpha k \sigma}^\dagger = \frac{1}{\sqrt{|V_{S\alpha k}|^2 + |V_{D\alpha k}|^2}} \left[ V_{S\alpha k} c_{S\alpha k}^\dagger + V_{D\alpha k} c_{D\alpha k}^\dagger \right] \]
\[ \bar{b}_{\alpha k \sigma}^\dagger = \frac{1}{\sqrt{|V_{S\alpha k}|^2 + |V_{D\alpha k}|^2}} \left[ V_{S\alpha k} c_{S\alpha k}^\dagger - V_{D\alpha k} c_{D\alpha k}^\dagger \right] \]

(4.2.2)

which satisfy the usual Dirac algebra, and enforce the equilibrium condition that \( \mu_{S\alpha} = \mu_{D\alpha} \), or equivalently \( \epsilon_{S\alpha k} = \epsilon_{D\alpha k} = \epsilon_{\alpha k} \). The DQD Hamiltonian is then given by

\[ H_{DQD} = \sum_{\alpha k} \epsilon_{\alpha k} b_{\alpha k \sigma}^\dagger \bar{b}_{\alpha k \sigma} + \sum_{\alpha k} \epsilon_{\alpha k} b_{\alpha k \sigma}^\dagger b_{\alpha k \sigma} + \sum_{\alpha k} V_{\alpha k} \left[ b_{\alpha k \sigma}^\dagger d_{\alpha \sigma} + d_{\alpha \sigma}^\dagger b_{\alpha k \sigma} \right] 
+ \sum_{\alpha} \left[ \epsilon_{\alpha} d_{\alpha \sigma}^\dagger d_{\alpha \sigma} + U_{\alpha} n_{\alpha \uparrow} n_{\alpha \downarrow} \right] + U_{12} \sum_{\sigma \sigma'} n_{1 \sigma} n_{2 \sigma'} \]

(4.2.3)
where
\[ V_{\alpha k} = \sqrt{|V_{S\alpha k}|^2 + |V_{D\alpha k}|^2}, \]  
and may therefore be decomposed into two subsystems. There is an uncoupled non-interacting Fermi gas of the \( \bar{b} \) electrons which play no role in the dynamics of the dots, and the 2IAM which describes how the dots themselves are only coupled to the \( b \) electrons. We perform calculations for the equilibrium DQD system through use of the NRG and RPT as formulated for the 2IAM. We take the usual approximation that \( V_{\alpha k} = V_\alpha \) and assume that the system is isotropic. The hybridisation width on dot \( \alpha \) is then given by \( \Delta_\alpha = \Delta_{S\alpha} + \Delta_{D\alpha} \).

### 4.3 SU(4) on the Bare Scale

To manifest SU(4) in the 2IAM on the bare scale, the Hamiltonian must satisfy a number of conditions (these are to be used in the next section to specify the structure of the low-energy SU(4) effective Hamiltonian). We see that if \( U_1 = U_2 = U_{12} := U \) and \( \epsilon_1 = \epsilon_2 := \epsilon \) then the impurity Hamiltonian becomes

\[
H_{\text{imp}} = \left( \epsilon + \frac{3U}{2} \right) n + \frac{U}{2} (n - 2)^2 - 2U = \left( \epsilon - \frac{U}{2} \right) \sum_{\alpha\sigma} n_{\alpha\sigma} + \frac{U}{2} \sum_{\alpha_1\alpha_2, \sigma_1\sigma_2} n_{\alpha_1\sigma_1} n_{\alpha_2\sigma_2}. \tag{4.3.1}
\]

If we enforce the requirement that each bath has equal hybridisation, \( V_1 = V_2 := V \) then we obtain the full Hamiltonian

\[
H = \sum_{\alpha k} \epsilon_k c_{\alpha k\sigma}^\dagger c_{\alpha k\sigma} + \sum_{\alpha k} V \left[ c_{\alpha k\sigma}^\dagger d_{\alpha\sigma} + d_{\alpha\sigma}^\dagger c_{\alpha k\sigma} \right] + \left( \epsilon - \frac{U}{2} \right) \sum_{\alpha\sigma} n_{\alpha\sigma} + \frac{U}{2} \sum_{\alpha_1\alpha_2, \sigma_1\sigma_2} n_{\alpha_1\sigma_1} n_{\alpha_2\sigma_2}. \tag{4.3.2}
\]

This model exhibits the symmetry of interest. To make it manifest, we introduce the vectors

\[
\Psi_k = \begin{pmatrix} c_{1k\uparrow} \\ c_{1k\downarrow} \\ c_{2k\uparrow} \\ c_{2k\downarrow} \end{pmatrix}, \quad \Phi = \begin{pmatrix} d_{1\uparrow} \\ d_{1\downarrow} \\ d_{2\uparrow} \\ d_{2\downarrow} \end{pmatrix}. \tag{4.3.3}
\]
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which respectively encapsulate the degrees of freedom of the bulk and impurity systems. The Hamiltonian is then given by

\[ H = \sum_k \epsilon_k \Psi_k \dagger \Psi_k + \sum_k V \left[ \Psi_k \dagger \Phi + \Phi \dagger \Psi_k \right] + \left( \epsilon - \frac{5U}{2} \right) \Phi \dagger \Phi + \frac{U}{2} \left( \Phi \dagger \Phi \right) \left( \Phi \dagger \Phi \right). \]  

(4.3.4)

This is invariant under the coupled transformation

\[
\begin{align*}
\Psi_k &\to U \Psi_k \\
\Phi &\to U \Phi,
\end{align*}
\]

(4.3.5)

if \( U^\dagger U = UU^\dagger = I \), so the corresponding symmetry group is \( U(4) \cong SU(4) \otimes U(1) \).

An observation of the Kondo effect, enhanced by the pseudospin degeneracy, in a DQD system [126] led the authors to estimate the coupling constants as \( U_1 \simeq 1.2\text{meV}, U_2 \simeq 1.5\text{meV}, U_{12} \simeq 0.1\text{meV}, \Delta_1 \simeq \Delta_2 \simeq 0.005-0.020\text{meV} \). These motivate the need for our study; SU(4) symmetry does not (feasibly) exist on the bare scale, and if one hopes to observe it then it must emerge on lower energy scales.

### 4.4 Low-Energy Requirements for an \( n = 1 \) SU(4) Kondo Regime

We have established that the 2IAM is invariant under SU(4) if \( U_1 = U_2 = U_{12} \), \( \Delta_1 = \Delta_2 \) and \( \epsilon_1 = \epsilon_2 \). These conditions must therefore be satisfied by the low energy Hamiltonian if SU(4) invariance is to emerge. We hence require

\[
\begin{align*}
\tilde{U}_1 = \tilde{U}_2 = \tilde{U}_{12} &:= \tilde{U} \\
\tilde{\Delta}_1 = \tilde{\Delta}_2 &:= \tilde{\Delta} \\
\tilde{\epsilon}_1 = \tilde{\epsilon}_2 &:= \tilde{\epsilon}.
\end{align*}
\]

(4.4.1)  
(4.4.2)  
(4.4.3)

Due to the orbital degeneracy we also require that the electron has an equal probability of occupying either dot. We thus demand \( \rho_1(\omega) = \rho_2(\omega) := \rho(\omega) \) for small \( \omega \). Since \( \rho_\alpha(0) = z_\alpha \tilde{\rho}_\alpha(0) \), we hence arrive at the further condition

\[ z_1 = z_2 := z. \]

(4.4.4)

The satisfaction of these constraints guarantees a low-energy emergent SU(4) symmetry, but does not guarantee an \( n = 1 \) Kondo regime. Using the renormalised form of the Friedel sum rule (3.2.12), the localisation of a single electron in the
DQD requires $\tilde{\epsilon} = \tilde{\Delta}$. Finally, to be in the Kondo regime the single d-electron must be totally localised to the dots such that the charge fluctuations are suppressed. We hence require $\chi_C = 0$, where $\chi_C$ is given in (3.5.3). It follows that $\tilde{U}\tilde{\rho}(0) = 1/3$. We condense all these requirements into 3 conditions:

1. $\rho_1(\omega) = \rho_2(\omega) = \rho(\omega)$ in the limit $\omega \to 0$,

2. $n = 1$,

3. $R_S = R_{PS} = 4/3$.

We use the satisfied conditions to identify the ‘type’ of low energy FP. If all conditions are satisfied, then we have an $n = 1$ SU(4) Kondo regime with a universal energy scale $T^{SU(4)}_K := 1/4\tilde{\rho}(0)$. If condition (1) is only satisfied at $\omega = 0$ and conditions (2) and (3) are satisfied, then we attribute the low energy FP with having restricted SU(4) symmetry. If only (1) and (2) are satisfied, but charge fluctuations are sufficiently suppressed so that $1 < R_{PS} \lesssim 4/3$ and $4/3 \lesssim R_{PS} < 2$, then we describe the FP has having approximate SU(4) symmetry.

An important observation is that if $\Delta_1 \neq \Delta_2$, we cannot satisfy both conditions $\tilde{\Delta}_1 = \tilde{\Delta}_2$ and $z_1 = z_2$. Therefore in DQD systems with $\Delta_1 \neq \Delta_2$, we cannot have an emergent ‘strict’ SU(4) Kondo regime. However, we could still obtain a restricted SU(4) point in such a system.

### 4.5 Emergence of the SU(4), $n = 1$ Kondo Regime

Having established the criteria for a low-energy SU(4) Kondo system, we investigate whether the introduction of a pseudospin field can give rise to such a regime, in the case where $U_1$, $U_2$ and $U_{12}$ are finite (this is possible in the case where $U_1$, $U_2$ and $U_{12}$ are infinite [125]). We begin with the case $U_1 = U_2 = U_{12} = 0.5$, with $\pi\Delta_1 = 0.01$ and $\pi\Delta_2 = 0.007896$. We set $\epsilon_1 = -0.0933$ and tune $\epsilon_2$ so that $n = 1$. Since the Coulomb repulsions are of the order of the bandwidth $D = 1$, and much larger than the hybridisation widths, we expect SU(4) symmetry to emerge on the lowest energy scales as the model has become more like those considered in [125]. Following their method, we introduce a pseudospin field $\delta\epsilon_{12} = \epsilon_1 - \epsilon_2$\(^2\) and probe the resulting low-energy FL FPs, searching for an enhancement of $\chi_{PS}$. The enhancement

\(^2\)To maintain the total local occupation, we change both $\epsilon_1$ and $\epsilon_2$ as we vary $\delta\epsilon_{12}$ as $\epsilon_1 + \delta\epsilon_{12}/2$ and $\epsilon_2 - \delta\epsilon_{12}/2$. 
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Figure 4.1: The ratios $\tilde{\Delta}_2/\tilde{\Delta}_1$, $\tilde{\epsilon}_2/\tilde{\epsilon}_1$, $\tilde{\rho}_2(0)/\tilde{\rho}_1(0)$, $\tilde{U}_2/\tilde{U}_1$, and $\tilde{U}_{12}/\tilde{U}_1$ for the model with $\pi \Delta_1 = 0.01$, $\pi \Delta_2 = 0.007896$, $U_1 = U_2 = U_{12} = 0.5$. For these parameters, $\delta_C = 2.960151343 \times 10^{-4}$ [109].

is maximal at $\delta \epsilon_{12} = \delta_C = 2.960151343 \times 10^{-4}$, and we define $\delta \epsilon = \delta \epsilon_{12} - \delta_C$ as a convenient measure of the deviation from this value. We plot in figure 4.1 the ratios $\tilde{\Delta}_2/\tilde{\Delta}_1$, $\tilde{\epsilon}_2/\tilde{\epsilon}_1$, $\tilde{\rho}_2(0)/\tilde{\rho}_1(0)$, $\tilde{U}_2/\tilde{U}_1$, and $\tilde{U}_{12}/\tilde{U}_1$. With the exception of $\tilde{\Delta}_2/\tilde{\Delta}_1$, these ratios cross at around unit value, so that we have a good approximation to emergent SU(4). However, we do not find $\tilde{\Delta}_1 = \tilde{\Delta}_2$. This is due to the aforementioned issue that if $\Delta_1 \neq \Delta_2$, we cannot obtain a strict SU(4) point. In this case $z_2/z_1 = 1.05$, so we obtain a restricted SU(4) symmetry. As discussed, the emergence of an SU(4) symmetry is not indicative of unit occupation or a Kondo regime. We show in figure 4.2a that $n = 1$ for all values of $\delta \epsilon_{12}$. Notice that the individual dot occupations cross at $\delta \epsilon \neq 0$. This is due to the Friedel sum rule; if $\rho_1(0) = \rho_2(0)$ and $\Delta_1 \neq \Delta_2$, then $n_1 \neq n_2$. Figure 4.2b shows that $R_{PS}$ is enhanced to 4/3 (illustrated by the dashed line), while $R_S$ is diminished to the same value and $R_C = 0$. We therefore have that, at $\delta \epsilon = 0$, the system is in an $n = 1$ Kondo regime. There is a single emergent energy scale defined by the intersection of the $T_{K\alpha}$ which we calculate as $T_K \approx 1.01 \times 10^{-10}$, as shown in figure 4.3. Noting from figure 3.1 that $T_K$ decreases logarithmically with $U/\pi \Delta$ in the strong correlation regime, the small $T_K$ is not
**Figure 4.2:** The individual and total occupations of each dot (a) and the spin and pseudospin Wilson ratios (b) for the same model as considered in figure 4.1.

**Figure 4.3:** The values of $T_{K\alpha}$ for each dot as a function of the deviation from the point of maximal $R_{PS}$. The model parameters are the same as those in figure 4.1.
Figure 4.4: The ratios $\tilde{\Delta}_2/\tilde{\Delta}_1$, $\tilde{\epsilon}_2/\tilde{\epsilon}_1$, $\tilde{\rho}_2(0)/\tilde{\rho}_1(0)$, $\tilde{U}_2/\tilde{U}_1$, and $\tilde{U}_{12}/\tilde{U}_1$ for the model with $\pi\Delta_1 = 0.01$, $\pi\Delta_2 = 0.007896$, $U_1 = U_2 = 5$, $U_{12} = 3$. For these parameters, $\delta_C = 6.113003 \times 10^{-4}$ [109].

Figure 4.4: The ratios $\tilde{\Delta}_2/\tilde{\Delta}_1$, $\tilde{\epsilon}_2/\tilde{\epsilon}_1$, $\tilde{\rho}_2(0)/\tilde{\rho}_1(0)$, $\tilde{U}_2/\tilde{U}_1$, and $\tilde{U}_{12}/\tilde{U}_1$ for the model with $\pi\Delta_1 = 0.01$, $\pi\Delta_2 = 0.007896$, $U_1 = U_2 = 5$, $U_{12} = 3$. For these parameters, $\delta_C = 6.113003 \times 10^{-4}$ [109].

We have performed a similar analysis of models with $U_1 = U_2 = U_{12}$ for smaller values of $U/\pi\Delta_1$, and find similar results, with a larger $T_K$. We thus conclude that in the model with $\Delta_1 \neq \Delta_2$ and $U_1 = U_2 = U_{12}$, it is possible to restore a restricted SU(4) symmetry\(^3\), through application of a pseudospin field, and simultaneously achieve an $n = 1$ Kondo regime. This is in line with the conclusions of [125], which we have extended to the case of $U$ finite and, furthermore, $U < D$.

We proceed to the more experimentally attainable system $U_1 = U_2 \neq U_{12}$. Initially we consider the case $U_1 = U_2 > D$ and $U_{12} > D$, and pick $U_1 = U_2 = 5$, $U_{12} = 3$. For this case we calculate $\delta_C = 6.113003 \times 10^{-4}$. The ratios of the renormalised parameters are plotted in figure 4.4, and show that as in the previous cases, all ratios with the exception of $\tilde{\Delta}_2/\tilde{\Delta}_1$ become 1 at $\delta\epsilon = 0$. We thus have the possibility of a restricted SU(4) regime, and figure 4.5 confirms that this is the case. We have therefore shown that the conclusions of [125] also hold in this case.

---

\(^3\)Since the SU(4) FP is restricted, we gain little information regarding the energy scales on which the symmetry persists. We therefore do not define a $T_K^{SU(4)}$. 
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Although it may appear that the difference between $U_1 = U_2$ and $U_{12}$ plays little role, the Kondo temperature, given by $T_K \simeq 2.4 \times 10^{-8}$, differs substantially from what we might expect - it is larger than the model with $U_1 = U_2 = U_{12} = 0.5$. The degree of renormalisation is thus drastically altered by $U_{12}$, and we shall discuss this later in the chapter.

We now bring down the Coulomb repulsions so that they are smaller than $D$, and choose $U_1 = U_2 = 0.05$, $U_{12} = 0.03$. We calculate $\delta_C = -2.00 \times 10^{-5}$. Unlike the previous parameter sets, in this case the renormalised coupling constant ratios do not all reach 1. Figure 4.6 shows that $\tilde{U}_{12}/\tilde{U}_1$ only achieves the value of $\sim 1/2$ at $\delta \epsilon = 0$ so that there cannot be an SU(4) point in this model. Despite this, we still see an enhancement of $R_{PS}$ shown in figure 4.7a. The model therefore reaches an approximate SU(4) FP. In line with the previous comments on the dependence of $T_K$ on $U_{12}$, we have in this case $T_K \simeq 1.35 \times 10^{-3}$, whereas for $U_1 = U_2 = U_{12} = 0.05$ we had found $T_K \simeq 6.30 \times 10^{-4}$. It seems, as before, that a decrease of $U_{12}$ results in an increase in $T_K$. We also break the restriction $U_1 = U_2$ and find similar results.

Our calculations point to the conclusion that the application of a pseudospin field can restore a restricted SU(4) $n = 1$ Kondo regime if $U_1 = U_2 = U_{12}$, and in the case $U_1 > D$, $U_2 > D$ but only if $U_{12} > D$. Otherwise there is an enhancement of $\chi_{PS}$ which leads to an approximate SU(4) point. This conclusion has direct signif-
Figure 4.6: The ratios $\tilde{\Delta}_2/\tilde{\Delta}_1$, $\tilde{\epsilon}_2/\tilde{\epsilon}_1$, $\tilde{\rho}_2(0)/\tilde{\rho}_1(0)$, $\tilde{U}_2/\tilde{U}_1$, and $\tilde{U}_{12}/\tilde{U}_1$ for the model with $\pi\Delta_1 = 0.01$, $\pi\Delta_2 = 0.007896$, $U_1 = U_2 = 0.05$, $U_{12} = 0.03$. For these parameters, $\delta_C = -2.00 \times 10^{-5}$ [109].

Figure 4.7: The relevant Wilson ratios (a) and the individual Kondo temperatures (b) as a function of $\delta\epsilon/\pi\Delta_1$ for the model parameters as given in the caption of figure 4.6.
icance to current experimental efforts towards observing emergent SU(4) in DQD systems. It is likely in such systems that $U_1, U_2 > D$ but the value of $U_{12}$ will be much smaller [126]. If it is such that $U_{12} > D$, then the experimentalists will be able to obtain a restricted SU(4) point by varying the gate voltages, otherwise they will only obtain an approximate SU(4) point, but the changes in $\chi_S$ and $\chi_{PS}$ will provide experimental evidence that this regime has been reached.

4.6 Lingering Symmetry on Higher Energy Scales?

Our results point only towards an emergent restricted SU(4) symmetry in a typical DQD system. We now investigate, using the NRG to calculate spectral densities, the extent to which the restricted SU(4) symmetry survives on higher energy scales. To gain an idea over the range of $\omega$ one could expect the SU(4) symmetry to persist, we first consider the model with SU(4) symmetry on the bare and renormalised scales. We set $U_1 = U_2 = U_{12} = 0.05$, $\pi \Delta_1 = \pi \Delta_2 = 0.01$ and find that for unit occupation, we require $\epsilon_1 = \epsilon_2 = -0.021$. On the lowest energy scales, we calculate $\tilde{U}_1 = \tilde{U}_2 = \tilde{U}_{12} = 1.25 \times 10^{-3}$ and $\epsilon_1 = \epsilon_2 = \tilde{\Delta}_1 = \tilde{\Delta}_2 = 6.05 \times 10^{-4}$. The model is therefore in an SU(4) Kondo regime with $n = 1$. We plot in figure 4.8 the 1-particle spectral density of the d-electrons and quasiparticles (normalised to their values at the Fermi level to account for the systematic underestimation of this value in the NRG). It is clear that there is a region where the d-electron spectral density is very similar to the low energy quasiparticle model, which also exhibits the SU(4) symmetry. This region is approximately between $\omega = \pm T_{K}^{SU(4)}/2$, indicated by the vertical dashed lines. This scale corresponds to the energy scale where an $n = 1$ SU(4) Kondo regime persists.

We now seek to understand how this scale differs for a restricted SU(4) Kondo regime. We therefore modify our parameters to reintroduce an anisotropic difference between the hybridisations, and set $\pi \Delta_1 = 0.01$, $\pi \Delta_2 = 0.007896$ as before. In line with requirement (1), we now compare the spectral densities on each dot, rather than with the quasiparticle spectra. This gives us a measure of the energy range where the criterion is satisfied. We find $\rho_1(0) = \rho_2(0) = 38.0$ and compare the ratios $\rho_\alpha(\omega)/\rho_\alpha(0)$. These are plotted in figure 4.9. For these parameters, we have $T_K = 6.3 \times 10^{-4}$ and we plot, as vertical dashed lines, the boundaries of the region where $|\omega| < T_K/2$. The agreement between $\rho_1(\omega)$ and $\rho_2(\omega)$ is generally poor within
\[ \rho(\omega)/\rho(0) \quad \tilde{\rho}(\omega)/\tilde{\rho}(0) \]

**Figure 4.8:** Comparison of the d-electron spectral density \( \rho(\omega) \) and the non-interacting quasiparticle spectral density \( \tilde{\rho}(\omega) \) for the model with \( U_1 = U_2 = U_{12} = 0.05, \pi \Delta_1 = \pi \Delta_2 = 0.01 \) and \( \epsilon_1 = \epsilon_2 = -0.021 \). The vertical dashed lines correspond to \( \omega = \pm T_{K}^{SU(4)}/2 \). We see that the width of the peak, which occurs at \( \omega = \tilde{\epsilon}_1 = \tilde{\epsilon}_2 \), is indicative of the Kondo temperature \( T_{K}^{SU(4)} \).
Figure 4.9: Comparison of $\rho_1(\omega)$ and $\rho_2(\omega)$ for the anisotropic model with $U_1 = U_2 = U_{12} = 0.05$, $\pi \Delta_1 = 0.01$, $\pi \Delta_2 = 0.007896$, $\epsilon_1 = -0.021$ and $\epsilon_2 = -0.0212022$. The vertical dashed lines correspond to $\omega = \pm T_K/2$. 

\begin{align*} 
\rho_1(\omega)/\rho_1(0) \\
\rho_2(\omega)/\rho_2(0) 
\end{align*}
this region. We conclude that, in contrast to the case of a strict SU(4) $n = 1$ Kondo regime, the symmetry does not survive on energy scales governed by $T_K$ when the system has a restricted SU(4) symmetry. It does, however, survive on much lower energy scales close to the Fermi level.

Finally we discuss how the spectral densities change when $U_1 = U_2 := U \neq U_{12}$, where $D > U$ and $U > U_{12}$. In this regime we only achieve an approximate SU(4) FP. We have already seen that the value of $U_{12}$ appears significant in setting the degree of renormalisation. To investigate this, we take the parameters considered in figure 4.8, but set $U_{12} = 0.03$. In this model we find $\tilde{U}_1 = \tilde{U}_2 = 3.34 \times 10^{-3}$, $\tilde{U}_{12} = 1.64 \times 10^{-3}$, $\tilde{e}_1 = \tilde{e}_2 = \tilde{\Delta}_1 = \tilde{\Delta}_2 = 1.11 \times 10^{-3}$. We thus have $R_S = 1.48$ and $R_{PS} = 0.99$ and achieve an approximate SU(4) FP with $T_K = 1.73 \times 10^{-3}$. We compare the spectral density of this model with the case $U_{12} = 0.05$ in figure 4.10. We see that, as predicted from the RPT analysis, $T_K$, which governs the width of the peaks, has increased as $U_{12}$ decreased. However, if we compare to a model with $U, U_{12} > D$ a different picture emerges. The case with $U = 5, U_{12} = 3$ gives rise
to a Kondo temperature $T_K = 2.4 \times 10^{-8}$ whilst $U = U_{12} = 0.5$ gives a smaller value of $T_K = 1.0 \times 10^{-10}$. One would expect that $T_K$ would be smaller for the case with the larger $U$, but this is not the case. These results show that $U_{12}$ plays a counter-intuitive role in setting this energy scale.

### 4.7 Inter-Dot and Intra-Dot Interactions and the Kondo Temperature

We now investigate how $U_{12}$ effects the degree of renormalisation, characterised by $T_K$, and explore whether it restricts the possibility of emergent SU(4) symmetry. We set $\pi \Delta_1 = \pi \Delta_2 = 0.01$ and fix $U = U_1 = U_2$, varying $U_{12}$ subject to the requirement $n_1 = n_2 = 1/2$. It follows that for all $U_{12}$, $\epsilon_1 = \epsilon_2$. We plot the ratios $\bar{U}/2\pi \bar{\Delta}$ and $\bar{U}_{12}/2\pi \bar{\Delta}$ as a function of $U_{12}/U$, for 2 values of $U$, in figure 4.11a. For a restricted, or strict, SU(4) point we require $\bar{U}/2\pi \bar{\Delta} = \bar{U}_{12}/2\pi \bar{\Delta}$. We see again that if $U, U_{12} < D$ then SU(4) symmetry may not be achieved unless $U = U_{12}$, which corresponds to a strict symmetry. The Wilson ratios $R_S$ and $R_{PS}$ are plotted against $U_{12}/U$ for the same values of $U$ in figure 4.11b. We see, in line with our previous conclusions, that it is possible to achieve only an approximate SU(4) point for all $U_{12} \neq U$. We show how the Kondo temperature varies for two different values of $U$ in figure 4.11c. The change in $T_K$ as one increases $U_{12}$ is severe - for the lower value of $U$ there is a general decline, but the values of $T_K$ when $U_{12} = 0$ and when $U_{12} = U$ are similar in magnitude. For the larger value of $U$, the increase of $U_{12} \rightarrow U$ induces a change in $T_K$ of 8 orders of magnitude. While it is not surprising that an increase in $U_{12}$ causes a decrease in $T_K$, as it freezes out fluctuations between the $n = 0$ and $n = 1$ states, such a significant change is worth investigation. The different values of $T_K$ for the 2 cases of $U$ are apparent in the spectral densities, which we plot in figure 4.12. For $U = 0.05$, plotted in 4.12a, the quasiparticle peak of $\rho(\omega)$ shows a narrowing as $U_{12}$ increases. In line with the change in $T_K$ plotted in figure 4.11c, the widths of the quasiparticle peaks are all of similar orders. Conversely the spectral density peaks for the case $U = 0.5$, displayed in figure 4.12b, show a substantial narrowing of the quasiparticle peaks as $U_{12}$ increases. There is also an emergence of atomic peaks at $\omega = \epsilon$ and $\omega = \epsilon + U_{12}$, which indicates that $U_{12}$ plays a similar role to $U$ in the IAM. We qualitatively relate the degree of renormalisation to the bare value of $\epsilon$. This is plotted against $U_{12}/U$ for the 2 cases of $U$ in figure 4.13. We see that as $U_{12}$ increases, the requirement $n_1 = n_2 = 1/2$ causes $\epsilon$ to be dragged further
Figure 4.11: Results from [109] for the model with $U_1 = U_2 = U$, $\pi \Delta_1 = \pi \Delta_2 = 0.01$ where $U_{12}$ is varied in the range $0 < U_{12} < U$. For each $U_{12}$, $\epsilon_1 = \epsilon_2$ is set so that $n_1 = n_2 = 1/2$. In (a) we plot the ratio of renormalised parameters $\tilde{U}/2\pi\tilde{\Delta}$ and $\tilde{U}_{12}/2\pi\tilde{\Delta}$. The curves approaching the value of 1/3 from above correspond to $\tilde{U}/2\pi\tilde{\Delta}$ and those approaching from below to $\tilde{U}_{12}/2\pi\tilde{\Delta}$. (b) is a plot of the Wilson ratios $R_S$ and $R_{PS}$, where the curves approaching the value of 4/3 from above correspond to $R_S$ and those approaching from below to $R_{PS}$. (c) shows how $T_K$ varies as $U_{12}$ is switched on and approaches $U$. 
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Figure 4.12: Spectral densities, and the impurity levels, for the model with $\pi \Delta_1 = \pi \Delta_2 = 0.01$ and varying values of $U_{12}/U$. (a) and (b) respectively show the spectral density for the model with $U = 0.05$ and $U = 0.5$.

Figure 4.13: A plot showing how the value of $\epsilon$ changes with $U_{12}$ for the different cases of $U$. The model parameters are the same as those in figure 4.12 [109].
below the Fermi level, and much more significantly so in the case $U = 0.5$. However, we require it to be rescaled to $\tilde{\epsilon} = \tilde{\Delta} > 0$. It follows that, since $\epsilon$ decreases much more quickly in the case of larger $U$, the degree of renormalisation should be much greater in this case. The qualitative agreement between figures 4.11c and 4.13 leads us to speculate that $T_K$ is largely determined by $\epsilon$, with $\ln (T_K) \sim \epsilon$. In the strict SU(4) model under the limit $U, U_{12} \to \infty$ this dependence is well known [59, 125]. Our results suggest that it persists in an approximate SU(4) regime with $U \neq U_{12}$ and $U, U_{12}$ finite.

We perform similar investigations for the $n = 2$ model, with the p-h symmetry condition (1.4.4) satisfied. If our assertion that, when $n = 1$, the degree of renormalisation is regulated by the requirement $\tilde{\epsilon} = \tilde{\Delta}$ then we should see dramatically different behaviour for $n = 2$ (where $\tilde{\epsilon} = 0$). In this case, at a universal SU(4) Kondo FP one should obtain $\tilde{U} \tilde{\rho}(0) = 1/3$ where $\tilde{\rho}(0) = 1/\pi \tilde{\Delta}$. We plot the ratios $\tilde{U}/\pi \tilde{\Delta}$ and $\tilde{U}_{12}/\pi \tilde{\Delta}$ as a function of $U_{12}/U$ in figure 4.14a. For the $n = 1$ model the ratios continuously approach the universal value of 1/3 as $U_{12}/U \to 1$. In this case however, the ratios do not approach 1/3 until $U_{12} \simeq U$, when there is a rapid convergence to this value, representing a crossover from an SU(2) to SU(4) Kondo regime. This has been previously found in [96]. To demonstrate the impact of this rapid convergence to the value of 1/3, we plot the Wilson ratios $R_S$ and $R_{PS}$ against $U_{12}/U$ for various values of $U$ in figure 4.14b. We see that one may still obtain an approximate SU(4) FP, as in the $n = 1$ model, but only for $U_{12}$ very close to $U$. Given that in DQD structures the value of $U_{12}$ is determined by the distance between the dots, it may not be finely tuned. Hence any experimental observation of an $n = 2$ Kondo regime would be exceptionally challenging.

Again in contrast to the $n = 1$ model, the value of $T_K$, plotted against $U_{12}/U$ in figure 4.14c, is largely invariant as $U_{12}$ is increased, but increases significantly when $U_{12}/U \simeq 1$. We summarise the distinction between the 2 models as follows. When $U_{12}/U$ corresponds to the regime of approximate SU(4) symmetry, and $U_{12} \to U$ from below, $T_K$ decreases as $n = 1$, and increases for $n = 2$. The value of $\epsilon = -U/2 - U_{12}$ is largely unchanged throughout the region where $T_K$ increases, implying that it no longer determines the degree of renormalisation. We also see the

\footnote{It was also found in [96] that as $U_{12}$ is increased beyond $U$ there is a QCP between two charge-ordered phases (originally seen in [127]). We do not observe such a QCP for $n = 1$.}
Figure 4.14: Results from [109] corresponding to the model with $U_1 = U_2 = U$, $\pi \Delta_1 = \pi \Delta_2 = 0.01$ and p-h symmetry. In (a) we plot the ratio of renormalised parameters $\tilde{U}/\pi \tilde{\Delta}$ and $\tilde{U}_{12}/\pi \tilde{\Delta}$. The curves approaching the value of $1/3$ from above correspond to $\tilde{U}/\pi \tilde{\Delta}$ and those approaching from below to $\tilde{U}_{12}/\pi \tilde{\Delta}$. (b) shows the Wilson ratios $R_S$ and $R_{PS}$, where the curves approaching the value of $4/3$ from above correspond to $R_S$ and those approaching from below to $R_{PS}$. (c) is a plot of the Kondo temperature for the various values of $U$ as a function of $U_{12}/U$. 
change in the values of $T_K$ in the spectral density. We plot in figure 4.15 the spectra in the SU(2) case $U = 0.05$, $U_{12} = 0.02$ and the SU(4) model with $U = U_{12} = 0.05$. We see that the peak corresponding to an SU(4) $n = 2$ Kondo FP is much broader compared to the SU(2) peak.

Our investigation presented in this section confirms that in the channel-symmetric model with $U_1 = U_2 < D$, we cannot achieve a strict SU(4) Kondo regime, for $n = 1$ and $n = 2$, unless $U_{12} = U$. Otherwise, we may only achieve an approximate SU(4) FP. For the case $n = 1$, an approximate SU(4) FP is easily accessible, as an enhancement in $\chi_{PS}$ arises over a large range of $U_{12}/U$. When $n = 2$ this range is so narrow that experimental observation of any FP other than the usual SU(2) is unlikely. For $U_{12} \neq U$ the value of $T_K$ differs in the $n = 1$ and $n = 2$ cases, and we speculate that in the $n = 1$ system the restriction $\tilde{\epsilon} = \tilde{\Delta}$ induces a very strong renormalisation. This is not observed in the $n = 2$ system where this restriction no longer applies.
4.8 Distinguishing the SU(2) and SU(4) Kondo Regimes

A powerful experimental technique for probing the many-body Kondo effect in detail is the study of the dot conductance [79, 128, 129]. The constraint $\tilde{\epsilon} = \tilde{\Delta}$ for an $n = 1$ SU(4) Kondo regime clearly implies a different many-body resonance in the spectral density as compared to the SU(2) and $n = 2$ SU(4) model. We now investigate how this changes the conductance and whether this is relevant to experiment. We consider the channel symmetric model $U_1 = U_2$ and $\Delta_1 = \Delta_2$ as in the previous section.

The current $I_\alpha(T, V_\alpha)$ at temperature $T$ flowing through dot $\alpha$, via source and drain baths with respective chemical potentials $\mu_{S\alpha}$ and $\mu_{D\alpha}$, which give rise to a voltage $V_\alpha$, is calculated in [80] using a non-equilibrium Keldysh formalism, and perturbatively in [130]. The result is

$$I_\alpha(T, V_\alpha) = 4\frac{\Delta_{S\alpha} \Delta_{D\alpha}}{\Delta_{S\alpha} + \Delta_{D\alpha}} \int_{-\infty}^{\infty} d\omega \left( f_{S\alpha}(\omega) - f_{D\alpha}(\omega) \right) \left( -\frac{1}{\pi} \text{Im} G_\alpha(\omega, T) \right), \quad (4.8.1)$$

where $f_{\nu\alpha}(\omega)$ is related to the Fermi function via $f_{\nu\alpha}(\omega) = f_F(\omega - \mu_{\nu\alpha})$ and $G_\alpha(\omega, T)$ is the 1-particle local spectral density defined in (3.5.28). Following the arguments of [80], when the dot coupling to the source and drain is small we can consider the current as providing only a weak perturbation to the many-body correlated states, so that the current provides reliable information on these states. We limit our discussion to the equilibrium case $\mu_{S\alpha} = \mu_{D\alpha}$, which corresponds to the zero bias situation. In this case, the conductance of dot $\alpha$ is given by

$$G_\alpha(T) = -4\frac{\Delta_{S\alpha} \Delta_{D\alpha}}{\Delta_{S\alpha} + \Delta_{D\alpha}} \int_{-\infty}^{\infty} d\omega \partial_\omega f_F(\omega) \rho_\alpha(\omega, T) \quad (4.8.2)$$

and we use that $-\partial_\omega f_F(\omega) = \beta e^{\beta\omega} f_F(\omega)^2$. We calculate $G_\alpha(T)$ to order $T^2$ using the RPT as in chapter 3. The finite-frequency finite-temperature spectral density $\rho_\alpha(\omega, T)$ is given in terms of renormalised parameters in (3.5.29), and the real and imaginary self-energies in (3.5.32) and (3.5.31) respectively.

For the SU(2) regime, we have $\tilde{U} = \pi \tilde{\Delta}$, $\tilde{\rho}(0) = 1/\pi \tilde{\Delta}$ and $\tilde{U}_{12} = \tilde{\epsilon} = 0$. In this case $\tilde{\Sigma}_\alpha^R(\omega, T) = 0$. Expanding $\rho_\alpha(\omega, T)$ to order $T^2$, as in (3.5.30), and performing the integration, we obtain the expression

$$\left. \frac{G(T)}{G(0)} \right|_{\text{SU(2)}} = 1 - \frac{\pi^4}{48} \left( 1 + \phi \right) \left( \frac{T}{T_K} \right)^2 + \mathcal{O}(T^4) \quad (4.8.3)$$
where the channel label has been dropped due to the assumed channel symmetry, and

$$\phi = \frac{2\tilde{U}^2 + 4\tilde{U}_{12}^2}{(\pi \Delta)^2}$$  \hspace{1cm} (4.8.4)$$

which takes the value $\phi = 2$. In the SU(4) $n = 1$ Kondo regime, we have the requirements $\tilde{\epsilon} = \tilde{\Delta}$, $\tilde{U} = \tilde{U}_{12}$, and $\tilde{\rho}(0) = 1/2\pi \tilde{\Delta}$. It follows that $\Sigma^R_\alpha(\omega, T) \neq 0$ due to the finite $\tilde{\epsilon}$, and this changes the low-$T$ behaviour of the conductance. We calculate

$$\frac{G(T)}{G(0)} \bigg|_{\text{SU}(4)} = 1 + \frac{\pi^4}{24} (1 - \psi) \left( \frac{T}{T_K} \right)^2 + \mathcal{O}(T^4)$$  \hspace{1cm} (4.8.5)$$

where we find $\psi \simeq -0.279$. This analysis has yielded a significant distinguishing feature between the $n = 2$ SU(2) and $n = 1$ SU(4) Kondo regimes; $G(T)$ shows an initial decrease for the SU(2) model, but an increase for the SU(4) model. The difference between the 2 models is related to the behaviour of the spectral density. When $n = 2$, $\rho(\omega)$ has a peak centred at $\omega = 0$ which decreases as $\omega$ increases from the Fermi level, whilst the peak structure for the SU(4) model is constrained by the requirement $n = 1$. In this model we have a narrow peak at $\omega = \tilde{\epsilon} > 0$ so that $\rho(\omega)$ increases as $\omega$ increases from 0. Differences between various physical quantities in SU(N) impurity models has been found before, and attributed to the peak structure of the spectral density [131].

The difference between $G(T)$ in the SU(2) and SU(4) models has been previously found in NRG calculations [123], and we have illustrated that this difference can be used to differentiate between the 2 regimes. Our result therefore should be useful to the experimental community seeking to observe an $n = 1$ SU(4) Kondo regime.

4.9 Conclusions

In this chapter we have investigated the possibility of emergent SU(4) Kondo regimes in DQD devices, and how these might be observed by an experimentalist. A common problem facing such an experimentalist is that fine control of the hybridisations and Coulomb interactions in DQD devices is currently not possible. We found that, in line with the conclusions of [125], if $U_1 = U_2 = U_{12}$ and $\Delta_1 \neq \Delta_2$, then the SU(4) Kondo regime may be restored on low energy scales by application of a pseudospin field $\epsilon_1 - \epsilon_2$. This is significant for experimentalists because the use of gate voltages in DQD systems allows fine control of the levels $\epsilon_\alpha$. However, the symmetry restora-
tion is limited for such a model; one may only attain a restricted SU(4) symmetry. This regime only holds on very low energy scales (much lower than $T_K$).

When $U_1 = U_2 \neq U_{12}$, and the model is channel symmetric, we find that a restricted SU(4) Kondo regime may still be reached, but only when $U_1, U_2, U_{12} > D$. Otherwise, there is an emergent approximate SU(4) symmetry regime, where $\chi_{PS}$ is enhanced and $\chi_S$ is suppressed, but not sufficiently to achieve a strict, or restricted, SU(4) FP. For the $n = 1$ model, approximate SU(4) symmetry emerges over a broad range of $U_{12}/U$ and a strict SU(4) point at $U_{12} = U$. However, in the case $n = 2$, approximate SU(4) symmetry only emerges for $U_{12}$ very close to $U$, otherwise there is no enhancement of $\chi_{PS}$ and the system remains in an SU(2) Kondo state.

We have also studied how $T_K$ depends on the bare parameters, and the role of $U_{12}$ in governing the degree of renormalisation. We showed that $U_{12}$ behaved similarly to $U$ in the IAM, in that an increase in $U_{12}$ caused a narrowing of the Kondo resonance, occurring at $\tilde{\epsilon}$ in the spectral density, and the emergence of atomic peaks. However, we found the degree of renormalisation is largely due to the bare value of $\epsilon$, which had to be set such that $n = 1$. As $U_{12}$ was increased, so $\epsilon$ decreased further below the Fermi level. To satisfy $n = 1$ we require $\tilde{\epsilon} = \tilde{\Delta} > 0$ so that as $U_{12}$ increased so did the degree of renormalisation. The qualitative agreement between $\epsilon$ and $T_K$ as a function of $U_{12}$ led us to speculate that the relation $\ln (T_K) \sim \epsilon$ holds in an approximate SU(4) regime in addition to the strict SU(4) model. Studies of the $n = 2$ model, where $\tilde{\epsilon} \neq \tilde{\Delta}$ did not show such a dependence. For similar $U/\pi\Delta$, $T_K$ was many orders of magnitude larger in the $n = 2$ model as compared to $n = 1$.

We finally looked at the conductance of the dots, and showed that a way to distinguish between the SU(2) and SU(4) Kondo FPs is to study the temperature-dependence of $G(T)$. In the SU(4) system, $G(T)$ increases with $T$, whilst for the SU(2) model $G(T)$ decreases. This result relies only on the renormalised parameters satisfying their appropriate conditions for SU(4) or SU(2) symmetry, and does not rely on a universal energy scale. It should therefore be possible to observe it in a restricted SU(4) regime, which we have showed is experimentally attainable.
Chapter 5

Local Quantum Criticality and Majorana Fermions

In this chapter we study the Quantum Critical Point (QCP) which arises in the 2IAM when the impurities are coupled by a magnetic Heisenberg term. We calculate dynamic quantities of the model in various regimes, such as p-h asymmetry and channel asymmetry, and explicitly show the divergence of certain susceptibilities. We draw connections to the 2 Channel Kondo Model (2CKM) and an SO(7) invariant Majorana Fermion (MF) model, and discuss possible physical pictures of the mechanisms underlying the QCP. We begin by introducing the concept of QCPs and MFs, and show how the Anderson model can be related to an MF model. We then review the 2CKM (which has a QCP with similar properties to that of the 2IAM) and introduce an MF model which has been proposed to describe the 2CKM QCP. Afterwards, we proceed to present our results and interpretations.

5.1 Quantum Criticality

Inter-impurity interactions occurring in coupled impurity/quantum dot models often govern the critical behaviour of such systems. A critical point is best understood thermodynamically in terms of phase transitions. Let us suppose we have some system whose state or phase is entirely described by some thermodynamic quantity which we term the order parameter. A first order phase transition is a point in phase-space across which the order parameter changes discontinuously. At the transition, two distinct phases (each characterised by the order parameter) coexist in equilibrium. Often one can tune another thermodynamic quantity in a way that
results in a line of first order transition points in phase-space; the phase equilibrium curve [132]. At the endpoint of this curve, the competing phases become one. This is a critical point, and it corresponds to a continuous, second-order phase transition.

Critical points appear in both quantum and classical models, but in each case they are governed by different physics. In a fully classical system, we can think of the state of matter as being described by the set of all momenta and positions of the atoms and electrons. For finite temperatures the momenta and positions follow from Boltzmann’s distribution and, in equilibrium, the minimisation of the Gibbs free energy $F = U - TS$, where $U$ and $S$ are respectively the internal energy and entropy. In order to keep $F$ minimal, there is competition between $U$ and $S$, driven by the thermal fluctuations of the system. On approach to the critical point, the system decomposes into isolated ‘chunks’ of the different phases separated by the critical point, and the macroscopic properties begin to resemble a superposition of the two phases. Classically, the change in the two phases represents a reorganisation of the particles. For example, if one brings liquid water close to the liquid-vapour critical point then one can observe increased compressibility and decreased electrical conductance (as well as other changes), so that the system resembles vapour whilst retaining some ‘liquid-like’ characteristics [133]. At the critical point the chunks of each competing phase are more-or-less equally distributed throughout the system, with a divergent correlation length.

The description of a QCP differs from the classical case in the sense that, rather than looking for competing phases characterised by classical canonical variables, we look for competing regimes of the ground-state wavefunction of a many-body system [134]. A QCP therefore only resides at $T = 0$, unlike a classical critical point; this difference is ultimately responsible for the distinction between the two. At $T = 0$, there are no thermal fluctuations present, so the critical behaviour is a result of the quantum fluctuations in the system [135]. All finite temperature critical points may be described by the theory of classical phase transitions, even those with an underlying quantum mechanical description. We may think of (inverse) temperature as setting an (imaginary) time-scale. Since the QCP exists at $T = 0$, there is no timescale, so the time that the system requires to return to thermal equilibrium after a perturbation diverges on approach to the critical point. In addition to spatial scale invariance, at a QCP we acquire temporal scale invariance. This allows the
quantum critical state to survive in finite (but low) temperature regimes, permitting experimental measurements to take place.

The merging of the phases at the QCP results in long-ranged critical phenomena which is due to a divergent correlation length and emergent scale invariance [136]. The QCP is therefore described by a FP of the RG, which exhibits the same characteristic scale invariance. Due to the large correlation length, the system at criticality becomes highly sensitive to certain changes in the environment; this results in a divergent susceptibility [47]. We study the low temperature behaviour of the 2IAM and when we change $J$ we observe different low temperature RG FPs which represent distinct phases. If $J$ is tuned correctly, we see the emergence of a QCP with unusual physical properties which are intimately linked to MF models.

5.2 Majorana Fermions and Overscreening

An important theme throughout this chapter is the notion of screening, and the emergence of MFs. These are a general type of particle which are their own antiparticle (and hence carry only half the degrees of freedom of ‘normal’ particles), and whose existence is permitted by the Dirac equation [137]. Across the discipline of physics, there are many important questions regarding MFs (such as whether the neutrino is Majorana or Dirac [138]). In our work we specialise to the ‘condensed matter’ picture of MFs, which could also be called Majorana bound states - these are combinations of particles and holes. We do not discuss real fundamental particles (like a neutrino), rather we discuss only low-energy quasiparticles satisfying the defining algebra of a MF.

MFs are of great interest to the condensed matter community because they give rise to non-Abelian statistics [139, 140] associated to some modes in the system. The statistics are determined by exchange of particles; in the typical case of Bosons and Fermions, the wavefunction is respectively symmetric and anti-symmetric under exchange. In 2 spacetime dimensions one can obtain particles which do not obey this simple exchange rule. Let us denote the group of exchange transformations in the usual Bosonic/Fermionic case $\mathbb{Z}_2 = \{-1, 1\}$. If we instead let our exchange group become some general non-Abelian group then, in some cases, behaviour useful to topological quantum computers emerges [139, 141, 142]. Specifically, these
2-dimensional quasiparticles with strange statistics, ‘non-Abelian anyons’, can be used to construct qubits which are stable with respect to perturbations, unlike the conventional trapped particle quantum computers, which are subject to severe decoherence. This stability is due to braiding, where the anyons world lines wrap around each other but are topologically protected from merging. MFs are examples of anyons, and it is therefore interesting to the condensed matter community that they arise at the QCP of certain impurity systems.

Whether MFs emerge in quantum impurity systems is determined by the mechanism employed to screen the impurity. We here distinguish between the ‘screened’, ‘underscreened’ and ‘overscreened’ cases. Suppose our impurity system of spin $S$ is coupled to $n$ channels, so that there are $n$ different species of conduction electrons to couple to. If there are exactly enough conduction electrons to screen the impurity, $2S = n$, then the static spin may be screened, resulting in an SU($2S + 1$) Kondo regime. If there is an insufficient number of conduction electrons to fully screen the spin, $2S > n$, then the spin is underscreened. Conversely, if there are too many conduction species, $2S < n$, then the spin is overscreened [143]. In the unscreened cases, the residual interacting degrees of freedom determine the system behaviour. In the underscreened case, an effective, low-energy ferromagnetic interaction emerges, which logarithmically tends to zero on the lowest energy scales [144]. This reproduces a stable FL regime.

Conversely, in the overscreened case, where there is an antiferromagnetic effective coupling, a new ‘intermediate-coupling’ FP emerges, which is responsible for the low-energy behaviour [144, 145]. Various methods have been developed for understanding the properties of the low-energy FP in overscreened impurity models, including the Bethe Ansatz [146], Bosonisation [147, 148] and Boundary Conformal Field Theory (BCFT) [149, 20, 150, 151, 152]. These all show that this intermediate-coupling FP is of Non-Fermi Liquid (NFL) nature, and corresponds to a QCP. Curiously, the $T = 0$ impurity system contribution to the entropy is $\ln(2)/2$, implying that the multiplicity of the atomic states is non-integer. This property can be explained by the presence of a single uncoupled MF mode [148]. A local Dirac Fermion has 2 degrees of freedom (corresponding to spin up and down) and thus contributes an entropy of $\ln(2)$. A half-degree of freedom will contribute half this entropy. Clearly the 2IAM cannot be overscreened, as each impurity may support a spin $1/2$ and is coupled to
its own bath, so one might question whether such anomalous properties can arise. At p-h symmetry, where we map to the 2 Impurity Kondo Model (2IKM), it has been shown that the NFL FPs of the 2-impurity and overscreened 2-channel models are equal, modulo potential scattering [153]. Therefore phenomena associated with overscreening can be achieved in 2-impurity models.

5.3 Majorana Fermions in the 2IAM

When p-h symmetry is enforced, we have claimed that the charge symmetry is promoted from U(1) to SU(2) in each channel. Unlike the SU(4) case, there is no coupling or entanglement between the spin and charge sectors, resulting in a global SO(4)⊗SO(4) symmetry (in the model with no-inter impurity interactions). The channels remain invariant under U(1), since SO(2) ≅ U(1) and SO(2) ≤ SO(4), but if we manifest the full SO(4) invariance, the model loses its manifest U(1) symmetry in each channel. We may describe the model in terms of two spin-like variables; spin (the usual) and isospin. An MF model emerges very naturally as we make explicit the SO(4) symmetry; they are linear superpositions of particle and hole excitations corresponding to each degree of freedom. In this section, we demonstrate the emergence of the symmetry, and motivate why this is useful for our analysis of the QCP. We define a total of 8 MF species, which are Hermitian, corresponding to the impurity sites,

\[
\begin{align*}
    d_0 &= \frac{1}{\sqrt{2}} \left[ d_{1,\uparrow} + d_{1,\uparrow} \right] \\
    d_1 &= -\frac{i}{\sqrt{2}} \left[ d_{1,\uparrow} - d_{1,\uparrow} \right] \\
    d_2 &= -\frac{1}{\sqrt{2}} \left[ d_{1,\downarrow} + d_{1,\downarrow} \right] \\
    d_3 &= -\frac{i}{\sqrt{2}} \left[ d_{1,\downarrow} - d_{1,\downarrow} \right] \\
    d_4 &= \frac{1}{\sqrt{2}} \left[ d_{2,\uparrow} + d_{2,\uparrow} \right] \\
    d_5 &= -\frac{i}{\sqrt{2}} \left[ d_{2,\uparrow} - d_{2,\uparrow} \right] \\
    d_6 &= -\frac{1}{\sqrt{2}} \left[ d_{2,\downarrow} + d_{2,\downarrow} \right] \\
    d_7 &= -\frac{i}{\sqrt{2}} \left[ d_{2,\downarrow} - d_{2,\downarrow} \right]
\end{align*}
\] (5.3.1)
and a further 8 which are built from conduction electrons/holes,

\[
\begin{align*}
\chi_0(n) &= \frac{1}{\sqrt{2}} e^{i \frac{\pi n}{2}} [c_{1,n,\uparrow}^\dagger + \chi_1(n) &= \frac{i}{\sqrt{2}} e^{i \frac{\pi n}{2}} [c_{1,n,\uparrow} - \chi_2(n) &= -\frac{1}{\sqrt{2}} e^{i \frac{\pi n}{2}} [c_{1,n,\downarrow} + \chi_3(n) &= -\frac{i}{\sqrt{2}} e^{i \frac{\pi n}{2}} [c_{1,n,\downarrow} - \chi_4(n) &= \frac{1}{\sqrt{2}} e^{i \frac{\pi n}{2}} [c_{2,n,\uparrow} + \chi_5(n) &= -\frac{i}{\sqrt{2}} e^{i \frac{\pi n}{2}} [c_{2,n,\uparrow} - \chi_6(n) &= -\frac{1}{\sqrt{2}} e^{i \frac{\pi n}{2}} [c_{2,n,\downarrow} + \chi_7(n) &= -\frac{i}{\sqrt{2}} e^{i \frac{\pi n}{2}} [c_{2,n,\downarrow} - \chi_8(n) = \frac{1}{\sqrt{2}} e^{i \frac{\pi n}{2}} [c_{2,n,\downarrow}.
\end{align*}
\]

These obey the anticommutation relations

\[
\{ \chi_i(n), \chi_j(m) \} = \delta_{ij} \delta_{mn} \quad (5.3.3)
\]

and

\[
\{ d_i^\dagger, d_j^\dagger \} = \{ d_i^\dagger, d_j \} = \delta_{ij}, \quad (5.3.4)
\]

which we take to be the defining property of an MF. Neglecting inter-impurity interactions and enforcing p-h symmetry, the 2IAM Hamiltonian may be expressed as

\[
H = i \sum_{n=0}^{\infty} \sum_{i=0}^{3} \xi_n \Lambda^{-n/2} \chi_i(n+1)\chi_i(n) + iV_1 \sum_{i=0}^{3} \chi_i(0)d_i + U_1 d_0 d_1 d_2 d_3
\]

\[
+ i \sum_{n=0}^{\infty} \sum_{i=4}^{7} \xi_n \Lambda^{-n/2} \chi_i(n+1)\chi_i(n) + iV_2 \sum_{i=4}^{7} \chi_i(0)d_i + U_2 d_4 d_5 d_6 d_7
\]  

\[
(5.3.5)
\]

where \( n \) labels the 2-body site on the tight-binding chain. Note that we express the NRG Hamiltonian, rather than the continuous one, in a basis of MFs for two reasons. Firstly, to illustrate the model with which previous NRG studies have been carried out, such as in [154]. Secondly, the NRG Hamiltonian is simply a tight-binding chain with strong similarities to the Kitaev model [142], which provides a simple representation of the MFs. To make manifest the symmetry, we define the vectors

\[
\begin{align*}
\Omega_1(n) &= \begin{pmatrix} \chi_0(n) \\ \chi_1(n) \\ \chi_2(n) \\ \chi_3(n) \end{pmatrix}, \quad \Omega_2(n) &= \begin{pmatrix} \chi_4(n) \\ \chi_5(n) \\ \chi_6(n) \\ \chi_7(n) \end{pmatrix}, \quad \Pi_1 = \begin{pmatrix} d_0 \\ d_1 \\ d_2 \\ d_3 \end{pmatrix}, \quad \Pi_2 = \begin{pmatrix} d_4 \\ d_5 \\ d_6 \\ d_7 \end{pmatrix}.
\end{align*}
\]  

(5.3.6)
so that the model is given by

$$H = i \sum_{n=0}^{\infty} \xi_n \Lambda^{-n/2} \Omega_\alpha(n)(n+1)^T \Omega_\alpha(n) + i \sum_\alpha V_\alpha \Omega_\alpha(0)^T \Pi_\alpha + \sum_\alpha U_\alpha \det [\Pi_\alpha^T \mathbb{1}] .$$

This is invariant under the transformation

$$\left\{ \begin{array}{c}
\Omega_\alpha(n) \rightarrow M_\alpha \Omega_\alpha(n) \\
\Pi_\alpha \rightarrow M_\alpha \Pi_\alpha
\end{array} \right. ,$$

where $M_\alpha$ is constrained by the Hermiticity of the MFs to contain only real entries, if $M_\alpha^T M_\alpha = M_\alpha M_\alpha^T = \mathbb{1}$ and $\det M_\alpha = 1$. The uncoupled p-h symmetric 2IAM is thus invariant under SO(4) $\otimes$ SO(4). In the channel symmetric free model, the symmetry group expands to O(8). At the QCP we study, all the interaction terms renormalise to 0 [96] so that one might expect an emergent O(8) symmetry, in a basis spanned by MFs. However, there is the same $\ln(2)/2$ entropy contribution as in the overscreened models, which suggests that there is a free MF mode. This is supported by a BCFT argument that our model, at p-h symmetry, has an emergent O(7) symmetry [155]. There is a very close analogy to the 2CKM, whose QCP has very similar properties to the 2IAM, and for which an MF model has been developed [156].

### 5.4 Majorana Model for the 2CKM

In the 2CKM, where a static spin $S = 1/2$ is symmetrically coupled to two non-interacting electron baths, the bulk electrons try to screen the impurity spin at low temperatures. In this system, each conduction bath is competing to form a Kondo singlet with the static impurity spin. Since there is no way of a single half-integer spin being coupled to an even number of half-spin electrons such that there is no residual spin, the impurity system remains spinful and therefore, at zero temperature, contributes to the entropy. The impurity spin is overscreened and the low-temperature system is hence disordered. At this NFL FP, a property indicative of the presence of a free MF mode, $S(0) = \ln(2)/2$ arises [147, 148, 157, 158]. This entropy contribution accompanies a logarithmic divergence (with respect to temperature) of the uniform spin susceptibility and specific heat [23]. Although the entropy is seemingly unphysical, the associated NFL behaviour (divergence of thermodynamic quantities) has been observed in certain Cerium and Uranium systems, and this behaviour attributed to the overscreened Kondo effect [159, 160, 161, 162, 163, 164]. NFL
behaviour associated to multi-channel Kondo systems has also been observed in QD devices [165].

One early approach\(^1\) to understanding the 2CKM was the study of the \(\sigma\)-\(\tau\) model [168] where, rather than two channels, there was only one channel but the impurity was coupled to both the channel spin and isospin. The \(\sigma\)-\(\tau\) model has a NFL FP which displays some similar properties to that of the 2CKM, but does not explicitly demonstrate the presence of an uncoupled MF mode. The \(O(3)\)-symmetric Anderson model [169], becomes equivalent (at large \(U\)) to the \(\sigma\)-\(\tau\) model by means of a Schrieffer-Wolff transformation. This model has the Hamiltonian

\[
H_{O(3)} = i \sum_{n=0}^{\infty} \sum_{i=0}^{3} \xi_n \Lambda^{-n/2} \chi_i(n+1) \chi_i(n) + iV \sum_{i=1}^{3} \chi_i(0) d_i + iV_0 \chi_0(0) d_0 + U d_0 d_1 d_2 d_3
\]

(5.4.1)

with an explicit invariance under the transformation

\[
\begin{pmatrix}
\chi_1(n) \\
\chi_2(n) \\
\chi_3(n)
\end{pmatrix}
\rightarrow M
\begin{pmatrix}
\chi_1(n) \\
\chi_2(n) \\
\chi_3(n)
\end{pmatrix},
\begin{pmatrix}
d_1 \\
d_2 \\
d_3
\end{pmatrix}
\rightarrow M
\begin{pmatrix}
d_1 \\
d_2 \\
d_3
\end{pmatrix}
\]

(5.4.2)

for \(M \in SO(3)\), and in the free case we have an \(O(3)\) symmetry. \(H_{O(3)}\) exhibits a critical point as \(V_0 \rightarrow 0\), where the static NFL features of the 2CKM emerge, which has been shown explicitly using NRG calculations [154]. Interestingly, one sees that in the limit \(V_0 \rightarrow 0\), the \(d_0\) MF becomes totally decoupled from the bulk and gives rise to the anomalous entropy. Although the \(\sigma\)-\(\tau\) and the \(O(3)\)-symmetric Anderson models show properties very similar to the NFL QCP of the 2CKM, the models are not equivalent (although certain dynamic quantities have been argued to be identical for both models, over all energy scales [170]). In particular, the \(\sigma\)-\(\tau\) and the \(O(3)\) models do not permit overscreening of the impurity [23], since there is only 1 electron bath. Motivated by these models, the excitation spectra of the 2CKM was shown to be governed by 2 sectors of MFs [156], indicating that free MF modes govern the observable physics.

The MF model for the NFL FP of the 2CKM is built upon the idea that some \(^1\)We specialise to discussing literature which points towards an MF model for the 2CKM/2IKM, but it is worth noting that alternative approaches to understanding the NFL have also been relatively successful. These include Bethe Ansatz [146, 166], Bosonisation [147, 167] and BCFT [20, 152, 155].
Table 5.1: The low-lying energy levels of the 2CKM at the NFL FP, calculated by BCFT [171]. The energies are in terms of a scale set by $v_F$. We also include the degeneracies, which arise from the quantum numbers associated to the spin and representation of SO(5).

<table>
<thead>
<tr>
<th>Energy</th>
<th>Degeneracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>1/8</td>
<td>4</td>
</tr>
<tr>
<td>1/2</td>
<td>10</td>
</tr>
<tr>
<td>5/8</td>
<td>12</td>
</tr>
<tr>
<td>1</td>
<td>26</td>
</tr>
<tr>
<td>9/8</td>
<td>32</td>
</tr>
<tr>
<td>3/2</td>
<td>60</td>
</tr>
<tr>
<td>13/8</td>
<td>76</td>
</tr>
</tbody>
</table>

MF modes are free. In the same way as for the 2IAM, the bulk degrees of freedom give rise to 8 species of non-local MFs. The authors of [156] superpose sets of 8 free MFs, of which some are connected to the impurity and the remainder disconnected. Motivated by the boundary conditions considered in the BCFT treatment of the multi-channel Kondo model, connected MFs are considered periodic, whilst disconnected MFs are antiperiodic. A single free MF, which lives on a chain of length $N$, is described by the Hamiltonian

$$H_{MF} = i\hbar\sum_{n=0}^{N-1} \chi(n)\chi(n+1)$$

(5.4.3)

where the periodic MF modes satisfy $\chi(N) = \chi(0)$, and the antiperiodic $\chi(N) = -\chi(0)$. Assuming a linear dispersion,

$$\epsilon_k = \frac{\pi v_F}{l} k,$$

(5.4.4)

where $l$ sets the length scale and $v_F$ is the Fermi velocity, one can diagonalise $H_{MF}$ and calculate the spectra for the MFs. Periodic MFs have single-particle energies 0, 1, 2, etc (in units of $\pi v_F/l$) whilst antiperiodic MFs have single-particle energies $1/2, 3/2, 5/2$ etc. BCFT studies of the 2CKM has allowed calculation of the NFL levels at the QCP [171, 150], given in table 5.1, and have uncovered an emergent SO(5) symmetry. The free model, formulated as in section 5.3, has 8 different species of conduction MFs, and the low-energy model has an SO(5) symmetry. The construction of an MF model for the 2CKM therefore contained different combinations of
Figure 5.1: MF model of the 2CKM NFL FP, as proposed in [156]. Only energy levels with a circle may be occupied, and the 2 sectors act independently to describe the levels $0, \frac{1}{2}, 1$ etc (sector I) and $\frac{1}{8}, \frac{5}{8}, \frac{9}{8}$ etc (sector II). Energies are in units of $\pi v_F / l$. PBC and APBC respectively indicate periodic and antiperiodic boundary conditions.

8 MFs, of which 5 would have different boundary conditions from the remaining 3. The successful model, formulated in [156], has 2 sectors, I and II, where the ground states of each sector are shifted by $\frac{1}{8}$. In sector I, there are 2 sets of 8 MFs, and each set has 3 MFs with periodic boundary conditions, and 5 with antiperiodic. Only one set may not be empty. Sector I gives us the 2CKM energies which are not shifted by $\frac{1}{8}$. There are 2 ground states, 1 corresponding to each set, where all 5 periodic MFs are not excited. As an example, to obtain an energy of $\frac{3}{2}$, we may excite any 5 MFs to $\frac{3}{2}$ (5 ways of doing this), excite a single periodic and antiperiodic MF (15 ways), or excite any 3 antiperiodic MFs to energy $\frac{1}{2}$ (10 ways). Noting we have 2 sets, the total degeneracy is therefore given by 60. The same approach is taken with sector II, which reproduces the energies shifted by $\frac{1}{8}$. This schema is illustrated in figure 5.1, and we show in table 5.2 how the many-body energies of the NFL can be constructed. This model gives a nice interpretation of both the emergent SO(5) symmetry, and the role of MFs, although it is somewhat mysterious why the sets and sectors come together as they do. A similar model has not been proposed for the 2IKM, however, which would be desirable because it also exhibits QCP with similar anomalous properties.
<table>
<thead>
<tr>
<th>$E_{\text{NFL}}$</th>
<th>Sector</th>
<th>$\sum n_E(E)$</th>
<th>Degeneracy</th>
<th>Total Degeneracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>I</td>
<td>$3[0]$</td>
<td>$1 \times 2$</td>
<td>2</td>
</tr>
<tr>
<td>$1/8$</td>
<td>II</td>
<td>$5[0]$</td>
<td>$1 \times 4$</td>
<td>4</td>
</tr>
<tr>
<td>$1/2$</td>
<td>I</td>
<td>$1[1/2]$</td>
<td>$5 \times 2$</td>
<td>10</td>
</tr>
<tr>
<td>$5/8$</td>
<td>II</td>
<td>$1[1/2]$</td>
<td>$3 \times 4$</td>
<td>12</td>
</tr>
<tr>
<td>1</td>
<td>I</td>
<td>$1[1]$</td>
<td>$3 \times 2$</td>
<td></td>
</tr>
<tr>
<td>$9/8$</td>
<td>II</td>
<td>$1[1]$</td>
<td>$(\frac{5}{2}) \times 2$</td>
<td>26</td>
</tr>
<tr>
<td>$3/2$</td>
<td>I</td>
<td>$1[3/2]$</td>
<td>$5 \times 2$</td>
<td>32</td>
</tr>
<tr>
<td>$13/8$</td>
<td>II</td>
<td>$1[1] + 1[1/2]$</td>
<td>$(3 \times 5) \times 2$</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$1[3/2]$</td>
<td>$3 \times 4$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$3[1/2]$</td>
<td>$1 \times 4$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$1[1] + 1[1/2]$</td>
<td>$(5 \times 3) \times 4$</td>
<td>76</td>
</tr>
</tbody>
</table>

Table 5.2: The combinations of MFs which correspond to the 2CKM NFL FP energies.
5.5 2-Impurity Kondo Systems

In the 2IKM, one considers 2 distinct static impurity spins, $S_1$ and $S_2$, coupled to separated baths (labelled by $\alpha \in \{1, 2\}$), with an antiferromagnetic Heisenberg interaction between the static spins. The Hamiltonian is given by

$$H_{2IKM} = \sum_{\alpha} \left[ \sum_k \epsilon_{\alpha k} c^{\dagger}_{\alpha k} c_{\alpha k} + 2J_{\alpha} S_{\alpha}(0) \cdot S_{\alpha} \right] + 2JS_1 \cdot S_2 \quad (5.5.1)$$

where $S_{\alpha}(0)$ denotes the spin density of bath $\alpha$ local to impurity $\alpha$. Like the 2CKM, the 2IKM exhibits a QCP governed by a NFL FP [172, 173], although the underlying physical picture differs. In the 2IKM, at the QCP, the system is competing between each of the baths screening their own impurity (for such a setup one could imagine $\tilde{J} \to 0$, while $\tilde{J}_1, \tilde{J}_2 \to \infty$) and the two impurity spins becoming so strongly coupled that they form a local singlet, and decouple from the rest of the system (now we would propose $\tilde{J} \to \infty$, while $\tilde{J}_1, \tilde{J}_2 \to 0$).

The total local spin susceptibility $\chi(\omega)$ quantifies the system response to a local field which seeks to fix the single impurity spin. In the 2CKM at the QCP, the inability of the baths to screen the static spin leads to long range correlations between the bulk electrons. As a result, the application of a local field to the impurity site leads to a divergence of $\chi(\omega)$ as $\omega \to 0$. In the 2IKM, it is the staggered spin susceptibility (measuring the response to a field which seeks to oppositely align the impurity spins) which diverges, whilst the total spin susceptibility (corresponding to the entire impurity system) remains finite [23].

Despite the differences in the underlying physical pictures and divergent quantities, the 2-channel and 2-impurity Kondo system QCPs both exhibit the anomalous entropy of $S(0) = \ln(2)/2$. This has been shown in the 2IKM analytically as well as numerically, through Bosonisation [174] and BCFT [155]. It is therefore suggested that an MF description is required for the 2-impurity case. It has been shown that the QCP of the 2CKM and 2IKM are identical with the exception of potential scattering [153], and therefore it seems probable that there are free MFs in the 2IKM. In our work, we consider the 2IAM, which is equivalent on low energy scales to the 2IKM when p-h symmetry is enforced. Our study of the QCP at p-h symmetry leads us to build an MF model for the 2IKM, although not for the 2IAM away from p-h symmetry.
5.6 Anderson Systems

At p-h symmetry, similar results to the 2CKM and 2IKM are obtained for the 2 Channel Anderson Model [175, 176] and the 2IAM [96, 108, 95]. As in the Kondo cases, there is an anomalous entropy contribution of $\ln(2)/2$ at the QCPs, and the total spin susceptibility diverges logarithmically for the 2CAM, whilst it is the staggered spin susceptibility which diverges in the 2IAM (with the total susceptibility remaining finite).

We study in detail the QCP of the 2IAM, through use of the NRG, and calculate dynamic quantities which show explicitly the divergences in certain correlation functions as well as properties of the density of states at the Fermi level. In addition, by calculating the imaginary part of the spin correlation functions, we explicitly show a logarithmic divergence of the relevant susceptibilities. An advantage of the NRG approach, compared to the Bethe Ansatz and BCFT approach, is that we can break symmetries in the bare model and investigate how the low-energy FP is affected. When we break p-h symmetry, we find that the anomalous properties persist, and study the dynamic quantities to gain a picture of the underlying physics. We also study how the QCP changes for the model with $U_1 \neq U_2$ and relate the p-h symmetric channel asymmetric case to the 2CKM, which is achieved when $U_1/\pi\Delta$ is large (strong correlation) and $U_2 = 0$.

Before we present our results and discussion, it is worth noting that this QCP is very well studied [26, 177, 178, 151, 155, 174], as are QCPs in similar models with modified symmetries [179]. However, there are shortages in the literature that we attempt to address. The QCP of the 2IKM/2IAM exhibits anomalous MF characteristics which have never been explained, and many of the methods which have been used to study the QCP assume p-h symmetry (eg Bethe ansatz, BCFT). However, the transition has been shown to exist when p-h symmetry is broken [96], and there have been few studies attempting to clarify the difference between the p-h symmetric and asymmetric transitions. Furthermore, the dynamics of the system have not been calculated before, and we use these to motivate a physical interpretation of the QCP.
5.7 Particle-Hole Symmetry

We begin by studying the 2IAM with p-h symmetry, and channel symmetry, whilst setting $U/\pi\Delta$ large (so that the system exhibits strong correlation). In this regime, the model is equivalent to the 2IKM on low-energy scales. We can therefore compare our results for the 2IAM to the previous studies on the 2IKM, and interpret the underlying physics similarly. We set $\pi\Delta = 0.01$, and $U/\pi\Delta = 6$. In figure 5.2 we plot the low-lying energy levels, as a function of the NRG iteration $N$, in the case $J = 0$ (a) and $J/\pi\Delta = 1$ (b). We see that the low energy eigenstate structure is totally changed and, in particular, the even and odd FPs of each case have swapped. It has been shown in [96] that for $J$ above a critical value $J_C$, $\tilde{\Delta} = 0$, implying that the impurity sites have been totally decoupled from the baths. This corresponds to changing the number of coupled 2-body sites by 1, so that the odd and even FPs are exchanged. Our results support this picture.

We can calculate $J_C$ by continuously partitioning a bracket $J_L < J_C < J_U$ where $J_L$ corresponds to the low energy regime where even/odd FPs have not been interchanged, and $J_U$ to the regime where they have. For this model we calculate $J_C = 8.8542371 \times 10^{-6}$, in agreement with [96] which states that, in the strong correlation regime, $J_C = 1.378T_K$, where $T_K$ is defined by $T_K = \pi \tilde{\Delta}(U,0)/4$ and $\tilde{\Delta}(U, J)$ is the renormalised hybridisation width in a model with bare parameters $U$ and $J$. This ratio has also been found in [180, 178, 177], which study the 2IKM.
and we note that the authors use a different definition of $T_K$ (so that the ratio is different, but a relevant substitution confirms equivalence). We plot in figure 5.3 the RG flow of the low-lying energies towards the unstable FP which emerges at $J = J_C$. This FP is a QCP [96, 108]. Strikingly, the odd and even levels flow to the same FP, which suggests that we can build the levels from a superposition of the system with odd and even chain lengths. We build on this idea in section 5.10. The level structure is also of interest, as the degeneracies indicate that we are in a NFL regime [155]. We limit these levels to the continuum and compare with the BCFT analysis also in section 5.10. We cannot tune $J$ precisely so that the RG flow ends exactly at the NFL FP, since it is unstable. The RG flow can, however, be brought arbitrarily close to the NFL FP, resulting in a ‘plateau’ of the levels, and to perform $T = 0$ calculations we simply claim that these levels correspond to the low-energy regime (since the NFL regime is a FP, this is true). For larger $N$, there is a crossover from the NFL to (even/odd) FL regime.

The NFL exhibits an anomalous impurity entropy contribution $\ln(2)/2$ as $T \to 0$, as shown in figure 5.4. As in the 2CKM and 2IKM, this is suggestive of the presence of a decoupled half degree of freedom (an MF mode). We also note that one must be very close to the value of $J_C$ to see NFL behaviour - an accuracy of around 8 significant figures is required for an extended plateau. The renormalised parameters (a), and their ratios (b), on approach to the critical point ($J < J_C$) are plotted in figure 5.5. We see that $\hat{\Delta}$, $\hat{U}$ and $\hat{J}$ all vanish as $J \to J_C$, but their ratios tend
Figure 5.4: The entropy $S(T)$ as a function of $T$ for the model with parameters as given in the caption of figure 5.3, and for varying values of $J$. The NFL plateau, where $S(T) = \ln(2)/2$ persists for $T < T_K$.

Figure 5.5: Plots of the renormalised parameters on approach to the NFL QCP from below. In (a) we plot $\tilde{\Delta}$, $\tilde{U}$ and $\tilde{J}$ against $J/J_C$, whilst the ratios $\tilde{U}/\pi\tilde{\Delta}$ and $\tilde{J}/\pi\tilde{\Delta}$ are plotted in (b). The model parameters are the same as those in figure 5.3.
to the constant values \( \tilde{U}/\pi \tilde{\Delta} \to 1 \) and \( \tilde{J}/\pi \tilde{\Delta} \to 2 \). There is hence an emergent single energy scale, \( T^* \), which is defined by \( \tilde{U} = \tilde{J}/2 = \pi \tilde{\Delta} = 4T^* \), and vanishes as \( J \to J_C \) (so that the system is conformally invariant). These results are in agreement with [96] and, using the RPT, the ratios provide insight into the behaviour of the dynamic quantities. Since \( \tilde{\Delta} \to 0 \) as \( J \to J_C \), we have \( \tilde{\rho}(0) = 1/\pi \tilde{\Delta} \to \infty \) whilst \( z \to 0 \). Under channel symmetry, the total and staggered spin susceptibilities, given respectively in (3.5.15) and (3.5.16) become

\[
\chi_{\text{tot}}(0) = 2\tilde{\rho}(0) \left( 1 + \tilde{U}\tilde{\rho}(0) - \tilde{J}\tilde{\rho}(0) \right) \quad (5.7.1)
\]

and

\[
\chi_{\text{stg}}(0) = 2\tilde{\rho}(0) \left( 1 + \tilde{U}\tilde{\rho}(0) + \tilde{J}\tilde{\rho}(0) \right). \quad (5.7.2)
\]

Since \( \tilde{U}\tilde{\rho}(0) \to 1 \) and \( \tilde{J}\tilde{\rho}(0) \to 2 \), we can expect a divergence of the staggered spin susceptibility at \( J = J_C \), whilst \( \chi_{\text{tot}}(0) \) should not diverge. We can infer similar properties of the singlet and triplet susceptibilities. Defined in (3.5.20), the particle-particle scattering term, in the strong correlation limit with channel symmetry, becomes

\[
\tilde{\Pi}(0) = -\frac{1}{\pi \tilde{\Delta}}, \quad (5.7.3)
\]

so that we obtain

\[
\chi_{\text{sng}}(0) = -\frac{1}{\pi \tilde{\Delta}} \left( 1 + \frac{3\tilde{J}}{2\pi \tilde{\Delta}} \right) \quad (5.7.4)
\]

and

\[
\chi_{\text{trp}}(0) = -\frac{1}{\pi \tilde{\Delta}} \left( 1 - \frac{\tilde{J}}{2\pi \tilde{\Delta}} \right) \quad (5.7.5)
\]

where we use (3.5.25) and (3.5.26), and set \( \tilde{U}_{12} = 0 \). We can hence expect a divergence of the singlet susceptibility. The emergence of universality, and that we find \( J_C = 1.378T_K \), implies that our calculations are consistent with the literature, and we now proceed to present NRG calculations of various dynamic quantities.

The underlying dynamics of the NFL FP are the same for all values of p-h and channel symmetry models we consider. We list the values of \( J_C \) for these models in table 5.3. We have found that the scaled levels \( E_r(N) \) are identical for all of these models. This is because p-h symmetry constrains the low-energy FP. What is perhaps surprising is that the same universal ratios as before, \( \tilde{U}/\pi \tilde{\Delta} \to 1 \) and \( \tilde{J}/\pi \tilde{\Delta} \to 2 \), hold even in the weakly correlated model, with \( U = 0 \), implying emergent strong correlation [108]. We plot in figure 5.6a \( \pi \Delta\rho(\omega) \) for the cases \( J/J_C = 0.5 \)
Table 5.3: The calculated values of $J_C$, to 9 significant figures, for the p-h and channel symmetric model with $\pi \Delta = 0.01$.

<table>
<thead>
<tr>
<th>$U$</th>
<th>$J_C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>$5.07566704 \times 10^{-8}$</td>
</tr>
<tr>
<td>0.04</td>
<td>$8.89795460 \times 10^{-5}$</td>
</tr>
<tr>
<td>0.06</td>
<td>$8.85423711 \times 10^{-6}$</td>
</tr>
<tr>
<td>0.10</td>
<td>$7.86416000 \times 10^{-8}$</td>
</tr>
</tbody>
</table>

and $J/J_C = 0.999$. We see that, in line with the usual $J = 0.2$ IAM at p-h symmetry, $\pi \Delta \rho(0) = 1$ due to the Friedel sum rule. However, the peak structure in the case $J/J_C = 0.999$ is very different from that of $J/J_C = 0.5$, which looks like a typical Kondo resonance. On the energy scales corresponding to the NFL FP, we see the emergence of a broad peak, of width characterised by $T_K$ whose maximum appears to correspond to $\pi \Delta \rho(0) = 1/2$. When the RG flow heads away from the NFL FP, towards a stable FL FP, we obtain the usual result as constrained by the Friedel sum rule. However, the width of the Kondo peak is governed by $\tilde{\Delta}(U,J) \propto T^*$ where $T^* \to 0$ as $J \to J_C$. When $J = J_C/2$, the RG flow is not influenced by the NFL FP, so we obtain the usual Kondo peak, again of width $\tilde{\Delta}(U,J)$.

In contrast to this result, we plot $\pi \Delta \rho(\omega)$ for the cases $J/J_C = 1.001$ and $J/J_C = 2$ in figure 5.6b. We now obtain the unusual result $\pi \Delta \rho(0) = 0$, implying that the
Kondo many-body singlet has been destroyed and adding or removing localised electrons now costs energy. The Kondo resonance has been bifurcated into 2 peaks above and below the Fermi level. When $J/J_C = 1.001$, the RG flows close to the NFL FP, and on the energy scales where NFL behaviour manifests in the model (these are the energy scales where the anomalous entropy persists), we see that $\rho(\omega)$ again appears to be fixed to the value $\pi \Delta \rho(0) = 1/2$ similar to the $J < J_C$ case. When the RG flow approaches the stable FP regime, we obtain $\pi \Delta \rho(0) = 0$. The model is said to be pseudogapped in this regime, which is consistent with the results of [96] where the authors found that for p-h symmetry, $\tilde{\Delta} = 0$ for $J > J_C$. The discontinuous change in $\rho(0)$ as $J$ crosses $J_C$ corresponds to the $\pi/2$ phase shift, which is also observed in [96]. One might expect by (1.3.4) that this phase shift would change the local occupation, however this is not the case since p-h symmetry ensures $\rho(\omega)$ is symmetric about $\omega = 0$ so that the local occupation is always 1 on each impurity. We interpret the impurities to be so strongly bound that they are decoupled from the conduction electron baths, and the narrow peaks either side of the Fermi level to correspond to the energy required to add or remove an electron. We also plot $\pi \Delta \rho(\omega)$ for the case $J = J_C$ in figure 5.7, where we consider several values of $U/\pi \Delta$. We see that a peak at the Fermi level persists, but only reaches the height $\pi \Delta \rho(0) = 1/2$, so that some spectral weight has been suddenly displaced. The value $\pi \Delta \rho(0) = 1/2$ appears to be universal in the model with p-h symmetry.

These observations alone do not paint a very clear picture of the underlying physics of the QCP. We interpret the case $J < J_C$ as the system being in a Kondo regime,
The binding energy $E_S$ of the localised singlet that forms for $J > J_C$, as a function of $J/J_C - 1$. To a good approximation, the curve is linear (the correlation coefficient is given as $R^2 = 0.9915$) and is hence suggestive of the relationship $E_S = \alpha (J/J_C - 1)^\beta$. We calculate $\alpha = 5.8982 \times 10^{-8}$ and $\beta = 1.6836$ numerically using least-squared regression.

where the impurities each contain a single electron which forms a many-body singlet with the first conduction site. Conversely, we interpret $J > J_C$ as leading to the formation of a localised singlet. It follows that the addition or removal of a single electron to the impurity system will require the singlet to be broken, which costs energy. For this reason the spectral density has developed a pseudogap, with the distance between the peaks either side corresponding to the binding energy $E_S$ of the singlet. Unsurprisingly, as one as increases $J$ the binding energy increases, and the peaks either side of the Fermi level move apart. We plot this in figure 5.8, which shows that $E_S = \alpha (J/J_C - 1)^\beta$, where $\alpha$ and $\beta$ are positive constants, with $\alpha \sim O(T_K)$. We illustrate the 2 competing regimes in figure 5.9. The system at $J = J_C$ is interpreted as a superposition of these 2 regimes. The normalised superposition of $\rho(\omega)$ above and below the transition is very similar to the $\rho(\omega)$ at the transition, and supports the notion that here the system is in a superposition of each regime. Also in support of this notion is the fact that the even-odd oscillations disappear at the NFL FP. Since $\tilde{\Delta} = 0$ for $J > J_C$ the system in this regime would have an excitation spectra corresponding to an even chain length, whilst the system’s excitation spectra for $J < J_C$ would be odd (or vice versa). Superposing an even and odd chain length would cause the even-odd oscillations to vanish.
imaginary parts of the Green functions, but the real part may be determined by
means of a Hilbert transform. However, the low-energy behaviour occurring on
scales $\omega \sim \mathcal{O}(10^{-10})$ requires a logarithmic mesh close to $\omega = 0$. This makes the
numerics of performing the Hilbert transform very challenging. For this reason we
present only results for the imaginary part of the susceptibilities. In figures 5.10 and
5.11 respectively we plot $\text{Im} \chi_{\text{tot}}(\omega)$ and $\text{Im} \chi_{\text{stg}}(\omega)$ for the model with $U/\pi \Delta = 6$
at $J = J_C$. We see that as $\omega \to 0$, $\text{Im} \chi_{\text{tot}}(\omega)$ approaches zero monotonically, and
passes through it. Conversely, $\text{Im} \chi_{\text{stg}}(\omega)$ is discontinuous about $\omega = 0$. The real
part of the susceptibility is given by
\[
\text{Re} \chi_{\text{stg}}(\omega) = -\frac{1}{\pi} \lim_{\delta \to 0} \int_{\delta}^{\infty} d\omega' \frac{\text{Im} \chi_{\text{stg}}(\omega + \omega') - \text{Im} \chi_{\text{stg}}(\omega - \omega')}{\omega'} \quad (5.7.6)
\]
[181]. We see that if $\text{Im} \chi_{\text{stg}}(\omega)$ is discontinuous at $\omega = 0$ then there is a logarithmic
divergence of $\text{Re} \chi_{\text{stg}}(\omega)$ at $\omega = 0$. In agreement with the RPT, we therefore have
that the staggered spin susceptibility diverges at $J = J_C$, whilst the total spin sus-
cceptibility remains finite. If the NFL FP represents the superposition of Kondo and
local singlet regimes, then any perturbation which seeks to ‘push’ the system towards
one of these regimes would result in long ranged behaviour and the corresponding
susceptibility would therefore diverge. The total spin susceptibility measures the
response to a field which seeks to arrange the spins on each impurity in parallel.
In the Kondo regime this would have no effect (due to the local spin up and down
states being degenerate), but in a local singlet regime this would result in a triplet
Figure 5.10: Plot of the imaginary part of the total spin susceptibility for the p-h and channel symmetric model with $U/\pi \Delta = 6$. The inset shows a close-up of the behaviour around the Fermi level.
Figure 5.11: Plot of the imaginary part of the staggered spin susceptibility for the
p-h and channel symmetric model with $U/\pi\Delta = 6$. The inset shows a close-up of the
behaviour around the Fermi level.
state forming. Whilst it would destroy the NFL ground state, this would cost energy so there is no divergence at the Fermi level. Arranging the spins oppositely, on the other hand, could result in the formation of a singlet. The system is highly sensitive to any field attempting to achieve such an arrangement, and we thus have that the staggered susceptibility diverges.

The singlet and triplet susceptibilities, measuring the system response to adding or removing a local singlet or triplet state, can also be calculated using the NRG. We plot these, again for the case $U/\pi\Delta = 6$ and $J = J_C$, in figure 5.12. We see that the singlet susceptibility diverges (in the real part) whilst the triplet susceptibility remains finite. This is for the same reason that $\chi_{\text{stg}}(\omega)$ diverges. Creating a singlet would collapse the ‘frustrated’ QCP ground state into the local singlet regime. When the system ceases to be in a superposition ($J \neq J_C$), we find that all the divergences

**Figure 5.12:** Plot of the imaginary part of the singlet (orange) and triplet (blue) pairing susceptibilities for the p-h and channel symmetric model with $U/\pi\Delta = 6$. The inset shows a close-up of the behaviour around the Fermi level. The triplet susceptibility is plotted against the axis on the right.
We also attempt to make sense of the observation in [96] that when \( J > J_C \), and the impurity sites are decoupled from the chains, the first conduction site becomes an ‘effective’ impurity. We also note from [96] that we may express the Green function of the first impurity site, \( G_C^\alpha(\omega) \), in terms of the local impurity Green function as

\[
G_C^\alpha(\omega) = -i\frac{\pi^2}{2} (1 - i\pi\Delta_\omega G_\omega(\omega))
\]

which leads to the sum rule

\[
\pi D\rho_C^\alpha(0) = 1 - \pi\Delta_\omega \rho_\omega(0).
\]

We thus expect that when \( \rho(0) \) is a minimum, \( \rho_C^\alpha(0) \) is a maximum and vice versa.\(^2\)

We plot \( \rho_C^\omega(\omega) \) in figure 5.13 for the cases \( J = 0.5J_C \) (a) and \( J = 2J_C \) (b). We see that when \( J < J_C \), and \( \rho(\omega) \) has a resonance at the Fermi level, \( \rho_C^\omega(\omega) \) has an ‘anti-resonance’ at the Fermi level, such that \( \rho_C^\alpha(0) = 0 \). The width is of the order

\(^2\)This kind of structure appears to propagate down the Wilson chain, as can be seen from the continued fraction approach to calculating the conduction Green functions discussed in chapter 3.
\[ \tilde{\Delta}(U, J) = 5.31 \times 10^{-6}. \] Conversely, when \( J > J_C \), \( \rho^C(\omega) \) has a narrow resonance at the Fermi level, reaching the value \( \rho^C(0) = 0.272 \), corresponding to \( \pi D \rho^C(0) = 1 \).

The values of \( \rho^C(0) \) are the same for the different values of \( U \) we consider. We interpret the renormalised parameters calculated in [96] as corresponding to this site, which behaves as an effective impurity. At \( J = J_C \), \( \rho^C(\omega) \) exhibits the same behaviour as \( \rho(\omega) \) in that it appears to be a superposition of the cases \( J < J_C \) and \( J > J_C \), with \( \rho^C(0) = 0.136 \), such that \( \pi D \rho^C(0) = 1/2 \) (taking the midpoint of the cases \( J < J_C \) and \( J > J_C \)). This is shown in figure 5.14 for various values of \( U/\pi \Delta \), and like the value of \( \pi \Delta \rho(0) \), it appears that \( \rho^C(0) \) is universal for the p-h symmetric model.

![Figure 5.14: Plot of \( \rho^C(\omega) \) at \( J = J_C \) for various values of \( U \). We take \( \pi \Delta = 0.01 \), and the values of \( J_C \) are given in table 5.3.](image)

Our investigation of the p-h symmetric system around the NFL QCP provides evidence to suggest that the ground state of the QCP is a superposition of the local singlet and Kondo regimes. We have shown that the susceptibility to a field which could place the localised d-electrons in a singlet diverges at \( J = J_C \). We have also presented 1-particle spectral densities for the impurity and first conduction site in the regimes \( J < J_C \) and \( J > J_C \). It appears that at \( J = J_C \), the values of \( \pi \Delta \rho(0) \) and \( \rho^C(0) \) are fixed regardless of the value of \( U \). We find that for \( J < J_C \) the model is in a Kondo regime, whilst for \( J > J_C \) the system forms a local singlet, with the emergence of two peaks in the spectral density which replace the Kondo resonance. The separation between these peaks represents the binding energy of the singlet, and we have shown that as \( J \) increases above \( J_C \), so the peaks move further apart. Finally, we have speculated that these two regimes correspond to a
Table 5.4: The calculated values of $J_C$, to 9 significant figures, for the p-h asymmetric and channel symmetric model with $\pi \Delta = 0.01$.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$U$</th>
<th>$U_{12}$</th>
<th>$J_C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-2.10 \times 10^{-2}$</td>
<td>$5.00 \times 10^{-2}$</td>
<td>$5.00 \times 10^{-2}$</td>
<td>$1.76290677 \times 10^{-2}$</td>
</tr>
<tr>
<td>$-1.00 \times 10^{-2}$</td>
<td>$0.00$</td>
<td>$0.00$</td>
<td>$1.51263226 \times 10^{-2}$</td>
</tr>
<tr>
<td>$1.59 \times 10^{-3}$</td>
<td>$5.00 \times 10^{-3}$</td>
<td>$0.00$</td>
<td>$5.44017626 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

Figure 5.15: The RG flow of the distinct low-lying energies of the NRG Hamiltonian towards the NFL FP at $J = J_C$, for two different models. We see that the structure of the levels is different for the two cases.

We now study the transition away from p-h symmetry. The structure of the NFL FP is no longer constrained, so for different bare parameters we obtain different levels. We calculate 3 different QCPs for p-h asymmetry, and give the corresponding parameters in table 5.4. We plot the RG flow of the low-lying energies at $J = J_C$ in figure 5.15 where we see that the levels in the QCPs of the $\epsilon = 1.59 \times 10^{-3}, U = 5.00 \times 10^{-3}$ (a) and $\epsilon = -1.00 \times 10^{-2}, U = 0.00$ (b) models are significantly different. However, the odd/even oscillations still vanish at the NFL FP in the p-h asymmetric case, and the anomalous $\ln(2)/2$ entropy persists, as shown in figures 5.16a and 5.16b respectively. In addition, we find that the renormalised parameters all tend to zero as $J \rightarrow J_C$ (figure 5.17a) and the relations $\tilde{U}\tilde{\rho}(0) \rightarrow 1$ and $\tilde{J}\tilde{\rho}(0) \rightarrow 2$ still hold. These are plotted against $J/J_C$ in figure 5.17b. Therefore, despite the energy spectrum at
Figure 5.16: Plots of the low-lying NRG energy levels (a) and the entropy $S(T)$ (b) for the model with parameters $\epsilon = 1.59 \times 10^{-3}$, $U = 5.00 \times 10^{-3}$.

Figure 5.17: Plots of the renormalised parameters on approach to the NFL QCP from below. In (a) we plot $\tilde{\epsilon}$, $\tilde{\Delta}$, $\tilde{U}$ and $\tilde{J}$ against $J/J_C$, whilst the quantities $\tilde{U}\tilde{\rho}(0)$ and $\tilde{J}\tilde{\rho}(0)$ are plotted in (b). The model parameters are the same as those in figure 5.16.
the NFL FP, we can expect a number of similarities with the p-h symmetric case and we investigate these in this section.

We first study the 1-particle functions. For the p-h symmetric model, we found $\pi \Delta \rho(0) = 1$ for $J < J_C$, and $\pi \Delta \rho(0) = 0$ for $J > J_C$. The former result is due to the Friedel sum rule and that $\tilde{\epsilon} = 0$. Away from p-h symmetry, when $\tilde{\epsilon} \neq 0$, it is unsurprising that these results do not persist. We plot $\rho(\omega)$ in figure 5.18, considering the cases $J/J_C = 0.6, 0.8, 0.99$ for 2 separate p-h asymmetric models. We see that value of $\rho(0)$ increases as $J \to J_C$, and the peaks narrow as $T^* \to 0$. In addition, we see that the peak shifts towards the Fermi level as $J \to J_C$. We plot the spectra on the other side of the transition, $J > J_C$, in figure 5.19, again for 2 different model parameters and several values of $J/J_C$. These plots show that there has been a sudden loss of spectral density at the Fermi level and that an anti-resonance has formed, but a pseudogap has not. The anti-resonance grows wider and deeper as $J$ increases. As in the p-h symmetric model, the discontinuous change in $\rho(0)$ is due to a $\pi/2$ phase shift which does not change the local occupation of d-electrons. We also see that $\tilde{\epsilon}$ has crossed the Fermi level and as $J$ increases moves further away from it. Correspondingly, a 2-(quasi)particle state is brought below the Fermi level (or liberated), but spectral weight has not been redistributed, since the width of the quasiparticle peak is infinitesimal just below and above the transition. We conjecture that this 2-quasiparticle state is a singlet. This localisation/liberation of 2 quasiparticles does
Figure 5.19: The 1-particle d-site spectral density for $J > J_C$. The parameters corresponding to (a) and (b) are the same as those in figure 5.18.

not change the number of d-electrons. We plot $n$ as a function of $J/J_C$ in figure 5.20, as calculated by the NRG (integrating $\rho(\omega)$ up to the Fermi level) and RPT. We see that the RPT and NRG give different results for the occupation as $J$ increases past $J_C$, but agree reasonably well for $J < J_C$. The fact that $\tilde{\epsilon}$ has changed sign results in the localisation of a 2-particle state according to the RPT, but this is not reflected in the NRG. In the limit $J \to \infty$ the ground state is a local singlet, so that we expect $n \to 2$, which implies that RPT analysis must be modified to correctly calculate the occupation. We note from [96] that there is a phase shift of $\pi/2$ across the transition. We account for this phase shift by modifying the Friedel sum rule for the regime $J > J_C$, where we make the substitution $\eta_{\alpha \sigma} \to \tilde{\eta}_{\alpha \sigma} = \eta_{\alpha \sigma} + \phi$, for $\phi = \pm \pi/2$, and $\eta_{\alpha \sigma}$ given by

$$\eta_{\alpha \sigma} = \frac{\pi}{2} - \arctan \left( \frac{\tilde{\epsilon}_{\alpha \sigma}}{\Delta_\alpha} \right).$$ \hspace{1cm} (5.8.1)

The phase of impurity $\alpha$ is given by $\tilde{\eta}_\alpha = \sum_\sigma \tilde{\eta}_{\alpha \sigma}$, and satisfies the modified relations

$$n_\alpha = \frac{\tilde{\eta}_\alpha}{\pi} = \frac{\eta_\alpha}{\pi} + \frac{2\phi}{\pi}$$ \hspace{1cm} (5.8.2)

and

$$\rho_\alpha(0) = \frac{1}{\pi \Delta_\alpha \cos^2 \left( \frac{\pi}{2} n_\alpha \right)}.$$ \hspace{1cm} (5.8.3)

Note from (1.3.3) that since the phase is shifted by a constant, the form of the spectral density has not changed. The value of $\phi$ is determined by the value of $\epsilon$; for $\epsilon \leq 0$, we take $\phi = \pi/2$, and $\phi = -\pi/2$ otherwise. This prescription also holds
Figure 5.20: Plot of $n$ as a function of $J/J_C$ for the p-h asymmetric model with parameters $\epsilon = 1.59 \times 10^{-3}, U = 5.00 \times 10^{-3}$, as calculated by the NRG and RPT. Notice that for $J > J_C$, the RPT results no longer agrees with the NRG. The inset corresponds to the model with parameters $\epsilon = -1.00 \times 10^{-2}, U = 0.00$ for which no renormalised parameters are available. The renormalised parameters for $J > J_C$ were provided by the authors of [96].
Figure 5.21: Plot of $\rho(0)$ as a function of $J/J_C$ for the p-h asymmetric model with parameters $\epsilon = 1.59 \times 10^{-3}$, $U = 5.00 \times 10^{-3}$. The crosses show the values calculated using the RPT, $\rho(0) = z\tilde{\rho}(0)$. The insets show that $\rho(0)$ stabilises as we get very close to the transition. The renormalised parameters for $J > J_C$ were provided by the authors of [96].

for p-h symmetry. An important consequence of the phase shift is the emergence of a difference between $n_\alpha$ and $\tilde{n}_\alpha = n_\alpha/\pi$. For the regime $J > J_C$ we now have $\tilde{n}_\alpha = n_\alpha \pm 1$ such that as $J \to \infty$ and $n \to 2$, we have $\tilde{n} \to 0$ or $\tilde{n} \to 4$. This shift is reflected by $\check{\epsilon}$ crossing the Fermi level.

The authors of [96] found a discontinuous loss of spectral density at the Fermi level as $J$ increases through $J_C$, and proposed a prescription for calculating the renormalised parameters in the regime $J > J_C$. We confirm their results in figure 5.21, where we show explicitly the values of $\rho(0)$ calculated by the NRG and compare them to those they calculated using the RPT and presented in their paper. There is excellent agreement between the methods, and we see that sufficiently close to the transition, $|J/J_C - 1| \lesssim 10^{-3}$, the value of $\rho(0)$ stabilises. Notice that the midpoint between the values of $\rho(0)$ above and below the transition corresponds to $\pi\Delta\rho(0) = 1/2$. If, at $J = J_C$, the system is in a superposition of the $J < J_C$ and
\( J > J_C \) regimes, then we might expect the corresponding value of \( \rho(0) \) to be the midpoint of the \( \rho(0) \) above and below the transition. We plot \( \pi \Delta \rho(\omega) \) at \( J = J_C \) for two sets of \( p-h \) asymmetric parameters in figure 5.22. As we predict, and similar to the \( p-h \) symmetric model, we find \( \pi \Delta \rho(0) = \frac{1}{2} \), and posit that this value is universal to the magnetically induced QCP of the 2IAM. Interestingly, regardless of the bare parameters, the QCP appears to be constrained such that the midpoint of \( \rho(0) \) above and below the transition is \( 1/2 \pi \Delta \). In the \( p-h \) symmetric model, we saw a similar behaviour with \( \rho_C(0) \). In that case \( \rho_C(0) \) was equal for any \( J < J_C \) and for \( J > J_C \). Away from \( p-h \) symmetry this will no longer hold, as now the value of \( \rho(0) \) varies with \( J \). We therefore calculate \( \rho_C(\omega) \) very close to the transition, at \( J/J_C = 0.9999999 \) and \( J/J_C = 1.0000001 \). We plot these cases in figure 5.23a. On the lowest energy scales, \( \omega < 10^{-12} \), the system crosses over from the NFL to FL regime, and we obtain an anti-resonance \( (J < J_C) \) and resonance \( (J > J_C) \). At the anti-resonance we obtain \( \pi D\rho_C(0) = 0.155 \) whilst at the resonance \( \pi D\rho_C(0) = 0.854 \). The midpoint of these two values, corresponding to \( \pi D\rho_C(0) = 1/2 \), is equal to that found at \( J = J_C \) in the model with \( p-h \) symmetry. We plot \( \rho_C(\omega) \), at \( J = J_C \), in figure 5.23b for two \( p-h \) asymmetric models, and find that this value again appears to be universal. We point out that the values of \( \pi \Delta \rho(0) \) and \( \pi D\rho_C(0) \) are interchanged either side of the transition. This suggests that the impurity spectral weight which is lost has ‘jumped’ to the next conduction site. We speculate that this may lead to a description of the first conduction site as an ‘effective impurity’ in the \( p-h \) asymmetric regime. This was conjectured in [96] for the case with \( p-h \) symmetry.

The 1-particle spectral functions suggest some similarities to the \( p-h \) symmetric
As $J$ moves across $J_C$, we see a discontinuous loss of spectral density at the Fermi level. Although some spectral density persists at $\omega = 0$ for $J > J_C$, this behaviour is similar to the p-h symmetric model. Interestingly, the behaviour of $\rho(0)$ around the transition is suggestive that the model tries (although fails) to restore the p-h symmetric condition $\rho(0) = 1/\pi\Delta$ when $J < J_C$, as $\rho(0)$ increases as $J \to J_C$. The result $\rho(0) = 0$ is only achieved in the limit $J \to \infty$. We also have that the NFL at $J = J_C$ obeys very similar properties to the p-h symmetric case. We find that the value of $\rho(0)$ and $\rho^C(0)$ take half their values just above and below the transition, and despite that fact that the energy levels differ at the NFL FP in p-h asymmetry, the results $\pi\Delta\rho(0) = 1/2$ and $\rho^C(0) = 0.137$ are equal to the p-h symmetric values. This suggests that these are universal.

The physics of the QCP, however, appears to be different in the cases of p-h symmetry or asymmetry. In p-h symmetry we had a competition between local singlet and Kondo singlet regimes. In both these regimes, each impurity is occupied by a single electron. The occupancy is fixed by p-h symmetry. Away from p-h symmetry, the occupancy changes ($n \to 2$ as $J \to \infty$). We find that the $\pi/2$ phase shift corresponds to a 2-quasiparticle state being pulled below or above the Fermi level, since $\tilde{\epsilon}$ changes sign. However, we do not find a discontinuous change in the d-electron occupancy across the transition. The d-electron and quasiparticle occupation num-

Figure 5.23: Plots of $\rho^C(\omega)$ for various models. In (a) we plot $\rho^C(\omega)$ just above and below the transition for the model with parameters $\epsilon = 1.59 \times 10^{-3}, U = 5.00 \times 10^{-3}$. In (b) we plot $\rho^C(\omega)$ at the transition for 2 different models, showing that $\rho^C(0)$ appears to be universal.
Figure 5.24: Plots focusing on the low-energy behaviour of $\text{Im}\chi_{\text{tot}}(\omega)$ (a) and $\text{Im}\chi_{\text{stg}}(\omega)$ (b) below, at, and above the transition $J = J_C$. The model parameters are $\epsilon = 1.59 \times 10^{-3}, U = 5.00 \times 10^{-3}$.

The numbers are related by $\tilde{n} = n \pm 2$, so that across the transition 2 quasiparticles, bound in what we conjecture to be a singlet state, are localised or liberated. Despite the differing underlying physics, the $\pi/2$ phase shift is universal and the model in both p-h symmetric and asymmetric regimes satisfies the same modified Friedel sum rule.

We now present results for the 2-particle spectral functions, to attempt to clarify our picture of the QCP. We note from [96] that for $J > J_C$, $\tilde{\Delta} > 0$, implying that $z$ is finite. Since $\tilde{d} = d/\sqrt{z}$, the local susceptibilities in terms of d-electrons are proportional to the corresponding quasiparticle susceptibilities. In figure 5.24, we plot $\text{Im}\chi_{\text{tot}}(\omega)$ (a) and $\text{Im}\chi_{\text{stg}}(\omega)$ (b) for the cases $J/J_C = 1/2, 1, 2$. Noting that the gradient at $\omega = 0$ determines the value of the real part at $\omega = 0$, we see that as $J$ increases, $\chi_{\text{tot}}$ becomes suppressed. This is not surprising since, for a large $J$, the atomic system seeks to be in a singlet; a superposition of the system with oppositely aligned spins. As in the p-h symmetric case, $\chi_{\text{tot}}(\omega)$ does not diverge at $J = J_C$.

Also in agreement with the p-h symmetric model, $\chi_{\text{stg}}(\omega)$ diverges at $J = J_C$, and not when $J \neq J_C$. This suggests that one of the competing regimes at the QCP is comprised of oppositely aligned spins on the impurities. If our speculation that this 2-quasiparticle state, which rises or falls below the Fermi level, corresponds to the localisation or liberation of a singlet quasiparticle pair is true, then the NFL will be very sensitive to the addition of a singlet state, and the corresponding susceptibility will diverge. We plot in figure 5.25a and 5.25b the singlet and triplet susceptibilities.
At $J = J_C$, we see that $\chi_{\text{sng}}(\omega)$ diverges, whilst away from $J_C$ it remains finite. Note the very different forms of $\chi_{\text{sng}}(\omega)$ for $J < J_C$ and $J > J_C$. This is due to the fact that the local occupation changes with $J$, and the area under $\chi_{\text{sng}}(\omega)$ is equal to $n/2 - 1$. There is no divergence of $\chi_{\text{trp}}(\omega)$, and above and below the transition the curves also change to reflect the different occupancies. It thus appears that a singlet pair is added or removed as $J$ crosses $J_C$.

Our study of the QCP away from p-h symmetry has highlighted several similarities and differences to the p-h symmetric model. The NFL FP is described by different, non-universal levels which differ according to the bare parameters. However we recover the anomalous $\ln(2)/2$ entropy and the even-odd oscillations still vanish at the NFL FP. Close to the NFL FP, the levels stabilise (this corresponds to the region where $\rho(0)$ is unchanging) and we find that the odd and even FPs are exchanged above and below the transition. We had also observed this for p-h symmetry. Analysis of the dynamic quantities illustrates that the competing regimes at the QCP are slightly different in the p-h symmetric and asymmetric cases. At p-h symmetry, the values of $\rho(0)$ and $\rho^C(0)$ were fixed above and below the transition. Away from p-h symmetry, however, these values change with $J$, and plateau only very close to $J = J_C$. The discontinuous change in these quantities occurs in a similar manner in both cases, with their values at $J = J_C$ being universal.
A 2-quasiparticle state is brought above or below the Fermi level. Our susceptibility calculations suggest that this 2-body state is in fact a quasiparticle singlet, and the QCP separates a system with and without this state. This is in contrast to the p-h symmetric model, where the competing regimes were argued to be a Kondo singlet and local singlet. We relate this to the renormalised hybridisation. As discussed in [96], when $J > J_C$, $\Delta = 0$ for p-h symmetry whilst $\Delta \neq 0$ away from p-h symmetry. It follows that just above the transition, the d-site electrons are totally decoupled in the case of p-h symmetry, whilst for p-h asymmetry, there are d-electrons which are not in a singlet and retain the possibility of hopping into the bath. We interpret this as signifying that whilst there are 2 local quasiparticles/holes bound in a singlet, there are also free quasiparticles/holes which may hop into the bath. Further studies are required to fully clarify the underlying physics in this system.

5.9 Relation to the 2CKM

We have investigated the QCP at and away from p-h symmetry, and our results have provided some insight into the similarities and differences between the 2 cases. However, we have not developed any insight into the NFL FP structure, or the anomalous entropy. Recent work [153] has shown an intimate connection between the NFL FP of the 2IKM and 2CKM. Both of these models are well studied, and exact results using the BCFT approach provide the NFL levels/degeneracies. As we discussed in section 5.4, the NFL levels of the 2CKM have been explained by a MF model. We now study the correspondence between the 2IKM and 2CKM. In the next section we shall formulate an MF model for the 2IKM. We enforce p-h symmetry and strong correlation (to obtain a Kondo regime), and to achieve the 2CKM we set $U_2 = 0$. As usual, we take $\pi \Delta_1 = \pi \Delta_2 = \pi \Delta = 0.01$ and $U_{12} = 0$. We are therefore able to continuously move between the 2IKM and 2CKM, by adjusting the ratio $U_2/U_1$ from 1 to 0 (retaining p-h symmetry). We calculate QCPs for the model with $U_1/\pi \Delta = 10$ and $U_2/U_1 = 0, 0.1, 0.5, 0.9, 1.0$ and give their corresponding values of $J_C$ table 5.5. We plot $J_C$ against $U_2/U_1$ in figure 5.26a, and see that $J_C \sim e^{-U_2/U_1}$. Since $J_C$ is indicative of $T_K$, the degree of renormalisation is determined by $U_2$, with the strongest renormalisation occurring in the channel symmetric model. We also find that the NFL levels and degeneracies are identical for all $U_2$, as shown in figure 5.26b. This may seem in contrast to the result that
Table 5.5: The calculated values of $J_C$, to 9 significant figures, for the p-h symmetric, channel asymmetric model with $\pi\Delta = 0.01$.

<table>
<thead>
<tr>
<th>$U_1$</th>
<th>$U_2$</th>
<th>$J_C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>0.00</td>
<td>$5.08205945 \times 10^{-4}$</td>
</tr>
<tr>
<td>0.10</td>
<td>0.01</td>
<td>$2.04835025 \times 10^{-4}$</td>
</tr>
<tr>
<td>0.10</td>
<td>0.05</td>
<td>$4.42970400 \times 10^{-6}$</td>
</tr>
<tr>
<td>0.10</td>
<td>0.09</td>
<td>$1.50967700 \times 10^{-7}$</td>
</tr>
<tr>
<td>0.10</td>
<td>0.10</td>
<td>$7.86416000 \times 10^{-8}$</td>
</tr>
</tbody>
</table>

Figure 5.26: In (a) we plot $J_C$ as a function of $U_2/U_1$ for the model where $U_1/\pi\Delta = 10$. (b) shows that the low-lying energy levels are the same for all NFL FPs regardless of the value of $U_2$. Note that in this plot we take $U_1/\pi\Delta = 6$, where the transition occurs at $J_C = 9.03119710 \times 10^{-4}$.

The 2CKM model and 2IKM have different energy levels and degeneracies [155, 171], however we argue that the hybridisation between impurity 1 and its neighbouring conduction electron constitutes a potential scattering. This is because we can have virtual processes involving electrons hopping off the impurity, whilst in the 2CKM, the coupling between these two sites is a Heisenberg one, so these types of processes are not permitted in the bare model. The authors of [153] show that the NFL FPs of the 2CKM, with the addition of potential scattering, and the 2IKM are the same. Our results are in agreement with their work.

We now present calculations of dynamic quantities for the 2IKM, and 2CKM, and initially focus on the 1-particle spectral densities. As we limit $U_2 \to 0$, we expect $T_{K2}$
Figure 5.27: Plots of the non-interacting (a) and interacting (b) impurity site spectral densities at $J = J_C$. In (a) we consider several values of $U_2/U_1$ to explicitly show that $\rho_2(0)$ becomes a local minimum for $U_2 \neq U_1$. In (b) we plot only the case $U_2 = 0$, as this spectral density changes very little with $U_2$.

to increase, since we are moving to the regime of weak correlation. Correspondingly, the peak of $\rho_2(\omega)$ will broaden. However, at $J = J_C$, we expect that $\rho_2(0) = 1/2\pi\Delta$, as we found in all previous cases. This means that $\rho_2(\omega)$ will be dragged down at the Fermi level, such that $\rho_2(0)$ is a local minimum. We plot $\pi\Delta\rho_2(\omega)$, for $J = J_C$, in figure 5.27a and see that when $U_2 = U_1$, where we have the 2IKM, the value of $\rho(0)$ is a local maximum but as soon as this equality is broken then $\rho(0)$ becomes a local minimum, and looks like a conduction site spectral density. Meanwhile, $\rho_1(\omega)$ changes very little with $U_2$, and we plot it for the case $U_2 = 0$ in figure 5.27b. We also analyse $\rho_1^C(\omega)$ at $J = J_C$, which we plot in figure 5.28. Similar to $\rho_2(\omega)$, there is a well defined local minimum at the Fermi level. The insets show the broad structure of $\rho_1^C(\omega)$ and $\rho_2(\omega)$, clearly showing that they have the same features. We therefore assert that at $J = J_C$, the interacting site has a resonance at the Fermi level, whilst its neighbouring sites have anti-resonances, meaning that we can interpret the system as a single Kondo site (impurity 1) coupled to two conduction baths. Our system thus corresponds to the 2CKM.

Away from $J = J_C$, this peak structure breaks down. For $J < J_C$, both $\rho_1(\omega)$ and $\rho_2(\omega)$ develop peaks at the Fermi level, whilst $\rho_1^C(\omega)$ and $\rho_2^C(\omega)$ are both gapped. We explain this as follows; on the lowest energy scales, the hybridisation $V_1$ becomes an effective antiferromagnetic Heisenberg coupling $J_{\text{eff}} \sim -V_1^2/U_1$. The QCP
Figure 5.28: Plot of $\rho_1^C(\omega)$ at $J = J_C$, showing the formation of a local minimum at $\omega = 0$, where the universal value 0.13 is reached. The insets compare the spectral densities on sites adjacent to the interacting impurity site, showing that they have very similar features.
occurs due to the competition between $J$ and $J_{\text{eff}}$ resulting in an overscreening of the impurity. When $J < J_C$, the effective Heisenberg term wins, and the impurity forms a Kondo singlet with the first conduction site of the chain it is hybridised to. Therefore a Kondo peak develops in $\rho_1(\omega)$. The non-interacting impurity is then decoupled from the interacting impurity and is the first site in a tight-binding chain of free electrons. It therefore forms a (Lorentzian) peak centred on the Fermi level.

For $J > J_C$, the magnetic coupling between the interacting and non-interacting impurity wins over the hybridisation-induced effective magnetic coupling. We find in this case that both $\rho_1(\omega)$ and $\rho_2(\omega)$ become pseudogapped at the Fermi level whilst the $\rho_1^C(\omega)$ and $\rho_2^C(\omega)$ develop peaks. The impurity sites hence form a singlet, but our non-interacting impurity is a localised level. The singlet is therefore local and the 2 impurities decouple, as in the channel symmetric model considered above. The first conduction sites then develop peaks. We argue that since we have competition between a single interacting site forming a singlet with one of two adjacent conduction sites, as depicted in figure 5.29, our model corresponds to the 2CKM.

We now present 2-particle functions to support our arguments. Since the interacting impurity is overscreened at $J = J_C$, the spins on the chain sites are frustrated. Therefore if one attempts to align the non-interacting impurity sites spin, oppositely or in parallel, with the interacting impurity’s spin, this will disrupt the entire spin chains and result in long ranged behaviour. In a departure from the 2IAM/2IKM results, we thus expect both the staggered and total spin susceptibil-
Figure 5.30: A plot of \( \text{Im} \chi_{\text{tot}}(\omega) \) for models with \( 0 \leq U_2/U_1 \leq 1 \), at the transition \( J = J_C \). The inset shows explicitly the low-energy discontinuities/divergences. We plot \( \text{Im} \chi_{\text{tot}}(\omega) \) in figure 5.30, for several values of \( U_2/U_1 \), and see that in the channel symmetric case where \( U_2/U_1 = 1 \), \( \text{Im} \chi_{\text{tot}}(\omega) \) passes smoothly through the Fermi level. However, as soon as \( U_2 \neq U_1 \) there emerges a discontinuity, implying a divergence in the real part. We note that the ‘size’ of the divergence, \( \text{Im} \chi_{\text{tot}}(\delta^+)-\text{Im} \chi_{\text{tot}}(-\delta^+) \), where \( \delta^+ \to 0, \delta > 0 \), appears to be approximately proportional to \( (U_2-U_1)/U_1 \). We also plot \( \text{Im} \chi_{\text{stg}}(\omega) \), in figure 5.31, and see that this diverges for all values of \( U_2/U_1 \). Interestingly, the size of the discontinuity appears to increase suddenly when \( U_2 = U_1 \). These dynamic quantities are in line with our assertion that the NFL FP we are considering is that of the 2CKM. We also consider the singlet and triplet susceptibilities. Since the conduction site in channel 1 and the non-interacting impurity site are competing to form a singlet with the interacting impurity, we expect the singlet susceptibility to diverge. However the triplet susceptibility should not diverge since the formation of a triplet needn’t change the spins on the sites, and because the system is not competing to be in a local triplet regime. We plot \( \text{Im} \chi_{\text{sng}}(\omega) \) in figure 5.32 and \( \text{Im} \chi_{\text{trp}}(\omega) \) in figure 5.33, and see that the singlet susceptibility diverges for all \( U_2/U_1 \) whilst the triplet susceptibility does not.
Figure 5.31: A plot of \( \text{Im}\chi_{stg}(\omega) \) for models with \( 0 \leq U_2/U_1 \leq 1 \), at the transition \( J = J_C \). The inset shows explicitly the low-energy discontinuities/divergences.

Figure 5.32: A plot of \( \text{Im}\chi_{sng}(\omega) \) for models with \( 0 \leq U_2/U_1 \leq 1 \), at the transition \( J = J_C \). The inset shows explicitly the low-energy discontinuities/divergences.
We have studied the 2IAM in the p-h symmetric case with $U_2 = 0$ and claimed that the low energy model is equivalent to that of the 2CKM, rather than the 2IKM. We have noted from [153] that the presence of a potential scattering term (in our case a hybridisation which plays the role of an antiferromagnetic exchange interaction on the low energy scale) implies equivalence between the NFL FPs of the 2 models. We have presented dynamic quantities which support this notion. At $J = J_C$, the spectral densities on the sites neighbouring impurity 1 (with local interactions) look very similar, with an anti-resonance (but no gap) at the Fermi level, whilst the spectral density on the interacting impurity is peaked. This then looks like a single impurity hybridised with 2 conduction baths. In this case we would expect the total, staggered and singlet susceptibilities to diverge, and we have shown that this is the case.

Away from $J = J_C$, we note significant differences between our model and the 2CKM. For $J < J_C$, our interacting impurity forms a Kondo singlet with the first conduction electron site, resulting in a Kondo resonance in $\rho_1(\omega)$. The non-

Figure 5.33: A plot of $\text{Im} \chi_{trp}(\omega)$ for models with $0 \leq U_2/U_1 \leq 1$, at the transition $J = J_C$. The inset shows explicitly the low-energy discontinuities/divergences.
interacting impurity is decoupled and \( \rho_2(\omega) \) takes a Lorentzian form. Meanwhile, for \( J > J_C \), the impurities form a singlet. Here we have a departure from the 2CKM: Our non-interacting impurity is described by a localised level, so that the \( J > J_C \) singlet decouples from the bulk (hence \( \rho_1(0) = \rho_2(0) = 0 \)). In the 2CKM, we would expect a Kondo resonance as \( \omega \to 0 \). We argue that this difference comes down to our additional potential scattering [153]. As expected, away from the NFL FP, there are no divergences of dynamic quantities.

5.10 MF Model for the 2IKM QCP

We have provided evidence supporting the idea that we may obtain the 2CKM NFL FP by making one of the impurities of our p-h symmetric 2IAM/2IKM non-interacting. This is a significant result because there is a description, in terms of MFs, which accurately reproduces the NFL excitation levels and degeneracies of the 2CKM NFL FP [156], whilst such a description does not exist for the 2IKM. A model like this is desirable because the anomalous entropy suggests the presence of a free (or decoupled) MF. In this section we draw upon the MF description of the 2CKM to propose an MF model underlying the 2IKM NFL FP, or equivalently the NFL FP of the 2IAM at p-h symmetry.

We first establish that our results at p-h symmetry are consistent with the 2IKM. BCFT studies of the 2IKM QCP have provided the energy levels of the NFL FP [155], which we provide in table 5.6. The energies are in units of \( \pi v_F / l \). We can establish equivalence with these values by limiting our NRG calculations to the continuum \( \Lambda = 1 \). In practice, we can only go down to \( \Lambda = 2.5 \) because the NFL FP is unstable, and as one decreases \( \Lambda \), a larger number of states must be retained at each iteration of the NRG. We scale our energy levels such that the first level is equal to \( 3/8 \). Higher energy levels should therefore be equal to the values in table 5.6 as \( \Lambda \to 1 \).

We plot our scaled low-lying energies as a function of \( \Lambda \) in figure 5.34 for the p-h symmetric model. The energy levels approach the values given by the BCFT as we expect, and for \( \Lambda = 2.5 \) we also find agreement with the degeneracies from the NRG.

Given the agreement, we are in a position to propose an MF model for the 2IKM NFL FP. We note from [155] the emergence of an \( \text{SO}(7) \) symmetry, and from our discussions in section 5.3 that we expect a basis of 8 MFs. In the 2CKM, where
Table 5.6: The low-lying energy levels of the 2IKM at the NFL FP, calculated by BCFT [155]. The energies are in terms of a scale set by the Fermi velocity. We also include the degeneracies, which arise from the quantum numbers associated to various species of spin and isospin. In the original work [155], the states are labelled by spin $j$ and 2 flavours of isospin $i_1, i_2$, due to an $SU(2) \otimes SU(2) \otimes SU(2)$ symmetry. The degeneracy of each state is given by $(2i_1+1)(2i_2+1)(2j+1)$.

There is an $SO(5)$ symmetry, the MF model was formulated by combining sets of 5 antiperiodic MFs with 3 periodic. We hence consider a set of 8 MFs, where 1 has periodic boundary conditions and the remaining 7 have anti-periodic boundary conditions. We name this system sector I, noting that the ground state degeneracy is correct. As with the 2CKM, we must construct a sector II, comprised of sets of 8 MFs where 7 are periodic and 1 is antiperiodic. These will correspond to the energies shifted by $3/8$, so the ground state is offset from the ground state of sector I by this amount. We note from table 5.6 that the degeneracy of the state with energy $3/8$ is 8, so we have 8 sets in sector II. The combination of these sectors is illustrated in figure 5.35, and we show in table 5.7 how we can build the NFL energy levels and degeneracies from this model. This MF model reproduces the correct spectrum, and we are now in a position to offer an interpretation of the anomalous $\ln(2)/2$ entropy, indicative of a single unhybridised MF, we see in the 2IKM.

Our calculations of dynamic quantities, in the case of the p-h symmetric 2IAM, indicate that at the QCP the system ground state is competing between 2 regimes. For $J < J_C$, the ground state is 2 uncoupled many-body Kondo singlets, formed between the impurities and their adjacent baths. We denote this ground state $|KS\rangle$. Meanwhile, for $J > J_C$, the ground state is a local 2-body singlet, formed between

<table>
<thead>
<tr>
<th>Energy</th>
<th>Degeneracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3/8</td>
<td>8</td>
</tr>
<tr>
<td>1/2</td>
<td>7</td>
</tr>
<tr>
<td>7/8</td>
<td>8</td>
</tr>
<tr>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td>11/8</td>
<td>56</td>
</tr>
<tr>
<td>3/2</td>
<td>49</td>
</tr>
<tr>
<td>15/8</td>
<td>64</td>
</tr>
</tbody>
</table>
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Figure 5.34: The levels at the NFL FP, denoted $E_{NFL}(r)$, in the continuum limit $\Lambda \to 1$ of the 2IKM. The dashed lines represent the values obtained from a BCFT analysis [155], which are given with their degeneracies in table 5.6.

The impurities. This ground state is to be called $|\text{LS}\rangle$. At $J = J_C$, the ground state must be a combination of $|\text{KS}\rangle$ and $|\text{LS}\rangle$. We identify a possible excitation between these ground states as a Majorana zero mode

$$\chi = \frac{1}{\sqrt{2}} |\text{LS}\rangle \langle \text{KS}| + \frac{1}{\sqrt{2}} |\text{KS}\rangle \langle \text{LS}| \quad (5.10.1)$$

which is Hermitian and satisfies $\chi^2 = \frac{1}{2}$. The excitations of the system are given by the eigenoperators of the Liouville operator $\mathcal{L}$, where $\mathcal{L}O = [H, O]$. We expect that $\mathcal{L}\chi = 0$, which would imply that $\chi$ is a zero mode excitation. This mode would be responsible for driving the system between the competing ground states, and gives rise to the residual entropy which is due to topological entanglement [182]. The entropy contribution associated with Majorana zero modes is well known to be $\ln(2)/2$ [183].

The Majorana zero mode occurring in the 2IKM is likely to be very similar to the mechanism which gives the anomalous entropy in other impurity systems. Away from p-h symmetry, we are currently unable to propose a MF model, but we speculate that a zero mode akin to $\chi$ is present in the system. This mode would drive excitations between a system with and without a localised quasiparticle singlet. Similarly, in the 2CKM model, the excitation would be between Kondo singlets formed with each channel.
Figure 5.35: MF model of the 2IKM NFL FP. Only energy levels with a circle may be occupied, and the 2 sectors act independently to describe the levels $0, \frac{1}{2}, 1$ etc (sector I) and $\frac{3}{8}, \frac{7}{8}, \frac{11}{8}$ etc (sector II). Energies are in units of $\pi v F / l$.

<table>
<thead>
<tr>
<th>$E_{NFL}$</th>
<th>Sector</th>
<th>$\sum n_E[E]$</th>
<th>Degeneracy</th>
<th>Total Degeneracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>I</td>
<td>$1[0]$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\frac{3}{8}$</td>
<td>II</td>
<td>$7[0]$</td>
<td>$1 \times 8$</td>
<td>8</td>
</tr>
<tr>
<td>$\frac{1}{2}$</td>
<td>I</td>
<td>$1[\frac{1}{2}]$</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>$\frac{7}{8}$</td>
<td>II</td>
<td>$1[\frac{1}{2}]$</td>
<td>$1 \times 8$</td>
<td>8</td>
</tr>
<tr>
<td>1</td>
<td>I</td>
<td>$1[1]$</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\frac{2}{3}$</td>
<td>I</td>
<td>$2[\frac{1}{2}]$</td>
<td>$(\frac{7}{2})$</td>
<td>22</td>
</tr>
<tr>
<td>$\frac{11}{8}$</td>
<td>II</td>
<td>$1[1]$</td>
<td>$7 \times 8$</td>
<td>56</td>
</tr>
<tr>
<td>$\frac{3}{2}$</td>
<td>I</td>
<td>$1[\frac{3}{2}]$</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>$\frac{1}{3}$</td>
<td>I</td>
<td>$3[\frac{1}{2}]$</td>
<td>$(\frac{7}{3})$</td>
<td></td>
</tr>
<tr>
<td>$\frac{15}{8}$</td>
<td>II</td>
<td>$1[1] + 1[\frac{1}{2}]$</td>
<td>7</td>
<td>49</td>
</tr>
<tr>
<td>$\frac{11}{8}$</td>
<td>II</td>
<td>$1[\frac{3}{2}]$</td>
<td>$1 \times 8$</td>
<td></td>
</tr>
<tr>
<td>$\frac{1}{3}$</td>
<td>I</td>
<td>$1[1] + 1[\frac{1}{2}]$</td>
<td>$7 \times 8$</td>
<td>64</td>
</tr>
</tbody>
</table>

Table 5.7: The combinations of MFs which correspond to the 2IKM NFL FP energies and degeneracies.
5.11 Conclusions

We have studied the NFL QCP of the 2IAM in regimes with and without various symmetries. We began our investigation with the channel symmetric and p-h symmetric model, which on low energy scales is equivalent to the 2IKM. In line with previous studies, we found a disappearance of the even/odd oscillations of the NRG levels at the NFL FP, which accompanied the emergence of a residual entropy contribution of $\ln(2)/2$. We calculated the 1-particle spectral densities of the impurity and conduction electrons. In the $J > J_C$ regime $\rho(\omega)$ showed the formation of a 2-peak pseudogapped structure replacing the Kondo resonance for $J < J_C$. We interpret the separation between the 2 peaks as the binding energy of a local singlet on the impurity sites. Meanwhile, $\rho_C(\omega)$ developed a peak at the Fermi level, with $\pi D \rho_C(0) = 1$. This is indicative of it becoming an ‘effective impurity,’ as was conjectured in [96]. The 1-particle functions give rise to the picture that the QCP separates a Kondo and local singlet regime. The 2-particle functions at $J = J_C$ showed that the susceptibilities which could result in the formation of a singlet diverge, providing evidence for this picture. We also note the intriguing property that $\pi \Delta \rho(0) = \pi D \rho_C(0) = 1/2$ at $J = J_C$, which we suggest signifies the takeover of the conduction site as an effective impurity.

The picture away from p-h symmetry appears to be more complicated. We find the same disappearance of even/odd oscillations, exchange of odd and even FPs, and anomalous entropy as in the p-h symmetric model, but the key differences emerge from the fact that the local occupation is no longer constrained to 1 on each impurity. This is only achieved asymptotically in the limit $J \to \infty$. For $J > J_C$ an antiresonance emerges close to the Fermi level in addition to a quasiparticle peak (which occurs on the other side of the Fermi level). This is similar to the p-h symmetric model, but there is no pseudogap (as $J \to \infty$ a pseudogap forms at the Fermi level). We find that $\tilde{\epsilon}$ changes sign across the transition, which signifies that a 2-quasiparticle state is localised or liberated. This change in quasiparticle occupation is not reflected in a redistribution of d-electron spectral weight, and is explained by a $\pi/2$ phase shift across the transition which results in a modified Friedel sum rule and implies that $\tilde{n} = n \pm 2$. The modified relations hold for both the p-h symmetric and asymmetric models. We conjecture that the 2-quasiparticle state is a singlet, and this is supported by the 2-particle functions we calculated. A significant similarity
to the p-h symmetric model, however, is that \( \pi \Delta \rho(0) = \pi D \rho^C(0) = 1/2 \) at \( J = J_C \), and either side of \( J_C \), the lost spectral weight of \( \rho(\omega) \) at the Fermi level has ‘jumped’ to the conduction site. In a departure to the observations of [96], but in a consistent manner with p-h symmetry, we thus conjecture that for \( J > J_C \) the conduction site acts as an effective impurity. The physical picture, in terms of d-electrons, is thus not clear. We know that there is a formation of a local singlet on one side of the transition, but there are not necessarily enough electrons to actually form it. Also, for \( J > J_C \), d-electrons remain hybridised to the bath, so the singlet may appear to be non-local. We conjecture that 2 quasiparticles/quasiholes are localised, while others, which are also present on the impurity sites, are hybridised. Further work is required to clarify this picture.

In the p-h symmetric model with channel anisotropy, we study the connection between the 2IKM and 2CKM. In agreement with [153] we find that the NFL FPs are equivalent as we tune \( U_2 \) from \( U_2 = U_1 \) (2IKM) to \( U_2 = 0 \) (2CKM). This is due to the potential scattering (hybridisation) present in our bare model. Our calculation of dynamic quantities shows that at \( J = J_C \), we obtain a peak structure in the spectral densities which indicates that our model corresponds to the 2CKM. In particular, the peaked interacting impurity is coupled to 2 sites with anti-resonances at the Fermi level. Moreover, we have shown a divergence in both the staggered and total spin susceptibilities which also agrees with the claim that the model is equivalent to the 2CKM.

The observation that we may obtain the 2CKM from the 2IKM is significant because there exists a model in terms of MFs which explains the NFL levels of the 2CKM [156]. The anomalous entropy, which is suggestive of a free MF mode, that emerges in several quantum impurity models has yet to be explained. A first step to understanding the entropy is to explain the NFL FP spectra of the models in terms of MFs. We construct such a model for the 2IKM, and conjecture that the \( \ln(2)/2 \) entropy is due to a Majorana zero mode. This would allow the system to ‘jump’ between the competing ground states with no energy, with a similar mechanism for the 2CKM and p-h asymmetric 2IAM.

There is much work to be done to find a unified picture of the QCP of the 2IAM/2IKM and 2CKM. We need to clarify the underlying physics away from p-h symmetry. It
is likely that study of the p-h asymmetric 2 channel Anderson model would help in this goal, as this could be compared with the 2CKM. There are still open questions regarding the free MF mode which appears in our models. To explain the anomalous entropy we must show that the inter-ground-state excitation $\chi$ is a zero mode. It would also be interesting to understand the role of topology in the QCPs. The emergent fractional entropy indicates that topology is important, and the possible presence of Majorana zero modes leads one to ask whether coupled/overscreened impurities could be used to construct a topological quantum computer.
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Appendix A

List of Clebsch-Gordan Coefficients

To derive the iterative diagonalisation scheme for the NRG, and calculate the local matrix elements, we need to combine angular momenta. In this appendix, we provide the relevant Clebsch-Gordan coefficients in the form most useful to us. These coefficients, and others, can be found in [88], and are presented here in a form more convenient to our calculations. We suppose that we have some spin system \((S, S_z)\) which we seek to combine with a spin system \((S_O, \sigma)\) to obtain \((S', S_z')\). We present the Clebsch-Gordan coefficients in the form

\[
\langle S, S_z; S_O, \sigma | S', S_z' \rangle.
\]

There are two useful cases in our work.

Case I: \(S_O = 1/2\)

\[
\begin{align*}
\langle S - 1/2, S_z - 1/2; 1/2, 1/2 | S, S_z \rangle & = \sqrt{\frac{S + S_z}{2S}}, \\
\langle S - 1/2, S_z + 1/2; 1/2, -1/2 | S, S_z \rangle & = \sqrt{\frac{S - S_z}{2S}}, \\
\langle S + 1/2, S_z - 1/2; 1/2, -1/2 | S, S_z \rangle & = -\sqrt{\frac{S - S_z + 1}{2S + 2}}, \\
\langle S + 1/2, S_z + 1/2; 1/2, 1/2 | S, S_z \rangle & = \sqrt{\frac{S + S_z + 1}{2S + 2}}.
\end{align*}
\]
Case II: \( S_O = 1 \)

\[
\langle S - 1, S_z - 1; 1, 1|S, S_z \rangle = \sqrt{\frac{(S + S_z - 1)(S + S_z)}{2S(2S - 1)}},
\]

\[
\langle S - 1, S_z; 1, 0|S, S_z \rangle = \sqrt{\frac{(S - S_z)(S + S_z)}{S(2S - 1)}},
\]

\[
\langle S - 1, S_z + 1; 1, -1|S, S_z \rangle = \sqrt{\frac{(S - S_z - 1)(S - S_z)}{2S(2S - 1)}},
\]

\[
\langle S, S_z - 1; 1, 1|S, S_z \rangle = -\sqrt{\frac{(S + S_z)(S - S_z + 1)}{2S(S + 1)}},
\]

\[
\langle S, S_z; 1, 0|S, S_z \rangle = \frac{S_z}{\sqrt{S(S + 1)}},
\]

\[
\langle S, S_z + 1; 1, -1|S, S_z \rangle = \sqrt{\frac{(S - S_z)(S + S_z + 1)}{2S(S + 1)}},
\]

\[
\langle S + 1, S_z - 1; 1, 1|S, S_z \rangle = \sqrt{\frac{(S - S_z + 1)(S - S_z + 2)}{(2S + 2)(2S + 3)}},
\]

\[
\langle S + 1, S_z; 1, 0|S, S_z \rangle = -\sqrt{\frac{(S - S_z + 1)(S + S_z + 1)}{(S + 1)(2S + 3)}},
\]

\[
\langle S + 1, S_z + 1; 1, -1|S, S_z \rangle = \sqrt{\frac{(S + S_z + 2)(S + S_z + 1)}{(2S + 2)(2S + 3)}}.
\]
Appendix B

Iterative Diagonalisation for the 2-Impurity NRG

The iteration diagonalisation executed in the NRG carries out the transformation $H_N \rightarrow H_{N+1}$. There are two key stages in this process. The first is the construction of the basis of $H_{N+1}$ in terms of the eigenstates of $H_N$ and the new site basis states. The second is the calculation of the matrix elements of $H_{N+1}$ in this basis. In this appendix we provide the formulae required to carry out these calculations.

B.1 Basis States of $H_{N+1}$

In this section we apply the definitions of (2.2.3) and list the basis states of $H_{N+1}$. For clarity, we adopt the labelling convention $|i, j\rangle = |Q_1, Q_2, S, S_z, r, i, j; N\rangle$. The basis states are as follow.

\begin{align*}
|0, 0\rangle &= |0\rangle_1 |0\rangle_2 |Q_1 + 1, Q_2 + 1, S, S_z, r; N\rangle \\
|0, 1\rangle &= \sqrt{\frac{S + S_z}{2S}} |0\rangle_1 |\uparrow\rangle_2 |Q_1 + 1, Q_2, S - 1/2, S_z - 1/2, r; N\rangle \\
&+ \sqrt{\frac{S - S_z}{2S}} |0\rangle_1 |\downarrow\rangle_2 |Q_1 + 1, Q_2, S - 1/2, S_z + 1/2, r; N\rangle \\
|0, 2\rangle &= -\sqrt{\frac{S - S_z + 1}{2S + 2}} |0\rangle_1 |\uparrow\rangle_2 |Q_1 + 1, Q_2, S + 1/2, S_z - 1/2, r; N\rangle \\
&+ \sqrt{\frac{S + S_z + 1}{2S + 2}} |0\rangle_1 |\downarrow\rangle_2 |Q_1 + 1, Q_2, S + 1/2, S_z + 1/2, r; N\rangle
\end{align*}
\[|0, 3\rangle = |0\rangle_1 |\uparrow\downarrow\rangle_2 |Q_1 + 1, Q_2 - 1, S, S_z, r; N\rangle\]

\[|1, 0\rangle = \sqrt{\frac{S + S_z}{2S}} |\uparrow\rangle_1 |0\rangle_2 |Q_1, Q_2 + 1, S - 1/2, S_z - 1/2, r; N\rangle + \sqrt{\frac{S - S_z}{2S}} |\downarrow\rangle_1 |0\rangle_2 |Q_1, Q_2 + 1, S - 1/2, S_z + 1/2, r; N\rangle\]

\[|1, 1\rangle = \sqrt{\frac{(S + S_z)(S + S_z - 1)}{2S(2S - 1)}} |\uparrow\rangle_1 |\uparrow\rangle_2 |Q_1, Q_2, S - 1, S_z - 1, r; N\rangle + \sqrt{\frac{(S + S_z)(S - S_z)}{2S(2S - 1)}} |\downarrow\rangle_1 |\uparrow\rangle_2 |Q_1, Q_2, S - 1, S_z, r; N\rangle + \sqrt{\frac{(S + S_z)(S - S_z)}{2S(2S - 1)}} |\uparrow\rangle_1 |\downarrow\rangle_2 |Q_1, Q_2, S - 1, S_z, r; N\rangle + \sqrt{\frac{(S - S_z)(S - S_z - 1)}{2S(2S - 1)}} |\downarrow\rangle_1 |\downarrow\rangle_2 |Q_1, Q_2, S - 1, S_z + 1, r; N\rangle\]

\[|1, 2\rangle = -\sqrt{\frac{(S - S_z + 1)(S + S_z)}{(2S + 1)(2S + 2)}} |\uparrow\rangle_1 |\uparrow\rangle_2 |Q_1, Q_2, S, S_z - 1, r; N\rangle - \sqrt{\frac{(S - S_z + 1)(S - S_z + 1)}{(2S + 1)(2S + 2)}} |\downarrow\rangle_1 |\uparrow\rangle_2 |Q_1, Q_2, S, S_z, r; N\rangle + \sqrt{\frac{(S + S_z + 1)(S + S_z + 1)}{(2S + 1)(2S + 2)}} |\uparrow\rangle_1 |\downarrow\rangle_2 |Q_1, Q_2, S, S_z, r; N\rangle + \sqrt{\frac{(S + S_z + 1)(S - S_z)}{(2S + 1)(2S + 2)}} |\downarrow\rangle_1 |\downarrow\rangle_2 |Q_1, Q_2, S, S_z + 1, r; N\rangle\]

\[|1, 3\rangle = \sqrt{\frac{S + S_z}{2S}} |\uparrow\rangle_1 |\uparrow\downarrow\rangle_2 |Q_1, Q_2 - 1, S - 1/2, S_z - 1/2, r; N\rangle + \sqrt{\frac{S - S_z}{2S}} |\downarrow\rangle_1 |\uparrow\downarrow\rangle_2 |Q_1, Q_2 - 1, S - 1/2, S_z + 1/2, r; N\rangle\]

\[|2, 0\rangle = -\sqrt{\frac{S - S_z + 1}{2S + 2}} |\uparrow\rangle_1 |0\rangle_2 |Q_1, Q_2 + 1, S + 1/2, S_z - 1/2, r; N\rangle + \sqrt{\frac{S + S_z + 1}{2S + 2}} |\downarrow\rangle_1 |0\rangle_2 |Q_1, Q_2 + 1, S + 1/2, S_z + 1/2, r; N\rangle\]
\[ |2, 1 \rangle = - \sqrt{\frac{(S + S_z)(S - S_z + 1)}{2S(2S + 1)}} |\uparrow\rangle_1 |\uparrow\rangle_2 |Q_1, Q_2, S, S_z - 1, r; N \rangle + \sqrt{\frac{(S + S_z)(S + S_z)}{2S(2S + 1)}} |\downarrow\rangle_1 |\uparrow\rangle_2 |Q_1, Q_2, S, S_z, r; N \rangle - \sqrt{\frac{(S - S_z)(S - S_z)}{2S(2S + 1)}} |\uparrow\rangle_1 |\downarrow\rangle_2 |Q_1, Q_2, S, S_z, r; N \rangle + \sqrt{\frac{(S - S_z)(S + S_z + 1)}{2S(2S + 1)}} |\downarrow\rangle_1 |\downarrow\rangle_2 |Q_1, Q_2, S, S_z + 1, r; N \rangle \]

\[ |2, 2 \rangle = \sqrt{\frac{(S - S_z + 1)(S - S_z + 2)}{(2S + 2)(2S + 3)}} |\uparrow\rangle_1 |\uparrow\rangle_2 |Q_1, Q_2, S + 1, S_z - 1, r; N \rangle - \sqrt{\frac{(S - S_z + 1)(S + S_z + 1)}{(2S + 2)(2S + 3)}} |\downarrow\rangle_1 |\uparrow\rangle_2 |Q_1, Q_2, S + 1, S_z, r; N \rangle - \sqrt{\frac{(S + S_z + 1)(S - S_z + 1)}{(2S + 2)(2S + 3)}} |\uparrow\rangle_1 |\downarrow\rangle_2 |Q_1, Q_2, S + 1, S_z, r; N \rangle + \sqrt{\frac{(S + S_z + 1)(S + S_z + 2)}{(2S + 2)(2S + 3)}} |\downarrow\rangle_1 |\downarrow\rangle_2 |Q_1, Q_2, S + 1, S_z + 1, r; N \rangle \]

\[ |2, 3 \rangle = - \sqrt{\frac{S - S_z + 1}{2S + 2}} |\uparrow\rangle_1 |\downarrow\rangle_2 |Q_1, Q_2 - 1, S + 1/2, S_z - 1/2, r; N \rangle + \sqrt{\frac{S + S_z + 1}{2S + 2}} |\downarrow\rangle_1 |\uparrow\rangle_2 |Q_1, Q_2 - 1, S + 1/2, S_z + 1/2, r; N \rangle \]

\[ |3, 0 \rangle = |\uparrow\rangle_1 |0\rangle_2 |Q_1 - 1, Q_2 + 1, S, S_z, r; N \rangle \]

\[ |3, 1 \rangle = \sqrt{\frac{S + S_z}{2S}} |\uparrow\rangle_1 |\uparrow\rangle_2 |Q_1 - 1, Q_2 - 1/2, S_z - 1/2, r; N \rangle + \sqrt{\frac{S - S_z}{2S}} |\downarrow\rangle_1 |\downarrow\rangle_2 |Q_1 - 1, Q_2 - 1/2, S + 1/2, r; N \rangle \]

\[ |3, 2 \rangle = - \sqrt{\frac{S - S_z + 1}{2S + 2}} |\uparrow\rangle_1 |\uparrow\rangle_2 |Q_1 - 1, Q_2, S + 1/2, S_z - 1/2, r; N \rangle + \sqrt{\frac{S + S_z + 1}{2S + 2}} |\downarrow\rangle_1 |\downarrow\rangle_2 |Q_1 - 1, Q_2, S + 1/2, S_z + 1/2, r; N \rangle \]
\[ |3, 3⟩ = |↑⟩_1 |↑⟩_2 (Q_1 - 1, Q_2 - 1, S, S_z, r; N) \]

### B.2 Matrix Elements of \(H_{N+1}\)

Given these basis definitions, we can proceed to calculate the matrix elements of \(H_{N+1}\). We have the definition

\[
H_{N+1} = \frac{\Lambda}{2} H_N + \sum_{\alpha} \xi_N \left[ c_{\alpha N \sigma}^\dagger c_{\alpha (N+1) \sigma} + c_{\alpha (N+1) \sigma}^\dagger c_{\alpha N \sigma} \right],
\]

and it follows that the diagonal components of \(H_{N+1}\) are easy to calculate

\[
\langle i, j | H_{N+1} | i, j \rangle = \frac{\Lambda}{2} E_{Q_1, Q_2, S, S_z, r} (N).
\]

To compute the off-diagonal components, we define the Hamiltonian

\[
H' = c_{1N \sigma}^\dagger c_{1(N+1) \sigma} + c_{2N \sigma}^\dagger c_{2(N+1) \sigma},
\]

such that

\[
H_{N+1} = \frac{\Lambda}{2} H_N + \xi_N \left[ H' + (H')^\dagger \right].
\]

We calculate only the matrix elements of \(H'\), and then symmetrise our Hamiltonian. This is numerically advantageous since we only need to calculate half the entries of the matrix representation of \(H_{N+1}\). We compute these matrix elements in terms of reduced matrix elements

\[
\langle Q'_1, Q'_2, S', r'; N || c_N^\dagger || Q_1, Q_2, S, r; N \rangle
\]

defined by

\[
\langle Q'_1, Q'_2, S', S_z', r'; N || c_N^\dagger || Q_1, Q_2, S, S_z, r; N \rangle
= \langle S, S_z; 1/2, \sigma || S', S_z' \rangle \langle Q'_1, Q'_2, S', r'; N || c_N^\dagger || Q_1, Q_2, S, r; N \rangle.
\]

Additionally, the reduced eigenstates decompose into a reduced eigenbasis in a way defined by

\[
|Q_1, Q_2, S, r; N⟩ = \sum_{p, i, j} U_{Q_1, Q_2 S} (r; p, i, j; N) |Q_1, Q_2, S, p, i, j; N⟩
\]
where the label $p$ is summed over all states in the $H_{N-1}$ system. The off-diagonal matrix elements are given as follow.

$\langle 0,0 | H' | 0,1 \rangle = \langle Q_1 + 1, Q_2 + 1, S, r'; N || c_{2N}^{\dagger} || Q_1 + 1, Q_2, S - 1/2, r; N \rangle$

$\langle 0,0 | H' | 0,2 \rangle = \langle Q_1 + 1, Q_2 + 1, S, r'; N || c_{2N}^{\dagger} || Q_1 + 1, Q_2, S + 1/2, r; N \rangle$

$\langle 0,1 | H' | 0,3 \rangle = \sqrt{\frac{2S}{2S+1}} \langle Q_1 + 1, Q_2, S - 1/2, r'; N || c_{2N}^{\dagger} || Q_1 + 1, Q_2 - 1, S, r; N \rangle$

$\langle 0,2 | H' | 0,3 \rangle = -\sqrt{\frac{2S+2}{2S+1}} \langle Q_1 + 1, Q_2, S + 1/2, r'; N || c_{2N}^{\dagger} || Q_1 + 1, Q_2 - 1, S, r; N \rangle$

$\langle 0,0 | H' | 1,0 \rangle = \langle Q_1 + 1, Q_2 + 1, S, r'; N || c_{1N}^{\dagger} || Q_1, Q_2 + 1, S - 1/2, r; N \rangle$

$\langle 0,1 | H' | 1,1 \rangle = -\langle Q_1 + 1, Q_2, S - 1/2, r'; N || c_{1N}^{\dagger} || Q_1, Q_2, S - 1, r; N \rangle$

$\langle 1,0 | H' | 1,1 \rangle = \langle Q_1, Q_2 + 1, S - 1/2, r'; N || c_{2N}^{\dagger} || Q_1, Q_2, S - 1, r; N \rangle$

$\langle 0,2 | H' | 1,2 \rangle = -\langle Q_1 + 1, Q_2, S + 1/2, r'; N || c_{1N}^{\dagger} || Q_1, Q_2, S, r; N \rangle$

$\langle 1,0 | H' | 1,2 \rangle = \sqrt{\frac{2S(2S+2)}{2S+1}} \langle Q_1, Q_2 + 1, S - 1/2, r'; N || c_{2N}^{\dagger} || Q_1, Q_2, S, r; N \rangle$

$\langle 2,0 | H' | 1,2 \rangle = -\frac{1}{2S+1} \langle Q_1, Q_2 + 1, S + 1/2, r'; N || c_{2N}^{\dagger} || Q_1, Q_2, S, r; N \rangle$
\langle 0,3 | H' | 1,3 \rangle = \langle Q_1 + 1, Q_2 - 1, S, r'; N || c_1^\dagger_N || Q_1, Q_2 - 1, S - \frac{1}{2}, r; N \rangle

\langle 1,1 | H' | 1,3 \rangle = \sqrt{\frac{2S - 1}{2S}} \langle Q_1, Q_2, S - 1, r'; N || c_2^\dagger_N || Q_1, Q_2 - 1, S - \frac{1}{2}, r; N \rangle

\langle 1,2 | H' | 1,3 \rangle = -\sqrt{\frac{2S + 2}{2S + 1}} \langle Q_1, Q_2, S, r'; N || c_2^\dagger_N || Q_1, Q_2 - 1, S - \frac{1}{2}, r; N \rangle

\langle 2,1 | H' | 1,3 \rangle = -\frac{1}{\sqrt{2S(2S + 1)}} \langle Q_1, Q_2, S, r'; N || c_1^\dagger_N || Q_1, Q_2 - 1, S - \frac{1}{2}, r; N \rangle

\langle 0,0 | H' | 2,0 \rangle = \langle Q_1 + 1, Q_2 + 1, S, r'; N || c_1^\dagger_N || Q_1, Q_2 + 1, S + \frac{1}{2}, r; N \rangle

\langle 0,1 | H' | 2,1 \rangle = -\langle Q_1 + 1, Q_2, S - \frac{1}{2}, r'; N || c_1^\dagger_N || Q_1, Q_2, S, r; N \rangle

\langle 1,0 | H' | 2,1 \rangle = \frac{1}{2S + 1} \langle Q_1, Q_2 + 1, S - \frac{1}{2}, r'; N || c_2^\dagger_N || Q_1, Q_2, S, r; N \rangle

\langle 2,0 | H' | 2,1 \rangle = \frac{\sqrt{2S(2S + 2)}}{2S + 1} \langle Q_1, Q_2 + 1, S + \frac{1}{2}, r'; N || c_2^\dagger_N || Q_1, Q_2, S, r; N \rangle

\langle 0,2 | H' | 2,2 \rangle = -\langle Q_1 + 1, Q_2, S + \frac{1}{2}, r'; N || c_1^\dagger_N || Q_1, Q_2, S + 1, r; N \rangle

\langle 2,0 | H' | 2,2 \rangle = \langle Q_1, Q_2 + 1, S + \frac{1}{2}, r'; N || c_2^\dagger_N || Q_1, Q_2, S + 1, r; N \rangle
\langle 0, 3 | H' | 2, 3 \rangle = \langle Q_1 + 1, Q_2 - 1, S, r'; N||c_{1,N}^\dagger||Q_1, Q_2 - 1, S + 1/2, r; N \rangle

\langle 1, 2 | H' | 2, 3 \rangle = -\frac{1}{\sqrt{(2S + 1)(2S + 2)}} \langle Q_1, Q_2, S, r'; N||c_{2,N}^\dagger||Q_1, Q_2 - 1, S + 1/2, r; N \rangle

\langle 2, 1 | H' | 2, 3 \rangle = \sqrt{\frac{2S}{2S + 1}} \langle Q_1, Q_2, S, r'; N||c_{2,N}^\dagger||Q_1, Q_2 - 1, S + 1/2, r; N \rangle

\langle 2, 2 | H' | 2, 3 \rangle = -\sqrt{\frac{2S + 3}{2S + 2}} \langle Q_1, Q_2, S + 1, r'; N||c_{2,N}^\dagger||Q_1, Q_2 - 1, S + 1/2, r; N \rangle

\langle 1, 0 | H' | 3, 0 \rangle = \sqrt{\frac{2S}{2S + 1}} \langle Q_1, Q_2 + 1, S - 1/2, r'; N||c_{1,N}^\dagger||Q_1 - 1, Q_2 + 1, S, r; N \rangle

\langle 2, 0 | H' | 3, 0 \rangle = -\sqrt{\frac{2S + 2}{2S + 1}} \langle Q_1, Q_2 + 1, S + 1/2, r'; N||c_{1,N}^\dagger||Q_1 - 1, Q_2 + 1, S, r; N \rangle

\langle 3, 0 | H' | 3, 1 \rangle = \langle Q_1 - 1, Q_2 + 1, S, r'; N||c_{2,N}^\dagger||Q_1 - 1, Q_2, S - 1/2, r; N \rangle

\langle 1, 1 | H' | 3, 1 \rangle = -\sqrt{\frac{2S - 1}{2S}} \langle Q_1, Q_2, S - 1, r'; N||c_{1,N}^\dagger||Q_1 - 1, Q_2, S - 1/2, r; N \rangle

\langle 2, 1 | H' | 3, 1 \rangle = \sqrt{\frac{2S + 1}{2S}} \langle Q_1, Q_2, S, r'; N||c_{1,N}^\dagger||Q_1 - 1, Q_2, S - 1/2, r; N \rangle

\langle 3, 0 | H' | 3, 2 \rangle = \langle Q_1 - 1, Q_2 + 1, S, r'; N||c_{2,N}^\dagger||Q_1 - 1, Q_2, S + 1/2, r; N \rangle
\begin{align*}
\langle 1, 2 | H' | 3, 2 \rangle & = -\sqrt{\frac{2S+1}{2S+2}} \langle Q_1, Q_2, S, r'; N || c^\dagger_1 N || Q_1 - 1, Q_2, S + \frac{1}{2}, r; N \rangle \\
\langle 2, 2 | H' | 3, 2 \rangle & = \sqrt{\frac{2S+3}{2S+2}} \langle Q_1, Q_2, S + 1, r'; N || c^\dagger_1 N || Q_1 - 1, Q_2, S + \frac{1}{2}, r; N \rangle \\
\langle 1, 3 | H' | 3, 3 \rangle & = \sqrt{\frac{2S}{2S+1}} \langle Q_1, Q_2 - 1, S - \frac{1}{2}, r'; N || c^\dagger_1 N || Q_1 - 1, Q_2 - 1, S, r; N \rangle \\
\langle 2, 3 | H' | 3, 3 \rangle & = -\sqrt{\frac{2S+2}{2S+1}} \langle Q_1, Q_2 - 1, S + \frac{1}{2}, r'; N || c^\dagger_1 N || Q_1 - 1, Q_2 - 1, S, r; N \rangle \\
\langle 3, 1 | H' | 3, 3 \rangle & = \sqrt{\frac{2S}{2S+1}} \langle Q_1 - 1, Q_2, S - \frac{1}{2}, r'; N || c^\dagger_2 N || Q_1 - 1, Q_2 - 1, S, r; N \rangle \\
\langle 3, 2 | H' | 3, 3 \rangle & = -\sqrt{\frac{2S+2}{2S+1}} \langle Q_1 - 1, Q_2, S + \frac{1}{2}, r'; N || c^\dagger_2 N || Q_1 - 1, Q_2 - 1, S, r; N \rangle 
\end{align*}

**B.3 Computation of the Reduced Matrix Elements**

We thus have all the matrix elements of \( H_{N+1} \) in terms of the reduced matrix elements of the site \( N \) operators. We must therefore express these matrix elements in terms of the eigenvector entries of the \( H_N \) system, which are stored as \( U_{Q_1 Q_2 S} (r; p, i, j; N) \). As before, the generic reduced matrix element

\[ \langle Q_1', Q_2', S', r'; N || c^\dagger_N || Q_1, Q_2, S, r; N \rangle \]  

(B.1)
may be written in terms of matrix elements of the basis states as

\[ \langle Q_1', Q_2', S', r'; N | c_N^\dagger | Q_1, Q_2, S, r; N \rangle \]

\[ = \sum_{p,i,j} U_{Q_1'Q_2's'} (r'; p', i', j'; N) U_{Q_1Q_2} (r; p, i, j; N) \]

\[ \frac{\langle Q_1, Q_2, S, S_z, p, i, j; N | c_N^\dagger | Q_1, Q_2, S, S_z - 1/2, p, i, j; N \rangle}{\langle S, S_z - 1/2, 1/2 | S', S_z' \rangle} \]  \hspace{1cm} (B.2)

where we have used the Wigner-Eckart theorem. All of the Hamiltonian matrix elements may be written in terms of the four reduced matrix elements

\[ \langle Q_1 + 1, Q_2 + 1, S, r'; N | c_1^\dagger | Q_1, Q_2 + 1, S - 1/2, r; N \rangle, \]

\[ \langle Q_1 + 1, Q_2 + 1, S, r'; N | c_1^\dagger | Q_1, Q_2 + 1, S + 1/2, r; N \rangle, \]

\[ \langle Q_1 + 1, Q_2 + 1, S, r'; N | c_2^\dagger | Q_1 + 1, Q_2, S - 1/2, r; N \rangle, \]

\[ \langle Q_1 + 1, Q_2 + 1, S, r'; N | c_2^\dagger | Q_1 + 1, Q_2, S + 1/2, r; N \rangle \]

which we compute as

\[ \langle Q_1 + 1, Q_2 + 1, S, r'; N | c_N^\dagger | Q_1, Q_2 + 1, S - 1/2, r; N \rangle \]

\[ = \sum_p \Gamma(1,0,0,0) \delta_{N-1} (Q_1 + 1, Q_2 + 2, S - 1/2) \]

\[ + \Gamma(1,1,0,1) \delta_{N-1} (Q_1 + 1, Q_2 + 1, S - 1) \]

\[ + \frac{\sqrt{2S(2S+2)}}{2S+1} \Gamma(1,2,0,2) \delta_{N-1} (Q_1 + 1, Q_2 + 1, S) \]

\[ + \frac{1}{2S+1} \Gamma(2,1,0,2) \delta_{N-1} (Q_1 + 1, Q_2 + 1, S) \]

\[ + \Gamma(1,3,0,3) \delta_{N-1} (Q_1 + 1, Q_2, S - 1/2) \]

\[ - \frac{1}{\sqrt{2S(2S+1)}} \Gamma(3,1,1,2) \delta_{N-1} (Q_1, Q_2 + 1, S - 1/2) \]

\[ + \frac{2S}{2S+1} \Gamma(3,0,2,0) \delta_{N-1} (Q_1, Q_2 + 2, S) \]

\[ + \frac{2S-1}{2S} \Gamma(3,1,2,1) \delta_{N-1} (Q_1, Q_2 + 1, S - 1/2) \]

\[ + \frac{2S}{2S+1} \Gamma(3,2,2,2) \delta_{N-1} (Q_1, Q_2 + 1, S + 1/2) \]

\[ + \frac{2S}{2S+1} \Gamma(3,3,2,3) \delta_{N-1} (Q_1, Q_2, S), \]
\[
(Q_1 + 1, Q_2 + 1, S; r', N||c_{1N}^\dagger||Q_1, Q_2 + 1, S + 1/2, r; N) \\
= \sum_p \Lambda(2, 0, 0, 0) \delta_{N-1} (Q_1 + 1, Q_2 + 2, S + 1/2) \\
- \frac{1}{2S + 1} \Lambda(1, 2, 0, 1) \delta_{N-1} (Q_1 + 1, Q_2 + 1, S) \\
+ \frac{\sqrt{2S(2S + 2)}}{2S + 1} \Lambda(2, 1, 0, 1) \delta_{N-1} (Q_1 + 1, Q_2 + 1, S) \\
+ \Lambda(2, 2, 0, 2) \delta_{N-1} (Q_1 + 1, Q_2 + 1, S + 1) \\
+ \Lambda(2, 3, 0, 3) \delta_{N-1} (Q_1 + 1, Q_2, S + 1/2) \\
- \sqrt{\frac{2S + 2}{2S + 1}} \Lambda(3, 0, 1, 0) \delta_{N-1} (Q_1, Q_2 + 2, S) \\
- \sqrt{\frac{2S + 2}{2S + 1}} \Lambda(3, 1, 1, 1) \delta_{N-1} (Q_1, Q_2 + 1, S - 1/2) \\
- \sqrt{\frac{2S + 3}{2S + 2}} \Lambda(3, 2, 1, 2) \delta_{N-1} (Q_1, Q_2 + 1, S + 1/2) \\
- \sqrt{\frac{2S + 2}{2S + 1}} \Lambda(3, 3, 1, 3) \delta_{N-1} (Q_1, Q_2, S) \\
- \frac{1}{\sqrt{(2S + 1)(2S + 2)}} \Lambda(3, 2, 2, 1) \delta_{N-1} (Q_1, Q_2 + 1, S + 1/2) 
\]
for channel 1, whilst for channel 2 we have

\[ \langle Q_1 + 1, Q_2 + 1, S, r'; N|c_{2N}^\dagger|Q_1 + 1, Q_2, S - 1/2, r; N \rangle \]

\[
= \sum_p \Theta(0, 1, 0, 0)\delta_{N-1} (Q_1 + 2, Q_2 + 1, S - 1/2) \\
+ \sqrt{\frac{2S}{2S + 1}}\Theta(0, 3, 0, 2)\delta_{N-1} (Q_1 + 2, Q_2, S) \\
- \Theta(1, 1, 1, 0)\delta_{N-1} (Q_1 + 1, Q_2 + 1, S - 1) \\
- \sqrt{\frac{2S}{2S + 1}}\Theta(1, 3, 1, 2)\delta_{N-1} (Q_1 + 1, Q_2, S - 1/2) \\
- \Theta(2, 1, 2, 0)\delta_{N-1} (Q_1 + 1, Q_2 + 1, S) \\
- \sqrt{\frac{2S}{2S + 1}}\Theta(2, 3, 2, 2)\delta_{N-1} (Q_1 + 1, Q_2, S + 1/2) \\
+ \Theta(3, 1, 3, 0)\delta_{N-1} (Q_1, Q_2 + 1, S - 1/2) \\
+ \sqrt{\frac{2S}{2S + 1}}\Theta(3, 3, 3, 2)\delta_{N-1} (Q_1, Q_2, S) \\
\]

and

\[ \langle Q_1 + 1, Q_2 + 1, S, r'; N|c_{2N}^\dagger|Q_1 + 1, Q_2, S + 1/2, r; N \rangle \]

\[
= \sum_p \Pi(0, 2, 0, 0)\delta_{N-1} (Q_1 + 2, Q_2 + 1, S + 1/2) \\
- \sqrt{\frac{2S + 2}{2S + 1}}\Pi(0, 3, 0, 1)\delta_{N-1} (Q_1 + 2, Q_2, S) \\
- \Pi(1, 2, 1, 0)\delta_{N-1} (Q_1 + 1, Q_2 + 1, S) \\
+ \sqrt{\frac{2S + 2}{2S + 1}}\Pi(1, 3, 1, 1)\delta_{N-1} (Q_1 + 1, Q_2, S - 1/2) \\
- \Pi(2, 2, 2, 0)\delta_{N-1} (Q_1 + 1, Q_2 + 1, S + 1) \\
+ \sqrt{\frac{2S + 2}{2S + 1}}\Pi(2, 3, 2, 1)\delta_{N-1} (Q_1 + 1, Q_2, S + 1/2) \\
+ \Pi(3, 2, 3, 0)\delta_{N-1} (Q_1, Q_2 + 1, S + 1/2) \\
- \sqrt{\frac{2S + 2}{2S + 1}}\Pi(3, 3, 3, 1)\delta_{N-1} (Q_1, Q_2, S),
\]
where we have defined
\[
\Gamma(i', j', i, j) = U_{Q_1+1, Q_2+1, S}(r'; p', i', j'; N) U_{Q_1, Q_2+1, S-1/2}(r; p, i, j; N)
\]
\[
\Lambda(i', j', i, j) = U_{Q_1+1, Q_2+1, S}(r'; p', i', j'; N) U_{Q_1, Q_2+1, S+1/2}(r; p, i, j; N)
\]
\[
\Theta(i', j', i, j) = U_{Q_1+1, Q_2+1, S}(r'; p', i', j'; N) U_{Q_1+1, Q_2+1, S-1/2}(r; p, i, j; N)
\]
\[
\Pi(i', j', i, j) = U_{Q_1+1, Q_2+1, S}(r'; p', i', j'; N) U_{Q_1+1, Q_2, S+1/2}(r; p, i, j; N).
\]

The delta function
\[
\delta_{N-1}(Q_1, Q_2, S)
\]

takes value 1 if the sector \((Q_1, Q_2, S)\) is allowed in the system described by \(H_{N-1}\), and is otherwise 0.
Appendix C

Calculation of Thermodynamic Quantities of the Conduction Band

The impurity contribution to $S^{\text{tot}}(T)$ and $\chi^{\text{tot}}(T)$ is determined by calculating these quantities for the ‘no-impurity’ Hamiltonian

$$H_0^N = \sum_{n=0}^{N-1} \xi_n \Lambda^{(N-n-1)/2} \left[ c_{n\sigma}^\dagger c_{(n+1)\sigma} + c_{(n+1)\sigma}^\dagger c_{n\sigma} \right]$$

and subtracting them from the corresponding total quantities. We assume the conduction baths are identical, so drop the channel index. The thermodynamic quantities of this quadratic Hamiltonian may be determined exactly as follows. We define

$$V_\sigma^\dagger = \left( c_{0\sigma}^\dagger, c_{1\sigma}^\dagger \ldots c_{N\sigma}^\dagger \right)$$

so that

$$H_0^N = V_\sigma^\dagger \mathcal{M} V_\sigma$$

where the tri-diagonal matrix $\mathcal{M}$ is given by

$$\mathcal{M} = \Lambda^{(N-1)/2} \begin{pmatrix}
0 & \xi_0 & 0 & 0 & \ldots \\
\xi_0 & 0 & \Lambda^{-1/2} \xi_1 & 0 \\
0 & \Lambda^{-1/2} \xi_1 & 0 & \Lambda^{-1} \xi_2 \\
0 & 0 & \Lambda^{-1} \xi_2 & 0 \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}.$$
By virtue of the zero-diagonal and being symmetric, the matrix $\mathbf{M}$ has an equal number of positive and negative eigenvalues (and if $N$ is even, there is a single zero eigenvalue). Moreover, the eigenvalues are $\mathbb{Z}_2$ symmetric such that if $\lambda$ is an eigenvalue, then so is $-\lambda$. We will denote the positive eigenvalues of $\mathbf{M}$ as $\eta_i^O$ and $\eta_i^E$ for the cases $N$ odd and $N$ even, respectively. The labels $i$ are given by

$$i \in \left\{1, 2, \ldots \frac{1}{2}(N+1)\right\}$$ (C.5) for odd $N$ and

$$i \in \left\{0, 1, 2, \ldots \frac{N}{2}\right\}$$ (C.6) for even $N$ (with $\eta_0^E = 0$). Correspondingly, we can map the free Hamiltonian to a diagonal quasiparticle Hamiltonian, given by

$$H^0_N = \sum_{n=1}^{(N+1)/2} \eta_n^O \left[ p_{n\sigma}^\dagger p_{n\sigma} + h_{n\sigma}^\dagger h_{n\sigma} \right]$$ (C.7) for odd $N$ and

$$H^0_N = \eta_0^E p_{0\sigma}^\dagger p_{0\sigma} + \sum_{n=1}^{N/2} \eta_n^E \left[ p_{n\sigma}^\dagger p_{n\sigma} + h_{n\sigma}^\dagger h_{n\sigma} \right]$$ (C.8) for even $N$. The Bogoliubov quasiparticle operators $p$ and $h$ can be thought of as the scalar product of the eigenvectors of $\mathbf{M}$ with the vector $\mathbf{V}_\sigma^\dagger$, and are respectively the ‘particle’ and ‘hole’ operators. The thermodynamic quantities of these Hamiltonians are simple to calculate; we illustrate this by considering a simplified case.

Suppose we have a Hamiltonian of the form

$$H^0 = \epsilon c_{\sigma}^\dagger c_{\sigma},$$ (C.9)

where we can define an eigenbasis as $|00\rangle$, $|\uparrow 0\rangle$, $|0 \downarrow\rangle$ and $|\uparrow \downarrow\rangle$. Using this basis, we may write

$$Z = \left(1 + e^{-\beta \epsilon}\right)^2$$

$$\langle S_z \rangle = 0$$

$$\langle S_z^2 \rangle = \frac{1}{2Z} e^{-\beta \epsilon}$$ (C.10)

$$\langle H^0 \rangle = \frac{2 \epsilon}{Z} \left(1 + e^{-\beta \epsilon}\right) e^{-\beta \epsilon}$$

$$\langle (H^0)^2 \rangle = \frac{2 \epsilon^2}{Z} \left(1 + 2e^{-\beta \epsilon}\right) e^{-\beta \epsilon},$$
from which the thermodynamic quantities of interest trivially follow. Let us now suppose that we have the Hamiltonian
\[ H^0 = \epsilon_1 a_\sigma^\dagger a_\sigma + \epsilon_2 b_\sigma^\dagger b_\sigma \]
and define
\[ H_1 = \epsilon_1 a_\sigma^\dagger a_\sigma \]
\[ H_2 = \epsilon_2 b_\sigma^\dagger b_\sigma. \]
One can show the following properties:
\[ Z = Z_1 Z_2 \]
\[ \langle\langle H^0 \rangle\rangle = \langle\langle H_1 \rangle\rangle + \langle\langle H_2 \rangle\rangle \]
\[ \langle\langle S_z \rangle\rangle = \langle\langle S_{1z} \rangle\rangle + \langle\langle S_{2z} \rangle\rangle \]
These imply that
\[ S^0(T) = S_1(T) + S_2(T) \]
\[ \chi^0(T) = \chi_1(T) + \chi_2(T). \]
Extending this, we see that for a Hamiltonian given by
\[ H^0 = \sum_i \epsilon_i c_i^\dagger c_i \]
we can write
\[ S^0(T) = \sum_i S_i(T) \]
\[ \chi^0(T) = \sum_i \chi_i(T). \]
This formalism can be directly applied to the diagonalised free quasiparticle Hamiltonian to obtain the thermodynamic quantities for the conduction band. For simplicity, we only calculate \( S^0(T) \) and \( \chi^0(T) \) for even \( N \), for which
\[ \ln(Z^0_N) = 4 \ln \left( 1 + e^{-\tilde{\beta} \eta_0^E} \right) + 8 \sum_{n=1}^{N/2} \ln \left( 1 + e^{-\tilde{\beta} \eta_n^E} \right), \]
while we obtain the traces
\[ \langle\langle H^0 \rangle\rangle_N = \frac{4 \eta_0^E e^{-\tilde{\beta} \eta_0^E}}{\left( 1 + e^{-\tilde{\beta} \eta_0^E} \right)} + 8 \sum_{n=1}^{N/2} \frac{\eta_n^E e^{-\tilde{\beta} \eta_n^E}}{\left( 1 + e^{-\tilde{\beta} \eta_n^E} \right)}. \]
and
\[
\langle S_z^2 \rangle_N^0 = \frac{e^{-\beta \eta_0^E}}{(1 + e^{-\beta \eta_0^E})^2} + 2 \sum_{n=1}^{N/2} \frac{e^{-\beta \eta_n^E}}{(1 + e^{-\beta \eta_n^E})^2}. \tag{C.19}
\]

Note that the extra factor of 2 arises to account for both baths. We are thus able to compute the impurity contribution to \( S(T) \) and \( \chi(T) \) over all the energy scales reached by the NRG.
Appendix D

Local Matrix Elements for NRG Calculations

We see from (2.4.2) that the calculation of Green functions requires the trace over the operators $A$ and $B$. We will compute the trace in an eigenbasis, and therefore must discuss how we determine the matrix elements of the local operators in our NRG. Given the eigenstates of the atomic system, the calculation of the matrix elements is easy. In this appendix, we discuss how we can keep track of these matrix elements, which will be reduced using the Wigner-Eckart theorem, as the NRG progresses.

The eigenbasis at iteration $N$ is the set of states

$$|Q_1, Q_2, S, S_z, r; N\rangle = \sum_{i,j,p} U_{Q_1Q_2S}(r; p, i, j; N) |Q_1, Q_2, S, p, i, j; N - 1\rangle$$  \hspace{1cm} (D.1)

but the calculations involve the reduced eigenbasis populated by

$$|Q_1, Q_2, S, r; N\rangle = \sum_{i,j,p} U_{Q_1Q_2S}(r; p, i, j; N) |Q_1, Q_2, S, p, i, j; N - 1\rangle.$$  \hspace{1cm} (D.2)

Reduced matrix elements of the form

$$\langle Q'_1, Q'_2, S', r'; N || O || Q_1, Q_2, S, r; N \rangle$$  \hspace{1cm} (D.3)

are therefore required, where $O$ is some operator. Let us suppose that the action of $O$ creates some spin eigenstate of spin $S_O$ and changes $S_z$ by $\sigma$. The reduced matrix
elements are thus given by
\[
\langle Q_1, Q_2, S, r; N + 1 || O || Q'_1, Q'_2, S', r'; N + 1 \rangle \\
= \sum_{i,j,p} U_{Q_1 Q_2 S} (r; i, j, r; N + 1) U_{Q'_1 Q'_2 S'} (r'; i', j', r'; N + 1) \\
\langle Q_1, Q_2, p, i, j; N || O || Q'_1, Q'_2, S', p', i', j'; N \rangle
\] (D.4)

where, by the Wigner-Eckart theorem (2.2.9), we have
\[
\langle Q_1, Q_2, S, r, i, j; N || O || Q'_1, Q'_2, S', r', i, j; N \rangle \\
= \frac{\langle Q_1, Q_2, S, S_z, r, i, j; N || O || Q'_1, Q'_2, S', S_z - \sigma, r'_N, i', j'; N \rangle}{\langle S', S_z - \sigma || S_O, \sigma || S, S_z \rangle}. \tag{D.5}
\]

These reduced matrix elements can be calculated using the corresponding Clebsch-Gordan coefficients. Since there is no magnetic field, only operator total spin \( S_O \) is important. We consider 3 cases in the work presented. \( S_O = 0 \) corresponds to calculating matrix elements of the singlet state, \( S_O = 1/2 \) corresponds to 1-particle matrix elements. \( S_O = 1 \) is required to calculate triplet and spin raising/lowering matrix elements.

Let us suppose that the operator \( O \) maps from charge \( Q \) to \( Q' \) (ie it creates \( Q' - Q \) electrons). We also suppose it acts on a system of spin \( S' \) such that the final spin of the system is \( S \). \( S \) can take values \( S = S' + S_O, S' + S_O - 1, S' + S_O - 2, \ldots S' - S_O. \)

We provide the local matrix elements
\[
\langle Q_1, Q_2, S, r, i, j; N || O || Q'_1, Q'_2, S', r', i', j'; N \rangle \tag{D.6}
\]
in terms of the matrix elements
\[
\langle Q_1, Q_2, S, r; N || O || Q'_1, Q'_2, S', r'; N \rangle \tag{D.7}
\]
to establish an iteration procedure. Note that the \( N \) label is omitted to make the matrix elements appear (slightly) less confusing.

**D.1 \( S_O = 0 \)**
\[
\langle Q_1, Q_2, S, r, 0, 0 || \hat{O} || Q'_1, Q'_2, S, r', 0, 0 \rangle \\
= \langle Q_1 + 1, Q_2 + 1, S, r || \hat{O} || Q'_1 + 1, Q'_2 + 1, S, r' \rangle
\]
\[ \langle Q_1, Q_2, S, r, 0, 1 \rangle | \hat{O} \langle Q'_1, Q'_2, S, r', 0, 1 \rangle = \langle Q_1 + 1, Q_2, S - 1/2, r| \hat{O}\rangle |Q'_1 + 1, Q'_2, S - 1/2, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 0, 2 \rangle | \hat{O} \langle Q'_1, Q'_2, S, r', 0, 2 \rangle = \langle Q_1, Q_2 + 1, S + 1/2, r| \hat{O}\rangle |Q'_1, Q'_2 + 1, S + 1/2, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 0, 3 \rangle | \hat{O} \langle Q'_1, Q'_2, S, r', 0, 3 \rangle = \langle Q_1 + 1, Q_2 - 1, S, r| \hat{O}\rangle |Q'_1 + 1, Q'_2 - 1, S, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 1, 0 \rangle | \hat{O} \langle Q'_1, Q'_2, S, r', 1, 0 \rangle = \langle Q_1, Q_2 + 1, S - 1/2, r| \hat{O}\rangle |Q'_1, Q'_2 - 1, S - 1/2, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 1, 1 \rangle | \hat{O} \langle Q'_1, Q'_2, S, r', 1, 1 \rangle = \langle Q_1, Q_2 - 1, S, r| \hat{O}\rangle |Q'_1, Q'_2, S - 1, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 1, 2 \rangle | \hat{O} \langle Q'_1, Q'_2, S, r', 1, 2 \rangle = \langle Q_1, Q_2, S, r| \hat{O}\rangle |Q'_1, Q'_2, S, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 1, 3 \rangle | \hat{O} \langle Q'_1, Q'_2, S, r', 1, 3 \rangle = \langle Q_1, Q_2 - 1, S - 1/2, r| \hat{O}\rangle |Q'_1, Q'_2 - 1, S - 1/2, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 2, 0 \rangle | \hat{O} \langle Q'_1, Q'_2, S, r', 2, 0 \rangle = \langle Q_1, Q_2 + 1, S + 1/2, r| \hat{O}\rangle |Q'_1, Q'_2 + 1, S + 1/2, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 2, 1 \rangle | \hat{O} \langle Q'_1, Q'_2, S, r', 2, 1 \rangle = \langle Q_1, Q_2, S, r| \hat{O}\rangle |Q'_1, Q'_2, S, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 2, 2 \rangle | \hat{O} \langle Q'_1, Q'_2, S, r', 2, 2 \rangle = \langle Q_1, Q_2, S + 1, r| \hat{O}\rangle |Q'_1, Q'_2, S + 1, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 2, 3 \rangle | \hat{O} \langle Q'_1, Q'_2, S, r', 2, 3 \rangle = \langle Q_1, Q_2 - 1, S + 1/2, r| \hat{O}\rangle |Q'_1, Q'_2 - 1, S + 1/2, r' \rangle \]
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\[ \langle Q_1, Q_2, S, r, 3, 0 \rangle \hat{O} | Q'_1, Q'_2, S, r', 3, 0 \rangle = \langle Q_1 - 1, Q_2 + 1, S, r \rangle | Q'_1 - 1, Q'_2 + 1, S, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 3, 1 \rangle \hat{O} | Q'_1, Q'_2, S, r', 3, 1 \rangle = \langle Q_1 - 1, Q_2, S - 1/2, r \rangle | Q'_1 - 1, Q'_2, S - 1/2, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 3, 2 \rangle \hat{O} | Q'_1, Q'_2, S, r', 3, 2 \rangle = \langle Q_1 - 1, Q_2, S + 1/2, r \rangle | Q'_1 - 1, Q'_2, S + 1/2, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 3, 3 \rangle \hat{O} | Q'_1, Q'_2, S, r', 3, 3 \rangle = \langle Q_1 - 1, Q_2 - 1, S, r \rangle | Q'_1 - 1, Q'_2 - 1, S, r' \rangle \]

D.2 \quad S_O = \frac{1}{2}

D.2.1 \quad S' = S - \frac{1}{2}

\[ \langle Q_1, Q_2, S, r, 0, 0 \rangle \hat{O} | Q'_1, Q'_2, S - \frac{1}{2}, r', 0, 0 \rangle = \langle Q_1 + 1, Q_2 + 1, S, r \rangle | Q'_1 + 1, Q'_2 + 1, S - \frac{1}{2}, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 0, 1 \rangle \hat{O} | Q'_1, Q'_2, S - \frac{1}{2}, r', 0, 1 \rangle = -\langle Q_1 + 1, Q_2, S - \frac{1}{2}, r \rangle | Q'_1 + 1, Q'_2, S - 1, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 0, 2 \rangle \hat{O} | Q'_1, Q'_2, S - \frac{1}{2}, r', 0, 2 \rangle = -\frac{1}{2S + 1} \langle Q_1 + 1, Q_2, S - \frac{1}{2}, r \rangle | Q'_1 + 1, Q'_2, S, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 0, 3 \rangle \hat{O} | Q'_1, Q'_2, S - \frac{1}{2}, r', 0, 3 \rangle = \langle Q_1 + 1, Q_2 - 1, S, r \rangle | Q'_1 + 1, Q'_2 - 1, S - \frac{1}{2}, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 1, 0 \rangle \hat{O} | Q'_1, Q'_2, S - \frac{1}{2}, r', 1, 0 \rangle = -\langle Q_1, Q_2 + 1, S - \frac{1}{2}, r \rangle | Q'_1, Q'_2 + 1, S - 1, r' \rangle \]
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\[(Q_1, Q_2, S, r, 1, 0)|\hat{O}|Q'_1, Q'_2, S - \frac{3}{2}, r', 2, 0)\]
\[
= -\frac{1}{2S + 1} (Q_1, Q_2 + 1, S - \frac{3}{2}, r' |\hat{O}|Q'_1 + 1, Q'_2, S, r')
\]
\[(Q_1, Q_2, S, r, 1, 1)|\hat{O}|Q'_1, Q'_2, S - \frac{1}{2}, r', 1, 1)\]
\[
= (Q_1, Q_2, S - 1, r |\hat{O}|Q'_1, Q'_2, S, r')
\]
\[(Q_1, Q_2, S, r, 1, 1)|\hat{O}|Q'_1, Q'_2, S - \frac{1}{2}, r', 2, 1)\]
\[
= \frac{1}{2S} (Q_1, Q_2, S - 1, r |\hat{O}|Q'_1, Q'_2, S - \frac{1}{2}, r')
\]
\[(Q_1, Q_2, S, r, 1, 2)|\hat{O}|Q'_1, Q'_2, S - \frac{1}{2}, r', 1, 2)\]
\[
= \frac{2\sqrt{S(S + 1)}}{2S + 1} (Q_1, Q_2, S, r |\hat{O}|Q'_1, Q'_2, S - \frac{1}{2}, r')
\]
\[(Q_1, Q_2, S, r, 1, 2)|\hat{O}|Q'_1, Q'_2, S - \frac{1}{2}, r', 2, 2)\]
\[
= \frac{1}{2S + 1} \sqrt{\frac{S}{S + 1}} (Q_1, Q_2, S, r |\hat{O}|Q'_1, Q'_2, S + \frac{1}{2}, r')
\]
\[(Q_1, Q_2, S, r, 1, 3)|\hat{O}|Q'_1, Q'_2, S - \frac{1}{2}, r', 1, 3)\]
\[
= - (Q_1, Q_2 - 1, S - \frac{1}{2}, r |\hat{O}|Q'_1, Q'_2 - 1, S - 1, r')
\]
\[(Q_1, Q_2, S, r, 1, 3)|\hat{O}|Q'_1, Q'_2, S - \frac{1}{2}, r', 2, 3)\]
\[
= -\frac{1}{2S + 1} (Q_1, Q_2 - 1, S - \frac{1}{2}, r |\hat{O}|Q'_1, Q'_2 - 1, S, r')
\]
\[(Q_1, Q_2, S, r, 2, 0)|\hat{O}|Q'_1, Q'_2, S - \frac{1}{2}, r', 2, 0)\]
\[
= -\frac{2\sqrt{S(S + 1)}}{2S + 1} (Q_1, Q_2 + 1, S + \frac{1}{2}, r |\hat{O}|Q'_1, Q'_2 + 1, S, r')
\]
\[(Q_1, Q_2, S, r, 2, 1)|\hat{O}|Q'_1, Q'_2, S - \frac{1}{2}, r', 1, 2)\]
\[
= -\frac{1}{2S(2S + 1)} (Q_1, Q_2, S, r |\hat{O}|Q'_1, Q'_2, S - \frac{1}{2}, r')
\]
\begin{align*}
&\langle Q_1, Q_2, S, r, 2, 1 | \hat{O} | Q'_1, Q'_2, S - \frac{1}{2}, r', 2, 1 \rangle \\
&\quad = \frac{\sqrt{(2S + 1)(2S - 1)}}{2S} \langle Q_1, Q_2, S, r | \hat{O} | Q'_1, Q'_2, S - \frac{1}{2}, r' \rangle \\
&\langle Q_1, Q_2, S, r, 2, 1 | \hat{O} | Q'_1, Q'_2, S - \frac{1}{2}, r', 2, 2 \rangle \\
&\quad = \frac{1}{2S + 1} \langle Q_1, Q_2, S, r | \hat{O} | Q'_1, Q'_2, S + \frac{1}{2}, r' \rangle \\
&\langle Q_1, Q_2, S, r, 2, 2 | \hat{O} | Q'_1, Q'_2, S - \frac{1}{2}, r', 2, 2 \rangle \\
&\quad = \sqrt{\frac{S(2S + 3)}{(S + 1)(2S + 1)}} \langle Q_1, Q_2, S + 1, r | \hat{O} | Q'_1, Q'_2, S + \frac{1}{2}, r' \rangle \\
&\langle Q_1, Q_2, S, r, 2, 3 | \hat{O} | Q'_1, Q'_2, S - \frac{1}{2}, r', 2, 3 \rangle \\
&\quad = -\frac{2\sqrt{S(S + 1)}}{2S + 1} \langle Q_1, Q_2 - 1, S + \frac{1}{2}, r | \hat{O} | Q'_1, Q'_2 - 1, S, r' \rangle \\
&\langle Q_1, Q_2, S, r, 3, 0 | \hat{O} | Q'_1, Q'_2, S - \frac{1}{2}, r', 3, 0 \rangle \\
&\quad = \langle Q_1 - 1, Q_2 + 1, S, r | \hat{O} | Q'_1 - 1, Q'_2 + 1, S - \frac{1}{2}, r' \rangle \\
&\langle Q_1, Q_2, S, r, 3, 1 | \hat{O} | Q'_1, Q'_2, S - \frac{1}{2}, r', 3, 1 \rangle \\
&\quad = -\langle Q_1 - 1, Q_2, S - \frac{1}{2}, r | \hat{O} | Q'_1 - 1, Q'_2, S - 1, r' \rangle \\
&\langle Q_1, Q_2, S, r, 3, 1 | \hat{O} | Q'_1, Q'_2, S - \frac{1}{2}, r', 3, 2 \rangle \\
&\quad = -\frac{1}{2S + 1} \langle Q_1 - 1, Q_2, S - \frac{1}{2}, r | \hat{O} | Q'_1 - 1, Q'_2, S, r' \rangle \\
&\langle Q_1, Q_2, S, r, 3, 2 | \hat{O} | Q'_1, Q'_2, S - \frac{1}{2}, r', 3, 2 \rangle \\
&\quad = -\frac{2\sqrt{S(S + 1)}}{2S + 1} \langle Q_1 - 1, Q_2, S + \frac{1}{2}, r | \hat{O} | Q'_1 - 1, Q'_2, S, r' \rangle \\
&\langle Q_1, Q_2, S, r, 3, 3 | \hat{O} | Q'_1, Q'_2, S - \frac{1}{2}, r', 3, 3 \rangle \\
&\quad = \langle Q_1 - 1, Q_2 - 1, S, r | \hat{O} | Q'_1 - 1, Q'_2 - 1, S - \frac{1}{2}, r' \rangle 
\end{align*}
D.2.2 \( S' = S + 1/2 \)

\[
\langle Q_1, Q_2, S, r, 0, 0 || \hat{O} || Q'_1, Q'_2, S + 1/2, r', 0, 0 \rangle = \langle Q_1 + 1, Q_2 + 1, S, r || \hat{O} || Q'_1 + 1, Q'_2 + 1, S + 1/2, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 0, 1 || \hat{O} || Q'_1, Q'_2, S + 1/2, r', 0, 1 \rangle = -\frac{2\sqrt{S(S+1)}}{2S+1} \langle Q_1 + 1, Q_2, S - 1/2, r || \hat{O} || Q'_1 + 1, Q'_2, S, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 0, 2 || \hat{O} || Q'_1, Q'_2, S + 1/2, r', 0, 2 \rangle = -\langle Q_1 + 1, Q_2, S + 1/2, r || \hat{O} || Q'_1 + 1, Q'_2, S, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 0, 3 || \hat{O} || Q'_1, Q'_2, S + 1/2, r', 0, 3 \rangle = \langle Q_1 + 1, Q_2 - 1, S, r || \hat{O} || Q'_1 + 1, Q'_2 - 1, S + 1/2, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 1, 0 || \hat{O} || Q'_1, Q'_2, S + 1/2, r', 1, 0 \rangle = -\frac{2\sqrt{S(S+1)}}{2S+1} \langle Q_1, Q_2 + 1, S - 1/2, r || \hat{O} || Q'_1, Q'_2 + 1, S, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 1, 1 || \hat{O} || Q'_1, Q'_2, S + 1/2, r', 1, 1 \rangle = \sqrt{\frac{(2S-1)(S+1)}{S(2S+1)}} \langle Q_1, Q_2, S - 1, r || \hat{O} || Q'_1, Q'_2, S - 1/2, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 1, 2 || \hat{O} || Q'_1, Q'_2, S + 1/2, r', 1, 1 \rangle = -\frac{1}{2S+1} \langle Q_1, Q_2, S, r || \hat{O} || Q'_1, Q'_2, S - 1/2, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 1, 2 || \hat{O} || Q'_1, Q'_2, S + 1/2, r', 1, 2 \rangle = \sqrt{\frac{(2S+3)(2S+1)}{2(S+1)}} \langle Q_1, Q_2, S, r || \hat{O} || Q'_1, Q'_2, S + 1/2, r' \rangle
\]
\[
\langle Q_1, Q_2, S, r, 1, 2 \| \hat{O} \| Q'_1, Q'_2, S + \frac{1}{2}, r', 2, 1 \rangle \\
= - \frac{1}{(2S+1)(2S+2)} \langle Q_1, Q_2, S, r \| \hat{O} \| Q'_1, Q'_2, S + \frac{1}{2}, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 1, 3 \| \hat{O} \| Q'_1, Q'_2, S + \frac{1}{2}, r', 1, 3 \rangle \\
= - \frac{2\sqrt{S(S+1)}}{2S+1} \langle Q_1, Q_2 - 1, S - \frac{1}{2}, r \| \hat{O} \| Q'_1, Q'_2 - 1, S, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 0 \| \hat{O} \| Q'_1, Q'_2, S + \frac{1}{2}, r', 2, 0 \rangle \\
= \frac{1}{2S+1} \langle Q_1, Q_2 + 1, S + \frac{1}{2}, r \| \hat{O} \| Q'_1, Q'_2 + 1, S, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 0 \| \hat{O} \| Q'_1, Q'_2, S + \frac{1}{2}, r', 2, 0 \rangle \\
= - \langle Q_1, Q_2 + 1, S + \frac{1}{2}, r \| \hat{O} \| Q'_1, Q'_2 + 1, S + 1, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 1 \| \hat{O} \| Q'_1, Q'_2, S + \frac{1}{2}, r', 1, 1 \rangle \\
= - \frac{1}{2S+1} \sqrt{\frac{S+1}{S}} \langle Q_1, Q_2, S, r \| \hat{O} \| Q'_1, Q'_2, S - \frac{1}{2}, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 1 \| \hat{O} \| Q'_1, Q'_2, S + \frac{1}{2}, r', 2, 1 \rangle \\
= \frac{2\sqrt{S(S+1)}}{2S+1} \langle Q_1, Q_2, S, r \| \hat{O} \| Q'_1, Q'_2, S + \frac{1}{2}, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 2 \| \hat{O} \| Q'_1, Q'_2, S + \frac{1}{2}, r', 1, 2 \rangle \\
= - \frac{1}{2S+2} \langle Q_1, Q_2, S + 1, r \| \hat{O} \| Q'_1, Q'_2, S + \frac{1}{2}, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 2 \| \hat{O} \| Q'_1, Q'_2, S + \frac{1}{2}, r', 2, 1 \rangle \\
= - \frac{1}{2S+2} \sqrt{\frac{2S+3}{2S+1}} \langle Q_1, Q_2, S + 1, r \| \hat{O} \| Q'_1, Q'_2, S + \frac{1}{2}, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 2 \| \hat{O} \| Q'_1, Q'_2, S + \frac{1}{2}, r', 2, 2 \rangle \\
= \langle Q_1, Q_2, S + 1, r \| \hat{O} \| Q'_1, Q'_2, S + \frac{3}{2}, r' \rangle
\]
\[
\langle Q_1, Q_2, S, r, 2, 3 || \hat{O} || Q'_1, Q'_2, S + \frac{1}{2}, r', 1, 3 \rangle \\
= \frac{1}{2S + 1} \langle Q_1, Q_2 - 1, S + \frac{1}{2}, r || \hat{O} || Q'_1, Q'_2 - 1, S, r' \rangle \\
\]
\[
\langle Q_1, Q_2, S, r, 2, 3 || \hat{O} || Q'_1, Q'_2, S + \frac{1}{2}, r', 2, 3 \rangle \\
= - \langle Q_1, Q_2 - 1, S + \frac{1}{2}, r || \hat{O} || Q'_1, Q'_2 - 1, S + 1, r' \rangle \\
\]
\[
\langle Q_1, Q_2, S, r, 3, 0 || \hat{O} || Q'_1, Q'_2, S + \frac{1}{2}, r', 3, 0 \rangle \\
= \langle Q_1 - 1, Q_2 + 1, S, r || \hat{O} || Q'_1 - 1, Q'_2 + 1, S + \frac{1}{2}, r' \rangle \\
\]
\[
\langle Q_1, Q_2, S, r, 3, 1 || \hat{O} || Q'_1, Q'_2, S + \frac{1}{2}, r', 3, 1 \rangle \\
= - \frac{2\sqrt{S(S + 1)}}{2S + 1} \langle Q_1 - 1, Q_2, S - \frac{1}{2}, r || \hat{O} || Q'_1 - 1, Q'_2, S, r' \rangle \\
\]
\[
\langle Q_1, Q_2, S, r, 3, 2 || \hat{O} || Q'_1, Q'_2, S + \frac{1}{2}, r', 3, 1 \rangle \\
= \frac{1}{2S + 1} \langle Q_1 - 1, Q_2, S + \frac{1}{2}, r || \hat{O} || Q'_1 - 1, Q'_2, S, r' \rangle \\
\]
\[
\langle Q_1, Q_2, S, r, 3, 2 || \hat{O} || Q'_1, Q'_2, S + \frac{1}{2}, r', 3, 2 \rangle \\
= - \langle Q_1 - 1, Q_2, S + \frac{1}{2}, r || \hat{O} || Q'_1 - 1, Q'_2, S + 1, r' \rangle \\
\]
\[
\langle Q_1, Q_2, S, r, 3, 3 || \hat{O} || Q'_1, Q'_2, S + \frac{1}{2}, r', 3, 3 \rangle \\
= \langle Q_1 - 1, Q_2 - 1, S, r || \hat{O} || Q'_1 - 1, Q'_2 - 1, S + \frac{1}{2}, r' \rangle \\
\]

D.3 \quad S_O = 1

D.3.1 \quad S' = S - 1

\[
\langle Q_1, Q_2, S, r, 0, 0 || \hat{O} || Q'_1, Q'_2, S + 1, r', 0, 0 \rangle \\
= \langle Q_1 + 1, Q_2 + 1, S, r || \hat{O} || Q'_1 + 1, Q'_2 + 1, S - 1, r' \rangle \\
\]
\[
\langle Q_1, Q_2, S, r, 0, 1 || \hat{O} || Q'_1, Q'_2, S - 1, r', 0, 1 \rangle \\
= \langle Q_1 + 1, Q_2, S - \frac{1}{2}, r || \hat{O} || Q'_1 + 1, Q'_2, S - \frac{3}{2}, r' \rangle \\
\]
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\[ \langle Q_1, Q_2, S, r, 0, 1 \rangle |\hat{\mathcal{O}}|Q_1', Q_2', S - 1, r', 0, 2 \rangle = \frac{1}{\sqrt{S(2S + 1)}} \langle Q_1 + 1, Q_2, S - 1/2, r \rangle |\hat{\mathcal{O}}|Q_1' + 1, Q_2', S - 1/2, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 0, 2 \rangle |\hat{\mathcal{O}}|Q_1', Q_2', S - 1, r', 0, 2 \rangle = \sqrt{\frac{(S + 1)(2S - 1)}{S(2S + 1)}} \langle Q_1 + 1, Q_2, S + 1/2, r \rangle |\hat{\mathcal{O}}|Q_1' + 1, Q_2', S - 1/2, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 0, 3 \rangle |\hat{\mathcal{O}}|Q_1', Q_2', S - 1, r', 0, 3 \rangle = \langle Q_1 + 1, Q_2 - 1, S, r \rangle |\hat{\mathcal{O}}|Q_1' + 1, Q_2' - 1, S - 1, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 1, 0 \rangle |\hat{\mathcal{O}}|Q_1', Q_2', S - 1, r', 1, 0 \rangle = \langle Q_1, Q_2 + 1, S - 1/2, r \rangle |\hat{\mathcal{O}}|Q_1' + 1, Q_2' + 1, S - 3/2, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 1, 0 \rangle |\hat{\mathcal{O}}|Q_1', Q_2', S - 1, r', 2, 0 \rangle = \frac{1}{\sqrt{S(2S + 1)}} \langle Q_1 + 1, Q_2 - 1, S - 1/2, r \rangle |\hat{\mathcal{O}}|Q_1' + 1, Q_2' + 1, S - 1/2, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 1, 1 \rangle |\hat{\mathcal{O}}|Q_1', Q_2', S - 1, r', 1, 1 \rangle = \langle Q_1, Q_2 - 1, S - 1, r \rangle |\hat{\mathcal{O}}|Q_1' + 1, Q_2' + 1, S - 2, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 1, 1 \rangle |\hat{\mathcal{O}}|Q_1', Q_2', S - 1, r', 1, 2 \rangle = \frac{1}{S} \sqrt{\frac{S - 1}{2S - 1}} \langle Q_1, Q_2, S - 1, r \rangle |\hat{\mathcal{O}}|Q_1' + 1, Q_2', S - 1, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 1, 1 \rangle |\hat{\mathcal{O}}|Q_1', Q_2', S - 1, r', 2, 1 \rangle = \frac{1}{\sqrt{S}(2S - 1)} \langle Q_1, Q_2, S - 1, r \rangle |\hat{\mathcal{O}}|Q_1' + 1, Q_2', S - 1, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 1, 1 \rangle |\hat{\mathcal{O}}|Q_1', Q_2', S - 1, r', 2, 2 \rangle = \frac{1}{S(2S + 1)} \langle Q_1, Q_2, S - 1, r \rangle |\hat{\mathcal{O}}|Q_1' + 1, Q_2', S, r' \rangle \]
\begin{align*}
\langle Q_1, Q_2, S, r, 1, 2 | \hat{O} | Q'_1, Q'_2, S - 1, r', 1, 2 \rangle &= \sqrt{\frac{(S + 1)(2S - 1)}{S(2S + 1)}} \langle Q_1, Q_2, S, r | \hat{O} | Q'_1, Q'_2, S - 1, r' \rangle \\
\langle Q_1, Q_2, S, r, 1, 2 | \hat{O} | Q'_1, Q'_2, S - 1, r', 2, 2 \rangle &= \frac{1}{2S + 1} \sqrt{\frac{2S - 1}{S}} \langle Q_1, Q_2, S, r | \hat{O} | Q'_1, Q'_2, S, r' \rangle \\
\langle Q_1, Q_2, S, r, 1, 3 | \hat{O} | Q'_1, Q'_2, S - 1, r', 1, 3 \rangle &= \langle Q_1, Q_2 - 1, S - \frac{1}{2}, r | \hat{O} | Q'_1, Q'_2 - 1, S - 3/2, r' \rangle \\
\langle Q_1, Q_2, S, r, 1, 3 | \hat{O} | Q'_1, Q'_2, S - 1, r', 2, 3 \rangle &= \frac{1}{\sqrt{S(2S + 1)}} \langle Q_1, Q_2 - 1, S - \frac{1}{2}, r | \hat{O} | Q'_1, Q'_2 - 1, S - 1/2, r' \rangle \\
\langle Q_1, Q_2, S, r, 2, 0 | \hat{O} | Q'_1, Q'_2, S - 1, r', 2, 0 \rangle &= \sqrt{\frac{(S + 1)(2S - 1)}{S(2S + 1)}} \langle Q_1, Q_2 + 1, S + \frac{1}{2}, r | \hat{O} | Q'_1, Q'_2 + 1, S - \frac{1}{2}, r' \rangle \\
\langle Q_1, Q_2, S, r, 2, 1 | \hat{O} | Q'_1, Q'_2, S - 1, r', 1, 2 \rangle &= -\frac{1}{S\sqrt{(2S - 1)(2S + 1)}} \langle Q_1, Q_2, S, r | \hat{O} | Q'_1, Q'_2, S - 1, r' \rangle \\
\langle Q_1, Q_2, S, r, 2, 1 | \hat{O} | Q'_1, Q'_2, S - 1, r', 2, 1 \rangle &= \sqrt{\frac{(S - 1)(2S + 1)}{S(2S - 1)}} \langle Q_1, Q_2, S, r | \hat{O} | Q'_1, Q'_2, S - 1, r' \rangle \\
\langle Q_1, Q_2, S, r, 2, 1 | \hat{O} | Q'_1, Q'_2, S - 1, r', 2, 2 \rangle &= \sqrt{\frac{(S + 1)(2S - 1)}{S(2S + 1)}} \langle Q_1, Q_2, S, r | \hat{O} | Q'_1, Q'_2, S, r' \rangle \\
\langle Q_1, Q_2, S, r, 2, 2 | \hat{O} | Q'_1, Q'_2, S - 1, r', 2, 2 \rangle &= \frac{\sqrt{2(2S - 1)(2S + 3)}}{2S + 1} \langle Q_1, Q_2, S + 1, r | \hat{O} | Q'_1, Q'_2, S, r' \rangle
\end{align*}
\[ \langle Q_1, Q_2, S, r, 2, 3|\hat{O}|Q'_1, Q'_2, S - 1, r', 2, 3\rangle \]
\[ = \sqrt{(S + 1)(2S - 1)/S(2S + 1)} \langle Q_1, Q_2 - 1, S + 1/2, r|\hat{O}|Q'_1, Q'_2 - 1, S - 1/2, r'\rangle \]

\[ \langle Q_1, Q_2, S, r, 3, 0|\hat{O}|Q'_1, Q'_2, S - 1, r', 3, 0\rangle \]
\[ = \langle Q_1 - 1, Q_2 + 1, S, r|\hat{O}|Q'_1 - 1, Q'_2 + 1, S - 1, r'\rangle \]

\[ \langle Q_1, Q_2, S, r, 3, 1|\hat{O}|Q'_1, Q'_2, S - 1, r', 3, 1\rangle \]
\[ = \langle Q_1 - 1, Q_2, S - 1/2, r|\hat{O}|Q'_1 - 1, Q'_2, S - 1/2, r'\rangle \]

\[ \langle Q_1, Q_2, S, r, 3, 1|\hat{O}|Q'_1, Q'_2, S - 1, r', 3, 2\rangle \]
\[ = \frac{1}{\sqrt{S(2S + 1)}} \langle Q_1 - 1, Q_2, S - 1/2, r|\hat{O}|Q'_1 - 1, Q'_2, S - 1/2, r'\rangle \]

\[ \langle Q_1, Q_2, S, r, 3, 2|\hat{O}|Q'_1, Q'_2, S - 1, r', 3, 2\rangle \]
\[ = \sqrt{(S + 1)(2S - 1)/S(2S + 1)} \langle Q_1 - 1, Q_2, S + 1/2, r|\hat{O}|Q'_1 - 1, Q'_2, S - 1/2, r'\rangle \]

\[ \langle Q_1, Q_2, S, r, 3, 3|\hat{O}|Q'_1, Q'_2, S - 1, r', 3, 3\rangle \]
\[ = \langle Q_1 - 1, Q_2 - 1, S, r|\hat{O}|Q'_1 - 1, Q'_2 - 1, S - 1, r'\rangle \]

**D.3.2 \( S' = S \)**

\[ \langle Q_1, Q_2, S, r, 0, 0|\hat{O}|Q'_1, Q'_2, S, r', 0, 0\rangle \]
\[ = \langle Q_1 + 1, Q_2 + 1, S, r|\hat{O}|Q'_1 + 1, Q'_2 + 1, S, r'\rangle \]

\[ \langle Q_1, Q_2, S, r, 0, 1|\hat{O}|Q'_1, Q'_2, S, r', 0, 1\rangle \]
\[ = \sqrt{(S + 1)(2S - 1)/S(2S + 1)} \langle Q_1 + 1, Q_2, S - 1/2, r|\hat{O}|Q'_1 + 1, Q'_2, S - 1/2, r'\rangle \]

\[ \langle Q_1, Q_2, S, r, 0, 1|\hat{O}|Q'_1, Q'_2, S, r', 0, 2\rangle \]
\[ = \frac{1}{\sqrt{(S + 1)(2S + 1)}} \langle Q_1 + 1, Q_2, S - 1/2, r|\hat{O}|Q'_1 + 1, Q'_2, S + 1/2, r'\rangle \]
\[ \langle Q_1, Q_2, S, r, 0, 2 || \hat{O} || Q'_1, Q'_2, S, r' \rangle, 0, 1 \]
\[ = - \frac{1}{\sqrt{S(2S+1)}} (Q_1 + 1, Q_2, S + 1/2, r || \hat{O} || Q'_1 + 1, Q'_2, S - 1/2, r') \]

\[ \langle Q_1, Q_2, S, r, 0, 2 || \hat{O} || Q'_1, Q'_2, S, r' \rangle, 0, 2 \]
\[ = \sqrt{\frac{S(2S+3)}{(S+1)(2S+1)}} (Q_1 + 1, Q_2, S + 1/2, r || \hat{O} || Q'_1 + 1, Q'_2, S + 1/2, r') \]

\[ \langle Q_1, Q_2, S, r, 0, 3 || \hat{O} || Q'_1, Q'_2, S, r' \rangle, 0, 3 \]
\[ = \langle Q_1 + 1, Q_2 - 1, S, r || \hat{O} || Q'_1 + 1, Q'_2 - 1, S, r' \rangle \]

\[ \langle Q_1, Q_2, S, r, 1, 0 || \hat{O} || Q'_1, Q'_2, S, r' \rangle, 1, 0 \]
\[ = \frac{(S+1)(2S-1)}{S(2S+1)} (Q_1, Q_2 + 1, S - 1/2, r || \hat{O} || Q'_1, Q'_2 + 1, S - 1/2, r') \]

\[ \langle Q_1, Q_2, S, r, 1, 0 || \hat{O} || Q'_1, Q'_2, S, r' \rangle, 2, 0 \]
\[ = \frac{1}{\sqrt{(S+1)(2S+1)}} (Q_1, Q_2 + 1, S - 1/2, r || \hat{O} || Q'_1, Q'_2 + 1, S + 1/2, r') \]

\[ \langle Q_1, Q_2, S, r, 1, 1 || \hat{O} || Q'_1, Q'_2, S, r' \rangle, 1, 1 \]
\[ = \sqrt{(S-1)(S+1)} \frac{1}{S} (Q_1, Q_2, S - 1, r || \hat{O} || Q'_1, Q'_2, S - 1, r') \]

\[ \langle Q_1, Q_2, S, r, 1, 1 || \hat{O} || Q'_1, Q'_2, S, r' \rangle, 1, 2 \]
\[ = \frac{1}{2S+1} \sqrt{\frac{2S-1}{S}} (Q_1, Q_2, S - 1, r || \hat{O} || Q'_1, Q'_2, S, r') \]

\[ \langle Q_1, Q_2, S, r, 1, 1 || \hat{O} || Q'_1, Q'_2, S, r' \rangle, 2, 1 \]
\[ = \sqrt{(S+1)(2S-1)} \frac{1}{S(2S+1)} (Q_1, Q_2, S - 1, r || \hat{O} || Q'_1, Q'_2, S, r') \]

\[ \langle Q_1, Q_2, S, r, 1, 2 || \hat{O} || Q'_1, Q'_2, S, r' \rangle, 1, 1 \]
\[ = - \frac{1}{\sqrt{S(2S+1)}} (Q_1, Q_2, S, r || \hat{O} || Q'_1, Q'_2, S - 1, r') \]
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\[
\langle Q_1, Q_2, S, r, 1, 2 \| \hat{O} \| Q'_1, Q'_2, S, r', 1, 2 \rangle
= \frac{S(2S + 3)}{(S + 1)(2S + 1)} \langle Q_1, Q_2, S, r \| \hat{O} \| Q'_1, Q'_2, S, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 1, 2 \| \hat{O} \| Q'_1, Q'_2, S, r', 2, 1 \rangle
= -\frac{1}{(2S + 1)\sqrt{S(S + 1)}} \langle Q_1, Q_2, S, r \| \hat{O} \| Q'_1, Q'_2, S, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 1, 2 \| \hat{O} \| Q'_1, Q'_2, S, r', 2, 2 \rangle
= \frac{1}{S + 1} \sqrt{\frac{S}{2S + 1}} \langle Q_1, Q_2, S, r \| \hat{O} \| Q'_1, Q'_2, S + 1, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 1, 3 \| \hat{O} \| Q'_1, Q'_2, S, r', 1, 3 \rangle
= \sqrt{\frac{(S + 1)(2S - 1)}{S(2S + 1)}} \langle Q_1, Q_2 - 1, S - \frac{1}{2}, r \| \hat{O} \| Q'_1, Q'_2 - 1, S - \frac{1}{2}, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 1, 3 \| \hat{O} \| Q'_1, Q'_2, S, r', 2, 3 \rangle
= \frac{1}{\sqrt{(S + 1)(2S + 1)}} \langle Q_1, Q_2 - 1, S - \frac{1}{2}, r \| \hat{O} \| Q'_1, Q'_2 - 1, S + \frac{1}{2}, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 0 \| \hat{O} \| Q'_1, Q'_2, S, r', 1, 0 \rangle
= -\frac{1}{\sqrt{S(2S + 1)}} \langle Q_1, Q_2 + 1, S + \frac{1}{2}, r \| \hat{O} \| Q'_1, Q'_2 + 1, S - \frac{1}{2}, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 0 \| \hat{O} \| Q'_1, Q'_2, S, r', 2, 0 \rangle
= \sqrt{\frac{S(2S + 3)}{(S + 1)(2S + 1)}} \langle Q_1, Q_2 + 1, S + \frac{1}{2}, r \| \hat{O} \| Q'_1, Q'_2 + 1, S + \frac{1}{2}, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 1 \| \hat{O} \| Q'_1, Q'_2, S, r', 1, 1 \rangle
= -\frac{1}{S} \sqrt{\frac{S + 1}{2S + 1}} \langle Q_1, Q_2, S, r \| \hat{O} \| Q'_1, Q'_2, S - 1, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 1 \| \hat{O} \| Q'_1, Q'_2, S, r', 1, 2 \rangle
= -\frac{1}{(2S + 1)\sqrt{S(S + 1)}} \langle Q_1, Q_2, S, r \| \hat{O} \| Q'_1, Q'_2, S, r' \rangle
\]
\[
\langle Q_1, Q_2, S, r, 2, 1 | \hat{\Omega} | Q'_1, Q'_2, S, r' \rangle 2, 1 \rangle
= \frac{(S + 1)(2S - 1)}{S(2S + 1)} \langle Q_1, Q_2, S, r | \hat{\Omega} | Q'_1, Q'_2, S, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 1 | \hat{\Omega} | Q'_1, Q'_2, S, r' \rangle 2, 2 \rangle
= \frac{1}{\sqrt{(S + 1)(2S + 1)}} \langle Q_1, Q_2, S, r | \hat{\Omega} | Q'_1, Q'_2, S + 1, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 2 | \hat{\Omega} | Q'_1, Q'_2, S, r' \rangle 1, 2 \rangle
= -\frac{\sqrt{S(2S + 3)}}{(S + 1)(2S + 1)} \langle Q_1, Q_2, S, r + 1 | \hat{\Omega} | Q'_1, Q'_2, S, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 2 | \hat{\Omega} | Q'_1, Q'_2, S, r' \rangle 2, 1 \rangle
= -\frac{1}{2S + 1} \sqrt{\frac{2S + 3}{S + 1}} \langle Q_1, Q_2, S + 1, r | \hat{\Omega} | Q'_1, Q'_2, S + 1, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 3 | \hat{\Omega} | Q'_1, Q'_2, S, r' \rangle 1, 3 \rangle
= -\frac{1}{\sqrt{S(2S + 1)}} \langle Q_1, Q_2 - 1, S + 1/2, 2 | \hat{\Omega} | Q'_1, Q'_2 - 1, S - 1/2, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 3 | \hat{\Omega} | Q'_1, Q'_2, S, r' \rangle 2, 3 \rangle
= \sqrt{\frac{S(2S + 3)}{(S + 1)(2S + 1)}} \langle Q_1, Q_2 - 1, S + 1/2, r | \hat{\Omega} | Q'_1, Q'_2 - 1, S + 1/2, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 3, 0 | \hat{\Omega} | Q'_1, Q'_2, S, r' \rangle 3, 0 \rangle
= \langle Q_1 - 1, Q_2 + 1, S, r | \hat{\Omega} | Q'_1 - 1, Q'_2 + 1, S, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 3, 1 | \hat{\Omega} | Q'_1, Q'_2, S, r' \rangle 3, 1 \rangle
= \sqrt{\frac{(S + 1)(2S - 1)}{S(2S + 1)}} \langle Q_1 - 1, Q_2 + 1, S + 1/2, r | \hat{\Omega} | Q'_1 - 1, Q'_2 + 1, S - 1/2, r' \rangle
\]
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\[
\langle Q_1, Q_2, S, r, 3, 1 \rangle |\hat{O}| Q'_1, Q'_2, S, r', 3, 2 \rangle = \frac{1}{\sqrt{(S + 1)(2S + 1)}} (Q_1 - 1, Q_2, S - \frac{1}{2}, r |\hat{O}| Q'_1 - 1, Q'_2, S + \frac{1}{2}, r')
\]

\[
\langle Q_1, Q_2, S, r, 3, 2 \rangle |\hat{O}| Q'_1, Q'_2, S, r', 3, 1 \rangle = -\frac{1}{\sqrt{S(2S + 1)}} (Q_1 - 1, Q_2, S + \frac{1}{2}, r |\hat{O}| Q'_1 - 1, Q'_2, S - \frac{1}{2}, r')
\]

\[
\langle Q_1, Q_2, S, r, 3, 2 \rangle |\hat{O}| Q'_1, Q'_2, S, r', 3, 2 \rangle = \sqrt{\frac{S(2S + 3)}{(S + 1)(2S + 1)}} (Q_1 - 1, Q_2, S + \frac{1}{2}, r |\hat{O}| Q'_1 - 1, Q'_2, S + \frac{1}{2}, r')
\]

\[
\langle Q_1, Q_2, S, r, 3, 3 \rangle |\hat{O}| Q'_1, Q'_2, S, r', 3, 3 \rangle = \langle Q_1 - 1, Q_2 - 1, S, r |\hat{O}| Q'_1 - 1, Q'_2 - 1, S, r' \rangle
\]

**D.3.3** \( S' = S + 1 \)

\[
\langle Q_1, Q_2, S, r, 0, 0 \rangle |\hat{O}| Q'_1, Q'_2, S + 1, r', 0, 0 \rangle = \langle Q_1 + 1, Q_2 + 1, S, r |\hat{O}| Q'_1 + 1, Q'_2 + 1, S + 1, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 0, 1 \rangle |\hat{O}| Q'_1, Q'_2, S + 1, r', 0, 1 \rangle = \sqrt{\frac{S(2S + 3)}{(S + 1)(2S + 1)}} (Q_1 + 1, Q_2, S - \frac{1}{2}, r |\hat{O}| Q'_1 + 1, Q'_2, S + \frac{1}{2}, r')
\]

\[
\langle Q_1, Q_2, S, r, 0, 1 \rangle |\hat{O}| Q'_1, Q'_2, S + 1, r', 0, 1 \rangle = -\frac{1}{\sqrt{(S + 1)(2S + 1)}} (Q_1 + 1, Q_2, S + \frac{1}{2}, r |\hat{O}| Q'_1 + 1, Q'_2, S + \frac{3}{2}, r')
\]

\[
\langle Q_1, Q_2, S, r, 0, 2 \rangle |\hat{O}| Q'_1, Q'_2, S + 1, r', 0, 2 \rangle = \langle Q_1 + 1, Q_2 + 1, S + \frac{1}{2}, r |\hat{O}| Q'_1 + 1, Q'_2 + 1, S + \frac{3}{2}, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 0, 3 \rangle |\hat{O}| Q'_1, Q'_2, S + 1, r', 0, 3 \rangle = \langle Q_1 + 1, Q_2 - 1, S, r |\hat{O}| Q'_1 + 1, Q'_2 - 1, S + 1, r' \rangle
\]
\[ \langle Q_1, Q_2, S, r, 1, 0 \rangle |\hat{O}| \langle Q'_1, Q'_2, S + 1, r', 1, 0 \rangle \]
\[ = \sqrt{\frac{S(2S + 3)}{(S + 1)(2S + 1)}} \langle Q_1, Q_2 + 1, S - \frac{1}{2}, r \rangle |\hat{O}| \langle Q'_1, Q'_2 + 1, S + \frac{1}{2}, r' \rangle \]
\[ \langle Q_1, Q_2, S, r, 1, 1 \rangle |\hat{O}| \langle Q'_1, Q'_2, S + 1, r', 1, 1 \rangle \]
\[ = \sqrt{\frac{(2S - 1)(2S + 3)}{2S + 1}} \langle Q_1, Q_2, S - 1, r \rangle |\hat{O}| \langle Q'_1, Q'_2, S, r' \rangle \]
\[ \langle Q_1, Q_2, S, r, 1, 2 \rangle |\hat{O}| \langle Q'_1, Q'_2, S + 1, r', 1, 2 \rangle \]
\[ = \sqrt{\frac{(S + 2)(2S + 1)}{(S + 1)(2S + 3)}} \langle Q_1, Q_2, S, r \rangle |\hat{O}| \langle Q'_1, Q'_2, S + 1, r' \rangle \]
\[ \langle Q_1, Q_2, S, r, 1, 2 \rangle |\hat{O}| \langle Q'_1, Q'_2, S + 1, r', 2, 1 \rangle \]
\[ = -\frac{1}{(S + 1)\sqrt{(2S + 1)(2S + 3)}} \langle Q_1, Q_2, S, r \rangle |\hat{O}| \langle Q'_1, Q'_2, S + 1, r' \rangle \]
\[ \langle Q_1, Q_2, S, r, 1, 3 \rangle |\hat{O}| \langle Q'_1, Q'_2, S + 1, r', 1, 3 \rangle \]
\[ = \sqrt{\frac{S(2S + 3)}{(S + 1)(2S + 1)}} \langle Q_1, Q_2 - 1, S - \frac{1}{2}, r \rangle |\hat{O}| \langle Q'_1, Q'_2 - 1, S + \frac{1}{2}, r' \rangle \]
\[ \langle Q_1, Q_2, S, r, 2, 0 \rangle |\hat{O}| \langle Q'_1, Q'_2, S + 1, r', 1, 0 \rangle \]
\[ = -\frac{1}{\sqrt{(S + 1)(2S + 1)}} \langle Q_1, Q_2 + 1, S + \frac{1}{2}, r \rangle |\hat{O}| \langle Q'_1, Q'_2 + 1, S + \frac{1}{2}, r' \rangle \]
\[ \langle Q_1, Q_2, S, r, 2, 0 \rangle |\hat{O}| \langle Q'_1, Q'_2, S + 1, r', 2, 0 \rangle \]
\[ = \langle Q_1, Q_2 + 1, S + \frac{1}{2}, r \rangle |\hat{O}| \langle Q'_1, Q'_2 + 1, S + \frac{3}{2}, r' \rangle \]
\[ \langle Q_1, Q_2, S, r, 2, 1 \rangle |\hat{O}| \langle Q'_1, Q'_2, S + 1, r', 1, 1 \rangle \]
\[ = -\frac{1}{2S + 1}\sqrt{\frac{2S + 3}{S + 1}} \langle Q_1, Q_2, S, r \rangle |\hat{O}| \langle Q'_1, Q'_2, S, r' \rangle \]
\[
\langle Q_1, Q_2, S, r, 2, 1 | \hat{O} | Q'_1, Q'_2, S+1, r', 2, 1 \rangle
\]
\[
= \sqrt{\frac{S(2S+3)}{(S+1)(2S+1)}} \langle Q_1, Q_2, S, r | \hat{O} | Q'_1, Q'_2, S+1, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 2 | \hat{O} | Q'_1, Q'_2, S+1, r', 1, 1 \rangle
\]
\[
= \frac{1}{(S+1)(2S+1)} \langle Q_1, Q_2, S+1, r | \hat{O} | Q'_1, Q'_2, S, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 2 | \hat{O} | Q'_1, Q'_2, S+1, r', 1, 2 \rangle
\]
\[
= -\frac{1}{\sqrt{(S+1)(2S+3)}} \langle Q_1, Q_2, S+1, r | \hat{O} | Q'_1, Q'_2, S+1, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 2 | \hat{O} | Q'_1, Q'_2, S+1, r', 2, 2 \rangle
\]
\[
= \langle Q_1, Q_2, S+1, r | \hat{O} | Q'_1, Q'_2, S+2, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 3 | \hat{O} | Q'_1, Q'_2, S+1, r', 1, 3 \rangle
\]
\[
= -\frac{1}{\sqrt{(S+1)(2S+1)}} \langle Q_1, Q_2 - 1, S + 1/2, r | \hat{O} | Q'_1, Q'_2 - 1, S + 1/2, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 2, 3 | \hat{O} | Q'_1, Q'_2, S+1, r', 2, 3 \rangle
\]
\[
= \langle Q_1, Q_2 - 1, S + 1/2, r | \hat{O} | Q'_1, Q'_2 - 1, S + 1/2, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 3, 0 | \hat{O} | Q'_1, Q'_2, S+1, r', 3, 0 \rangle
\]
\[
= \langle Q_1 - 1, Q_2 + 1, S, r | \hat{O} | Q'_1 - 1, Q'_2 + 1, S + 1, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 3, 1 | \hat{O} | Q'_1, Q'_2, S+1, r', 3, 1 \rangle
\]
\[
= \sqrt{\frac{S(2S+3)}{(S+1)(2S+1)}} \langle Q_1 - 1, Q_2 - 1/2, r | \hat{O} | Q'_1 - 1, Q'_2 - 1, S + 1/2, r' \rangle
\]
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\[
\langle Q_1, Q_2, S, r, 3, 2 | \hat{O} | Q'_1, Q'_2, S + 1, r', 3, 1 \rangle = -\frac{1}{\sqrt{(S + 1)(2S + 1)}} \langle Q_1 - 1, Q_2, S + 1/2, r | \hat{O} | Q'_1 - 1, Q'_2, S + 1/2, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 3, 2 | \hat{O} | Q'_1, Q'_2, S + 1, r', 3, 2 \rangle = \langle Q_1 - 1, Q_2, S + 1/2, r | \hat{O} | Q'_1 - 1, Q'_2, S + 3/2, r' \rangle
\]

\[
\langle Q_1, Q_2, S, r, 3, 3 | \hat{O} | Q'_1, Q'_2, S + 1, r', 3, 3 \rangle = \langle Q_1 - 1, Q_2 - 1, S, r | \hat{O} | Q'_1 - 1, Q'_2 - 1, S + 1, r' \rangle
\]
Appendix E

Reduction of the Density Matrix in the NRG

One of the failings of the conventional method for NRG calculation of dynamic quantities is its inability to identify the ground state. As argued in [35], a way around this is to allow the NRG to reach the final iteration $M$, and construct the density matrix using the final states. The density matrix is then to be reduced by tracing out the environment states. At iteration $M$ we will assume that the density matrix $\rho^M$ is diagonal and given by

$$\rho^M = \sum_{Q_1, Q_2, S, S_z, r, r'} e^{-\beta \epsilon_{Q_1, Q_2, S, r}(M)} Z_M |Q_1, Q_2, S, S_z, r'; M\rangle W_M(Q_1, Q_2, S, r', r) \langle Q_1, Q_2, S, S_z, r; M|$$

(E.1)

where

$$\epsilon_{Q_1, Q_2, S, r}(M) = \Lambda^{-(M-1)/2} E_{Q_1, Q_2, S, r}(M)$$

(E.2)

is the unscaled energy of the approximated Anderson Hamiltonian. This assumption is valid for low temperatures, as it assumes that the final NRG states (corresponding to the lowest energy scales reached) are the only important ones for describing the dynamics of the system. For $T = 0$, $W_M(Q_1, Q_2, S, r_M', r_M) = 0$ unless the arguments correspond to the ground state. We define the reduced density matrix at iteration $N$ as

$$\rho^N_{\text{red}} = \sum_{Q_1, Q_2, S, S_z} |Q_1, Q_2, S, S_z, r'; N\rangle W_N(Q_1, Q_2, S, r', r) \langle Q_1, Q_2, S, S_z, r; N| ,$$

(E.3)
and suppose that we have $\rho_{\text{red}}^N$, and seek $\rho_{\text{red}}^{N-1}$. This is determined by tracing out the degrees of freedom in the $N$-length chain which are not present in the $(N-1)$-length NRG chain:

$$\rho_{\text{red}}^{N-1} = \sum_{\sigma_1, \sigma_2} \langle \sigma_2; N | \langle \sigma_1; N | \rho_{\text{red}}^N | \sigma_1; N \rangle | \sigma_2; N \rangle$$  \hfill (E.4)

where $|\sigma_\alpha; N\rangle \in \{|0; N\rangle_\alpha, |\uparrow; N\rangle_\alpha, |\downarrow; N\rangle_\alpha, |\uparrow\downarrow; N\rangle_\alpha\}$. We proceed by means of the unitary basis decomposition

$$|Q_1, Q_2, S, S_z, r; N\rangle = \sum_{i,j,p} U_{Q_1Q_2S}(r; p, i, j; N) |Q_1, Q_2, S, S_z, r, i, j; N - 1\rangle$$ \hfill (E.5)

to write

$$\rho_{\text{red}}^N = \sum_{Q_1, Q_2, S, S_z} \sum_{r', i, j, p'} |Q_1, Q_2, S, S_z, p', i', j'; N - 1\rangle \langle Q_1, Q_2, S, S_z, p, i, j; N - 1|$$

$$U_{Q_1Q_2S}(r'; p', i', j'; N) W_N(Q_1, Q_2, S, r', r) U_{Q_1Q_2S}(r; p, i, j; N).$$ \hfill (E.6)
Through use of our basis definitions, we calculate explicitly

\[
W_{N-1}(Q_1, Q_2, S, p') = \sum_{r, r'} \chi_N(Q_1 - 1, Q_2 - 1, S, r', p', r, p, 0, 0) \\
+ \frac{2S + 2}{2S + 1} \chi_N(Q_1 - 1, Q_2, S + 1/2, r', p', r, p, 0, 1) \\
+ \frac{2S}{2S + 1} \chi_N(Q_1 - 1, Q_2, S - 1/2, r', p', r, p, 0, 2) \\
+ \chi_N(Q_1 - 1, Q_2 + 1, S, r', p', r, p, 0, 3) \\
+ \frac{2S + 2}{2S + 1} \chi_N(Q_1, Q_2 - 1, S + 1/2, r', p', r, p, 1, 0) \\
+ \frac{2S + 3}{2S + 1} \chi_N(Q_1, Q_2, S + 1, r', p', r, p, 1, 1) \\
+ \chi_N(Q_1, Q_2, S, r', p', r, p, 1, 2) \\
+ \frac{2S + 2}{2S + 1} \chi_N(Q_1, Q_2 + 1, S + 1/2, r', p', r, p, 1, 3) \\
+ \frac{2S}{2S + 1} \chi_N(Q_1, Q_2 - 1, S - 1/2, r', p', r, p, 2, 0) \\
+ \chi_N(Q_1, Q_2, S, r', p', r, p, 2, 1) \\
+ \frac{2S - 1}{2S + 1} \chi_N(Q_1, Q_2, S - 1, r', p', r, p, 2, 2) \\
+ \frac{2S}{2S + 1} \chi_N(Q_1, Q_2 + 1, S - 1/2, r', p', r, p, 2, 3) \\
+ \chi_N(Q_1 + 1, Q_2 - 1, S, r', p', r, p, 3, 0) \\
+ \frac{2S + 2}{2S + 1} \chi_N(Q_1 + 1, Q_2, S + 1/2, r', p', r, p, 3, 1) \\
+ \frac{2S}{2S + 1} \chi_N(Q_1 + 1, Q_2, S - 1/2, r', p', r, p, 3, 2) \\
+ \chi_N(Q_1 + 1, Q_2 + 1, S, r', p', r, p, 3, 3)
\]

where we define

\[
\chi_N(Q_1, Q_2, S, r', p', r, p, i, j) = U_{Q_1, Q_2, S}(r'; p', i, j; N)W_N(Q_1, Q_2, S, r', r)U_{Q_1, Q_2, S}(r; p, i, j; N).
\]

We are hence able to iteratively reduce $\rho_M$ and obtain correlation functions which correctly identify the ground state. Note that this expression can be written as multiplication of matrices, and hence can be implemented efficiently on a computer.