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Abstract

In grid connected photovoltaic (PV) generation systems, inverters are used to convert the generated DC voltage to an AC voltage. An additional dc-dc converter is usually connected between the PV source and the inverter for Maximum Power Point Tracking (MPPT). An iterative MPPT algorithm searches for the optimum operating point of PV cells to maximise the output power under various atmospheric conditions. It is desirable to be able to represent the dynamics of the changing PV power yield within stability studies of the AC network. Unfortunately MPPT algorithms tend to be nonlinear and/or time-varying and cannot be easily combined with linear models of other system elements.

In this work a new MPPT technique is developed in order to enable linear analysis of the PV system over reasonable time scales. The new MPPT method is based on interpolation and an emulated-load control technique. Numerical analysis and simulations are employed to develop and refine the MPPT. The small-signal modelling of the MPPT technique exploits the fact that the emulated-load control technique can be linearised and that short periods of interpolation can be neglected. A small-signal PV system model for variable irradiation conditions was developed. The PV system includes a PV module, a dc-dc boost converter, the proposed controller and a variety of possible loads. The new model was verified by component-level time-domain simulations.

Because measured signals in PV systems contain noise, it is important to assess the impact of that noise on the MPPT and design an algorithm that operates effectively in presence of noise. For performance assessment of the new MPPT techniques, the efficiencies of various MPPT techniques in presence of noise were compared. This comparison showed superiority of the interpolation MPPT and led to conclusions about effective use of existing MPPT methods. The new MPPT method was also experimentally tested.
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Chapter 1

Introduction

1.1 Statement of the general topic area

Solar energy is one of the main available sources of non-polluting energy and photovoltaic (PV) arrays are commonly used to convert the energy from the solar irradiation to electrical energy directly. The major limit for wide usage of this energy source is the high cost of production of PV cells [1].

Recently, the use of renewable energy, particularly solar energy, has been rising [2]. Photovoltaic (PV) technology has been taken up where grid supplies are difficult to obtain or where subsidies exist to defray the initial purchase cost. Clearly, the technology still has some cost barriers to widespread use and so anything that can be done to ease the integration costs is helpful to promoting this form of renewable energy. A key advantage of PV is that the energy production is correlated to peak demand in office buildings and to air-conditioning use [3]. Also, the integration of PV into architectural building panels suits office building use [4]. In London, for instance, load growth beyond substation capacity now restricts building refurbishment and using on-site renewable generation to reduce peaks in demand is economically attractive because it avoids network reinforcement [5]. Small amounts of PV generated power injected into a distribution network can be handled as disturbance or as negative load [6], but when the PV sources contribute a significant fraction of the total power production, the network will be influenced by the characteristics of many small and independently controlled units. The increase of use of renewable energy sources and distributed power generation raises concerns about the stability of the electrical network and
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the power quality [7]. Some European countries already take steps to limit renewable energy micro-generation due to the potential risk of grid instability [8].

1.2 Research topics

The aim for this work is to improve the efficiency and ease of integration of PV power generation systems by addressing questions in three areas described in the following sections.

1.2.1 Modelling of PV systems

Since grid stability is a great concern when more renewable power sources needed to be added to a network, it is important to develop system models that combine the new power sources and the existing network infrastructure that facilitate stability analysis. Commonly, such analysis is done using linear or linearised state-space models of the system. Grid stability analysis is discussed in [9] and although work on micro-grid stability analysis exists [10],[11], to date these models do not include a sufficiently detailed representation of PV systems. A PV system typically consists of dc-dc and dc-ac switched-mode mode power converters, linear controllers and an overall MPPT algorithm. Modelling of switched-mode mode power converters and linear controllers is well established. The MPPT, however, has the nature of a search algorithm rather than a control system and does not fit into existing linearised modelling methods and stability analysis. This work aims to develop a model of a PV system with MPPT algorithm that can be included in a wider system model. It is expected that this will require creation of a new MPPT algorithm that is amenable to linearisation.

Recently, work on analysis of a micro-grid with multiple power sources and loads have been conducted [10],[11]. A schematic diagram of electrical network with distributed generation is shown in Figure 1.1, where the system analysed in [10] is shown in the central part of this figure. In this previous work a constant DC voltage at the DC inputs to the inverters was assumed. A further simplification was that only simple load such as resistors
and uncontrolled rectifiers were analysed. In order to conduct a more realistic analysis of an electrical grid with distributed generation, more detailed representations of renewable energy sources and of complex loads are needed. Modelling of a controlled (or active) load, which is shown in the right part of Figure 1.1, is currently being conducted by another PhD student, Nathaniel Bottrell. This work aims to create a suitable model of the PV generation system shown in the left part of Figure 1.1 in order to incorporate it with models of other parts of the electrical network. The PV generation system consists of a PV module and a dc-dc converter which is connected to the inverter and controlled by a Maximum Power Point Tracking (MPPT) controller.

Figure 1.1 Schematic diagram of an electrical network with distributed generation.

1.2.2 Development of new MPPT algorithm

Efficiency of a PV system is a very important factor in the cost-benefit analysis of a proposed system. The efficiency of the PV system is composed of a product of efficiencies of the subsystems, namely, the efficiency of the solar cells, the efficiency of the power converters and effectiveness of MPPT operation. The MPPT algorithm is responsible for
maximum utilization of the generation potential of PV cells under various environmental conditions. Ensuring fast and accurate attainment of the maximum power point (MPP) of a PV panel is recognized as being important in making effective use of the relatively expensive panel materials [12]. The nonlinear voltage-current characteristic and its dependence on both irradiation and temperature requires a real-time search for the MPP based on feedback of operating conditions [13]. Improving MPPT performance and reliability is important and has received much attention in the literature [14],[15] because it has the same effect on the system in increasing the output power as improving the efficiency of the PV cells themselves. Many different MPPT algorithms have been proposed and discussed in the literature [14]-[24]. Many of these methods perform with very high efficiency. Even so, achieving excellent MPPT performance for certain conditions such as changing irradiation and partial shading is still challenging. The algorithm being developed in this work aims to match or exceed the performance of existing commonly used methods.

1.2.3 Impact of measurement noise on MPPT algorithms

The voltage and current of a PV panel need to be measured for MPPT operation. As in other physical systems, measurements on PV panels contain measurement noise. Usually the noise is small in comparison to the signal. However, it is important to note that in MPPT, differences are calculated between two (or more) measurements that are normally close to each other and these differences, which are particularly susceptible to measurement noise, are used for decisions on changes to the PV operating point. Thus it is important to analyse the impact of measurement noise on both the efficiency and the dynamics of MPPT algorithms. In this work, performance of several commonly used MPPT methods will be analysed and compared. Any newly developed MPPT method will be included in this comparison.
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Literature review

2.1 Electrical grid analysis and distributed generation

Power grid stability is widely discussed in “Power System Stability and Control” by Prabha Kundur [9]. According to this book, the stability problem can be divided to several categories. The type of stability is classified by the physical parameter being analysed (e.g. voltage or angle), the extent of the disturbance (small-signal stability or transient stability) and the time duration of the analysed phenomena. The small-signal stability is analysed using a state-space representation of the linearised system in which the time varying ac signals are represented using the d-q transform [9]. Kundur [9] concentrates on a traditional large electrical network in which the power is generated by synchronous machines. Small-signal modelling of a micro-grid, in which all of the sources were inverters, was presented in [11]. This model assumed that there was a constant DC link voltage and therefore no dynamics in the DC link voltage caused by the source of DC power. In the work to be described here, the focus is on providing models of PV power sources to include in such small-signal stability analysis of electrical systems.

A model for stability analysis of a PV generator with the P&O MPPT algorithm was developed in [17], but this model is nonlinear so it cannot be represented using state-space equations. In [25] a small-signal modelling of a renewable-energy-based distribution system is presented, but there was an assumption of constant generated power. In [26],[27], the MPPT algorithm was kept as a nonlinear block combined with linear models of other components. In [28], the MPPT algorithm was represented as a linear block using an unrealistic assumption that the MPP is known and a simple linear controller was used to
reach the MPP. Only recently a linearised model of an analogue implementation of the Incremental Conductance (Inc) MPPT algorithm has been developed [29]. Analogue implementation of the Inc algorithm is not commonly used, however. The work reported in [29] does not include any experimental verification, and their simulation does not take measurement noise into account or compare the MPPT efficiency with other algorithms.

### 2.2 Review of maximal power point tracking methods

Many MPPT control methods have been developed. The simplest method is to set the PV cell voltage to a constant voltage as an approximation of the MPP location since the MPP voltage varies across a relatively narrow range [16]. This method is not very accurate and is suitable only for small systems where minimising the “balance of system” costs (i.e. the costs beyond the basic PV panel) is the dominant concern. A better approximation can be achieved by setting the PV cell voltage to a proportion of its open circuit voltage [30]. In similar way, the PV cell current can be set as a proportion of the short circuit current [30]. The periodical measurement of the open circuit voltage or short circuit current requires additional hardware. Also, the time periods between the measurements are usually long, since frequent sampling will lead to significant loss of output power (i.e. lower efficiency) and long sampling intervals lead to poor tracking performance. Even though these two open-loop methods are more accurate than the constant voltage method, they are still based on a rough approximation of the MPP.

#### 2.2.1 Perturb and Observe algorithms

A very popular MPPT method is called Perturb and Observe (P&O) [14],[31]-[33] and many modifications to it have been developed. In this method, a microcontroller measures the PV cell voltage and current then calculates the power by multiplying them. The result is compared to a previous measurement and the operating point is moved in the direction that is
expected to increase power. The voltage and current are then measured again and a further adjustment made. After several perturb and observe operations, the operation point will be close to the MPP but subject to small perturbation around it. This method is accurate but relatively slow as tracking is performed step-by-step, each step requires waiting until the PV voltage and current are stable and steps need to be small to ensure the perturbations around the MPP are small [34]. The P&O algorithm has two parameters that need to be adjusted for correct operation: the step size and the time between algorithm iterations. There is a trade-off in choosing the step size as large step size allows fast tracking, but small step size is needed for better accuracy [34]. The time intervals between algorithm iterations should be short to allow faster tracking, but they must be longer than the settling time of the PV current and voltage for reliable signal measurement and filtering. Fast tracking is especially important when irradiation is changing quickly during cloudy weather or in solar powered vehicles. Since the P&O algorithm has been developed for steady-state operation it may work incorrectly during changing irradiation [35].

In this work, two versions of this algorithm are discussed, both are shown in Figure 2.1. In one version, the check of the previous step is based on the measured voltage of the PV panel \( \Delta V = V - V_{(prev)} \). This variant was used in [16]-[18] and a noise model for this variant was developed in [36]. The other version uses information about the previous choice of reference voltage rather than the measured voltage, \( \Delta V = V_{ref} - V_{ref\,(prev)} \). This version was used in [19]-[21] and a model for this algorithm based on Markov chain was developed in [37]. These two P&O algorithm options will be referred as P&O-\( \Delta V \) and P&O-\( \Delta V_{ref} \) respectively. When it is assumed that no measurement noise is present, both algorithms have the same behaviour and will be referred as P&O. The flowchart of an alternative implementation of the P&O-\( \Delta V_{ref} \) algorithm is shown in Figure 2.2 [38].
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Figure 2.1 Flowchart of P&O algorithm with decision based on $\Delta V$ (P&O-$\Delta V$) or on previous decision (P&O-$\Delta V_{ref}$).

Figure 2.2 Flowchart of the P&O-$\Delta V_{ref}$ algorithm.
2.2.2 Behaviour of Perturb and Observe MPPT Algorithm

The Perturb and Observe method has good accuracy under steady state operation, but it is less accurate and relatively slow during the reaction to changing irradiation conditions. As described in [35], the P&O algorithm can cause the operating voltage to oscillate during changing irradiation. This process is clearly shown in Figure 2.3 from [34], where the MPP tracking process during the increase in irradiation from 0.2 Sun to 0.8 Sun is shown (where 1 Sun is taken to be a solar irradiance of 1,000 W/m$^2$). This oscillation of the operating voltage prevents the maximum power point being found during continuously increasing and decreasing irradiation.

![P&O and INC MPPT control](image)

Figure 2.3 P&O MPPT operating point path during change in irradiation. The * represents MPP for different levels of the irradiance [34] (© 2005 IEEE).

2.2.3 Incremental Conductance algorithm

The Incremental Conductance (Inc) algorithm [39] was originally developed to improve the performance of the P&O algorithm and even though the improvements are limited [40], it is one of the most widely used MPPT algorithm variants. It similar to the Perturb and Observe method in its operation, but instead of calculating the PV cell power, it is based on a
mathematical development of \( \frac{dP}{dV}|_{MPPT=0} \) expressed in terms of voltage and current. The flowchart of the Inc algorithm is shown in Figure 2.4. The Inc method requires more calculations to be performed by the microprocessor than the Perturb and Observe method. It is unclear whether Inc can achieve better efficiency than P&O [34].

![Flowchart of the Incremental Conductance algorithm.](image)

**Figure 2.4 Flowchart of the Incremental Conductance algorithm.**

### 2.2.4 dP-P&O Algorithm

The P&O algorithm may operate incorrectly during changing irradiation conditions [35] (because the algorithm cannot distinguish whether the measured change in power is caused by the algorithm’s perturbation or by a change in irradiation). The dP-P&O algorithm [24] was developed to overcome this deficiency. It is known as being very
effective for changing irradiation conditions. The flowchart of dP-P&O algorithm is shown in Figure 2.5. This algorithm is based on two sets of power change measurements: with and without perturbing the $V_{ref}$. The difference between the two values is used to decide the next step in similar manner to the P&O algorithm.

Figure 2.5 Flowchart of the dP-P&O algorithm.
2.2.5 Emulated Load Method

The emulated load method is based on the linear approximation of the loci of maximum power points in the voltage-current plane [41]. This approximation is shown in Figure 2.6 and described by equation (2.1), where $r$ and $V_{ref}$ are fixed and adjustable parameters respectively. The analytically derived function (neglecting the photovoltaic source’s series and parallel resistances) of MPP loci is available from [42] and described by equation (2.2), where $i_{sat}$ is the saturation current of the internal PV source’s diode and $v_t$ is the thermal voltage.

\begin{align}
  v_{pv} - i_{pv}r - v_{ref} &= 0 \tag{2.1} \\
  i_{MPP}(v_{MPP}) &= i_{sat} \frac{v_{MPP}}{v_t} e^{\frac{v_{MPP}}{v_t}} \tag{2.2}
\end{align}

Figure 2.6 PV panel characteristics and the linear approximation of MPP loci [41] (© 2008 IEEE).
Operation along this linear approximation of maximum power points loci is achieved by the control scheme shown in Figure 2.7, which is designed to implement equation (2.1). The adjustment of $v_{ref}$ is performed by the P&O algorithm.

Since the operation along the emulated load characteristic is achieved by a linear controller it is possible to derive an analytical model of such a system assuming $V_{ref}$ is constant. However, fixed $V_{ref}$ provides only an approximation for the MPP loci at a limited range of irradiation levels and at a constant temperature. The reference voltage $V_{ref}$ needs to be changed to account for the dependence of I-V PV characteristics on panel temperature. Figure 2.8 shows the characteristics of a PV panel and the emulated load at different temperatures. An MPPT algorithm such as P&O can be added to adjust $V_{ref}$ [41], but this re-introduces the problem of linearisation of the algorithm.
Figure 2.8 PV panel characteristics and the linear approximation of MPP loci at different temperatures: solid line – at 50°C, dashed line – at 25°C.

2.2.6 Other Algorithms

Many other methods have been developed to improve different aspects of Maximal Power Point Tracking [14]. Some of them aim to be simpler and require less hardware, others aim to achieve fast and accurate response. Variable step-size P&O algorithms, such as [43], were developed in order to overcome the trade-off in choosing the step size of the P&O algorithm. Variable step-size algorithms can track changes in irradiation faster but are more complex, have more parameters that need to be adjusted and still can suffer from problems of the P&O algorithm that were discussed in section 2.2.2. Fuzzy logic based algorithms such as [44] can achieve good system performance but like variable-step algorithms they are more complex and more difficult to calibrate. Artificial neural networks based algorithms, such as [45], also can perform well but are complex and require period of training before effective operation. When PV array is partially shaded its P-V characteristic may have multiple local MPPs. Conventional MPPT algorithms search only for a local MPP. There are MPPT
algorithms that search for global MPP in partial shading conditions [46]-[48]. Those algorithms perform wider sweep of the P-V characteristic which is time consuming.

2.3 Review of small-signal modelling of PV systems

An example of small-signal modelling for a boost converter connected to a PV source is shown in [49], where a state-space model is derived for the system depicted in Figure 2.9. The linearisation technique is based on averaging the switching operation and neglecting the high frequency PWM switching and nonlinear terms in the circuit equations [50]. In [49], a constant output voltage across $C_2$ was assumed, but this is not realistic if an inverter is connected to the output. Also, the irradiance is assumed to be constant. Hence the model presented in [49] needs to be augmented.

![Schematic diagram of the boost dc–dc converter](image)

Figure 2.9 Schematic diagram of the boost dc–dc converter [49] (© 2007 IEEE).

The state-space model of the linearised system is:

\[
\frac{d}{dt} \begin{bmatrix} \dot{i}_L \\ \dot{\vartheta}_{PV} \end{bmatrix} = \begin{bmatrix} \frac{-R_L}{L} & \frac{1}{L} \\ -\frac{1}{C_s} & \frac{1}{r_{PV}C_s} \end{bmatrix} \begin{bmatrix} \dot{i}_L \\ \dot{\vartheta}_{PV} \end{bmatrix} + \begin{bmatrix} \frac{V_{bat} + V_{FW}}{L} \\ 0 \end{bmatrix} \tilde{d}
\]

\[
\dot{\vartheta}_{PV} = \begin{bmatrix} 0 & 1 \end{bmatrix} \begin{bmatrix} \dot{i}_L \\ \dot{\vartheta}_{PV} \end{bmatrix}
\]

(2.3)

Where $r_{PV}$ is PV source’s dynamic resistance: 

\[
r_{PV} = -R_s - \frac{v_t}{i_{sat}} e^{-\frac{v_{pv} + v_{FW}}{v_t}} \]

(2.4)

While $i_{sat}$ is the saturation current of the internal PV source’s diode, $v_t$ is the thermal voltage and $R_s$ is the internal series resistance of the PV model.
Then, the transfer function of this system is:

$$G(s) = \frac{\theta_{pv}(s)}{d(s)} = \frac{K}{\frac{s^2}{\omega_n^2} + \frac{2\xi_n}{\omega_n} + 1}$$

(2.5)

In this transfer function, the duty cycle $d$ is the input and the PV generator voltage $v_{pv}$ is the output. The parameters in this transfer function are:

$$K = -(V_{bat} + V_{FW}) \frac{r_{pv}}{r_{pv} - R_L}$$

(2.6)

$$\omega_n = \sqrt{\frac{1}{LC_1} \left(1 - \frac{R_L}{R_{pv}}\right)}$$

(2.7)

$$\xi_n = \left(\frac{R_L}{L} - \frac{1}{r_{pv}C_1}\right) \frac{1}{2\omega_n}$$

(2.8)

It should be noted that $r_{pv}$ has a negative value as can be seen from the $i - v$ characteristics illustrated in Figure 2.10.

![PV characteristic and its linear small-signal representation.](image)

This model was created to provide transfer function for regulation of the PV voltage and does not attempt to include MPPT algorithm as part of the model.
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Small-signal modelling of PV systems

3.1 Modelling and linearisation of the PV source

In order to incorporate irradiation as an input to the small-signal model, a detailed representation of the PV module is required. A model of a PV module [34] is shown in Figure 3.1. All components of this model except the diode $D_j$ are linear, so only $D_j$ needs to be linearised. The linearised diode is a slope resistance for a particular operating point and can be combined with $R_{sh}$ to form a single element that will be called $r_{pvd}$.

![Figure 3.1 Model of the PV generator.](image)

The current of the PV source can be described by a non-explicit function:

$$i_{PV} = i_{ph} - f(v_j) = i_{ph} - f(v_{PV} + i_{PV} R_s)$$  \hspace{1cm} (3.1)

Where:

$$f(v_j) = \frac{v_j}{R_{sh}} + i_{sat} \left( \frac{v_j}{e^{v_j/kT}} - 1 \right) \approx \frac{v_j}{R_{sh}} + i_{sat} e^{v_j/kT}$$  \hspace{1cm} (3.2)

The parameters are: $n$ – ideality factor [51], $i_{sat}$ – saturation current, $v_t$ – thermal voltage, $v_t = \frac{kT}{q}$ (k – the Boltzmann constant, $T$ – temperature in °K, $q$ – the electron charge)

Let us define the small signals $\delta v_j, \delta i_{ph}, \delta v_{PV}, \delta i_{PV}$ which are perturbations of the large steady signals $V_j, I_{ph}, V_{PV}, I_{PV}$ respectively:

$$v_j = V_j + \delta v_j, \ i_{ph} = I_{ph} + \delta i_{ph}, \ v_{PV} = V_{PV} + \delta v_{PV}, \ i_{PV} = I_{PV} + \delta i_{PV}$$  \hspace{1cm} (3.3)
Then it can be derived that:

\[ v_j = v_{pv} + i_{pv}R_S \Rightarrow V_j + \hat{v}_j = \frac{V_{pv} + I_{pv}R_S + \hat{i}_{pv}R_S}{V_j} \] (3.4)

The function \( f(v_j) \) can be expanded using a Taylor series in the region of \( V_j \):

\[ f(V_j + \hat{v}_j) = \left( \frac{M(V_j + \hat{v}_j)}{R_{sh}} + \frac{i_{sat}(e^{\frac{V_j + \hat{v}_j}{n_{l}}} - 1)}{f(V_j)} \right) \frac{V_j}{R_{sh}} + \frac{i_{sat}(e^{\frac{V_j}{n_{l}}})}{n_{l}} \hat{v}_j + \cdots \] (3.5)

The second term of this Taylor series is linear and it defines \( r_{pvd} \):

\[ \frac{1}{r_{pvd}} = \frac{1}{R_{sh}} + \frac{i_{sat}(e^{\frac{V_j}{n_{l}}})}{n_{l}} \] (3.6)

If \( R_{sh} \) is neglected then:

\[ r_{pvd} = \frac{n_{l}}{i_{sat}} \frac{V_{pv} + I_{pv}R_S}{n_{l}} \] (3.7)

The small-signal model of PV generator is illustrated in Figure 3.2.

![Figure 3.2 Small-signal model of PV generator.](image)

This model is described by:

\[ \hat{i}_{pv} = \hat{i}_{ph} - \hat{v}_j = \hat{i}_{ph} - \frac{\hat{i}_{pv}R_S}{r_{pvd}} \] (3.8)

The PV generator current \( \hat{i}_{pv} \) can be described as an explicit linear function of the applied voltage:

\[ \hat{i}_{pv} = \frac{\hat{i}_{ph}r_{pvd} - \hat{v}_{pv}}{r_{pvd} + R_S} \] (3.9)

There is a relation between the used in [49] \( r_{pv} \) and \( r_{pvd} \), which can be seen from their definitions (even though in definition of \( r_{pv} \) the \( R_{sh} \) and \( n \) were neglected):
Since it is possible to determine both $R_s$ and $r_{pv}$, this relation allows finding the value of the internal PV generator’s parameter $r_{pvd}$.

### 3.2 Derivation of a small-signal model of a PV system

This section describes the derivation of a small-signal state-space model of a PV system that includes a PV source, a dc-dc boost converter and an emulated load controller. The emulated load controller was chosen so that approximate tracking of the MPP could be achieved with a linear controller. The system is shown in Figure 3.3. It can be seen that the detailed model of the PV source is included; also there is no assumption of constant voltage at the final output of the system (instead it is treated as a system output) and the physical output current $i_o$ is treated as an input to the dynamic model. The MPPT block was not modelled. It is assumed that a slow-acting MPPT controller will provide a constant reference $V_{ref}$ for comparatively long periods of time, but nevertheless $V_{ref}$ is considered as an input of the system.

![Figure 3.3 The modelled PV system.](image-url)
Under the assumption that the switching action can be ignored and switching function averages based on the duty-cycle can be used, the basic circuit equations that describe the boost dc-dc converter are:

\[
\begin{align*}
  i_{cl} &= C_i \frac{d}{dt} v_{PV} = i_{PV} - i_L \\
  i_{co} &= C_o \frac{d}{dt} v_o = i_L (1 - d) - i_o \\
  v_L &= L \frac{d}{dt} i_L = v_{PV} - (1 - d)(v_o + V_{FW}) - R_L i_L
\end{align*}
\]  

(3.11)

Similarly to (3.3), let us define the small signals \( \hat{v}_L, \hat{i}_L, \hat{v}_o, \hat{i}_o, \hat{v}_{ref}, \hat{d} \) which are perturbations of the large steady signals \( V_j, I_L, V_o, I_o, V_{ref}, D \) respectively:

\[
\begin{align*}
  v_L &= V_L + \hat{v}_L, \quad i_L = I_L + \hat{i}_L, \quad v_o = V_o + \hat{v}_o, \quad i_o = I_o + \hat{i}_o, \quad v_{ref} = V_{ref} + \hat{v}_{ref}, \quad d = D + \hat{d}
\end{align*}
\]

(3.12)

It should be noticed that, since the steady-state average current through \( C_i \) will be zero:

\[
I_L = i_{PV}
\]

(3.13)

Substituting (3.12) and (3.13) in (3.11) yields a small-signal description of the boost dc-dc converter:

\[
\begin{align*}
  C_i \frac{d}{dt} \hat{v}_{PV} &= \hat{i}_{PV} - \hat{i}_L \\
  C_o \frac{d}{dt} \hat{v}_o &= -i_{PV} \hat{d} + (1 - D) \hat{i}_L - \frac{\hat{i}_L \hat{d}}{\text{non-linear term}} - \hat{i}_o \\
  L \frac{d}{dt} \hat{i}_L &= \hat{v}_{PV} - (1 - D) \hat{v}_o + (V_o + V_{FW}) \hat{d} + \frac{\hat{v}_o \hat{d}}{\text{non-linear term}} - R_L \hat{i}_L
\end{align*}
\]

(3.14)

Neglecting the products of two perturbation terms (since they are small), the nonlinear terms are removed and a linearised small-signal model results:

\[
\begin{align*}
  C_i \frac{d}{dt} \hat{v}_{PV} &= \hat{i}_{PV} - \hat{i}_L \\
  C_o \frac{d}{dt} \hat{v}_o &= -i_{PV} \hat{d} + (1 - D) \hat{i}_L - \hat{i}_o \\
  L \frac{d}{dt} \hat{i}_L &= \hat{v}_{PV} - (1 - D) \hat{v}_o + (V_o + V_{FW}) \hat{d} - R_L \hat{i}_L
\end{align*}
\]

(3.15)

The chosen controller, as shown in Figure 3.4, consists of a gain \( A_c \), an integrator and a first-order low pass filter with a cut-off frequency \( \omega_L \) in cascade connection. This controller provides sufficiently good performance and allows keep the model relatively simple.
The equations that describe the controller are:

\[
\begin{align*}
\frac{1}{A_c} \frac{d}{dt} d &= e_f \\
\frac{1}{\omega_f} \frac{d}{dt} e_f &= v_{ref} - \left( v_{PV} - r_i_{PV} \right) - e_f 
\end{align*}
\] (3.16)

Since the controller is linear the small-signal equation are the same as for large signal:

\[
\begin{align*}
\frac{1}{A_c} \frac{d}{dt} \hat{d} &= \hat{e}_f \\
\frac{1}{\omega_f} \frac{d}{dt} \hat{e}_f &= \hat{v}_{ref} - \left( \hat{v}_{PV} - r_i_{PV} \right) - \hat{e}_f 
\end{align*}
\] (3.17)

Combining (3.15) and (3.17) and substituting (3.9) provide the state-space small-signal model of the PV system with the state variables $\hat{v}_{PV}, \hat{v}_o, \hat{i}_L, \hat{d}, \hat{e}_f$ and the inputs $\hat{i}_{ph}, \hat{i}_o, \hat{v}_{ref}$:

\[
\begin{bmatrix}
\hat{v}_{PV} \\
\hat{v}_o \\
\hat{i}_L \\
\hat{d} \\
\hat{e}_f
\end{bmatrix} =
\begin{bmatrix}
-\frac{1}{(r_{pot} + R_S)C_i} & 0 & -\frac{1}{C_i} & 0 & 0 \\
0 & -\frac{1}{C_o} & \frac{-1 - D}{C_o} & 0 & 0 \\
\frac{1}{L} & 0 & -\frac{1 - D}{L} & \frac{-1 - D}{C_o} & 0 \\
\frac{1 - D}{L} & \frac{-1 - D}{L} & 0 & 0 & 0 \\
-\frac{r_{pot} + (r_{pot} + r_{s})\omega_f}{(r_{pot} + R_S)} & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\hat{v}_{PV} \\
\hat{v}_o \\
\hat{i}_L \\
\hat{d} \\
\hat{e}_f
\end{bmatrix}
+ \begin{bmatrix}
\frac{r_{pot}}{(r_{pot} + R_S)C_i} & 0 & 0 \\
0 & -\frac{1}{C_o} & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\hat{i}_{ph} \\
\hat{i}_o \\
\hat{v}_{ref}
\end{bmatrix}
\] (3.18)

### 3.3 Verification of the small-signal model of the PV system

In order to verify the derived model, a Simulink time-domain simulation of the PV system was prepared. The simulated system is shown in Figure 3.5. In this simulation the PV source model from [52] was employed.
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Figure 3.5 Simulink simulation of the PV system.

The simulation and the state-space model used the following parameters: $L = 380\mu H$, $R_L = 20m\Omega$, $C_i = 330\mu F$, $C_o = 1000\mu F$, $V_{fw} = 0.6V$, $r = 0.8\Omega$, $\omega_f = 300\text{rad/sec}$, $A_c = -10$. The state-space model required the presumed operating point to be defined which was done so in terms of the following values: $r_{pvd} = 3.72\Omega$, $R_s = 0.284\Omega$, $D = 0.7$, $I_{pv} = 3.5A$, $V_o = 48V$.

The simulation results for constant output current and a negative step of -0.1 Sun in irradiation are shown in Figure 3.6, where all state variables of the system can be observed after the irradiation step. In addition, simulations for a constant output voltage and for a resistive load were performed for the same irradiation step. The state-space model was modified to simulate these loads. The results of these simulations are shown in Figure 3.7 and Figure 3.8. It can be seen that the results of the state-space model are close to the results of time-domain simulations in all three cases and that the state-space model provide a good description of the system. Also, it can be seen that the state-space model provides representation of the averaged small-signals while in the time-domain simulation the switching ripples and the large signals are shown. As the state-space model represent only the
small perturbation signals all signals start from zero while in the time domain simulations the signals start from previous steady state values.
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Figure 3.6 Simulation results for constant output current $i_o$: top to bottom: $v_{PV}$, $v_o$, $i_L$, $d$, $e_f$.
(a) state-space model (b) time domain simulation.
Figure 3.7 Simulation results for constant output voltage $v_o$: top to bottom: $v_{PV}$, $i_L$, $d$, $e_f$, $i_o$.

(a) state-space model (b) time domain simulation.
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(a) Graphs showing:
- $\hat{v}_{PV}$ (V)
- $\hat{v}_o$ (V)
- $\hat{i}_L$ (A)
- $\hat{d}$
- $\hat{e}_f$ (V)
Figure 3.8 Simulation results for resistive load \( v_o \): top to bottom: \( v_{PV} \), \( v_o \), \( i_L \), \( d \), \( e_f \). (a) state-space model. (b) time domain simulation.
3.4 Use of Small-signal Model for Selection of Iteration Time Step for

MPPT Algorithm

As was mentioned in section 2.2.1, the time intervals between algorithm iterations should be short to allow faster tracking, but they must be longer than the settling time of the PV current and voltage (plus a signal processing filters) for reliable signal measurements. Analysis of PV system dynamics is required, therefore, to determine an appropriate time interval for the MPPT algorithm. A modified version of the model developed in this chapter was used for this purpose [53]. The modifications involved choosing a resistive load, \( R_{Load} \), as the example load and setting the irradiation to be constant:

\[
\begin{bmatrix}
\frac{d}{dt} \hat{v}_{PV} \\
\frac{d}{dt} \hat{v}_o \\
\frac{d}{dt} \hat{i}_L \\
\frac{d}{dt} \hat{\theta}_f 
\end{bmatrix} =
\begin{bmatrix}
-\frac{1}{(r_{pmd}+r_L)c_i} & 0 & -\frac{1}{c_i} & 0 & 0 \\
0 & -\frac{1}{r_{Load}+r_o} & \frac{1-D}{c_o} & -\frac{L}{c_o} & 0 \\
\frac{1}{L} & -\frac{1-D}{L} & -\frac{L}{v_o+v_{mpw}} & 0 & 0 \\
\frac{r_{pmd}+r_L+r_f}{r_{pmd}+r_\omega} & 0 & 0 & 0 & -\omega_f \\
\end{bmatrix}
\begin{bmatrix}
\hat{v}_{PV} \\
\hat{v}_o \\
\hat{i}_L \\
\hat{\theta}_f 
\end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
\end{bmatrix} \hat{v}_{ref}. \tag{3.19}
\]

As in previous section, the small-signal model simulation results were compared to results of component-level large-signal simulation in Simulink with the SimPowerSystems toolbox. The large- and small-signal simulations results are shown in Figure 3.9. A good match between time domain and small-signal simulation can be noticed. It should be noted that the time-domain simulation shows the complete system signals including the switching frequency ripple components while the small-signal simulation calculates only deviations from steady-state (average) values.
Figure 3.9 System response to a step of 0.5 V in $v_{\text{ref}}$. (a) Time-domain Simulink simulation, top to bottom: PV array voltage $v_{\text{pv}}$, output voltage $v_o$, inductor current $i_L$, average inductor current $<i_L>$, duty cycle $d$, filtered error $e_f$. (b) Small-signal model, top to bottom: PV array voltage $v_{\text{pv}}$, output voltage $v_o$, inductor current $i_L$, duty cycle $d$, filtered error $e_f$. 

This simulation shows that the signals $v_{pv}$, $i_L$, $d$, and $e_f$ settle after nearly the same time which is approximately 25 ms after the perturbation but that the output voltage $v_o$ takes longer time to settle at approximately 80 ms. Even though the whole system settling time is long (80 ms), the signals of interest for the MPPT algorithm (PV voltage and current) converge significantly faster (25 ms) and the time interval between iterations can be set to a shorter time than the whole system settling time. Figure 3.10 shows Simulink simulation results of system response to a step in $v_{ref}$ that occurs before output voltage $v_o$ reaches steady state. The first step of 0.5 V occurs at time 0 s and the second step occurs after 25 ms when the PV voltage $v_{pv}$ reaches the steady state but output voltage $v_o$ is still changing. It can be seen that after the second step the PV voltage again converges within 25 ms. Hence the time interval does not need to be long enough to allow full system convergence to steady-state (i.e. the output voltage) but must be long enough to allow convergence of the PV voltage and current.
3.5 Conclusions on small-signal modelling of PV systems

A linear model of a PV source, dc-dc boost converter and a controller with MPPT capability is presented. This model allows analysis of signals in the PV system for changing irradiation, output current and output voltage and allows derivation of transfer functions of the PV system. The model is suitable for inclusion in larger system models for power system stability studies. The linear model is verified by means of comparing its results with results obtained by full time-domain simulation of the PV system in various cases.
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Noise influence on Maximum Power Point Tracking

4.1 Introduction

A common form of the algorithm is perturb and observe (P&O) \([14] - [21]\) in which small changes of operating point are used to test whether operation is at a maxima by observing changes in the measured power yield. The difference in power yield between two measurements, on which the decision of the MPPT algorithm is based, is small; therefore, it is possible for noise in the measured signals to affect the quality of the tracking of the MPP. Thermal random noise can be expected in measured voltage and in the current to voltage transducer for current measurement. Both the current and voltage are expected to have some ripple because of the switch-mode power converter. Measurement synchronized to the switching cycle can alleviate some of the effects of switching noise \([54]\), but using this technique will increase the cost of the system. Quantization noise will also be present because of the ADC sampling before application of the MPPT algorithm. It is good practice to filter the noise out but the quantization and low frequency components of the noise cannot be filtered. In order to achieve better tracking, time intervals between algorithms iterations should be as short as the system’s dynamics allow \([53]\). Switching frequency can be much closer to the algorithm iteration frequency in systems with fast dynamics such as those based on sliding mode control \([55]\) or \([56]\) (which also makes use of an emulated load control method \([41]\)). In these fast systems it is difficult to filter out the switching ripple and not insert a delay that would degrade the performance. In grid connected systems, low frequency harmonics that are difficult to filter can propagate from the grid to the PV. The effect of the grid harmonics is similar to the effect of switching ripple. In addition, ripple levels in the
system may increase with the ageing of electrolytic capacitors [57]. For the above described reasons even after filtering, considerable noise can remain and it is important that the MPPT algorithm will operate efficiently even when noise is present in measured signals.

Despite its potential importance, the impact of measurement noise on MPPT algorithms has received much less attention than refinements to the algorithms themselves. In the studies that do exist, measurement noise is assumed to be Gaussian white noise [36],[37],[58] rather than a combination of random and systematic factors. In one of the few analytical studies [36], a probabilistic model accounting for noise was used to analyze steady-state accuracy of the P&O-ΔV algorithm [16]-[18]. Statistical representation of noise and its impact on the P&O-ΔV algorithm have shown that bias is introduced and the steady-state accuracy is impaired. The analysis explains some phenomena in operation of the P&O algorithm, but does not provide quantitative results and only one version of the P&O algorithm is discussed there. Quantitative assessment of MPPT steady-state operation in the presence of noise were reported in [37] using a Markov chain model for the P&O-ΔV_{ref} algorithm [19]-[21]. This Markov chain model is not suitable for all types of MPPT algorithms such as variable step algorithms [22] that do not fit the fixed node Markov chain model. In ideal conditions with no noise present there can be little to distinguish between some variants of the P&O algorithm (for example, P&O-ΔV [16]-[18] and P&O-ΔV_{ref} [19]-[21]) as they perform similarly. The dynamic performance of three-point weight P&O [23] and Inc [39] were compared in the presence of noise using simulations in [58]. This work [58] focused on transient rather than on steady-state performance and showed the disadvantage of the modified P&O algorithm [23] during irradiation transients.

The work to be reported in this chapter aims to evaluate and quantify the impact of measurement noise on most commonly used existing MPPT algorithms (P&O-ΔV_{ref}, P&O-ΔV, Inc and dP-P&O) in order to compare the algorithms impartially, to recognize most noise
immune algorithms versions, to provide some insight on the mechanisms of noise effect and to help adjust the MPPT algorithm’s parameters for better efficiency. In addition, this work establishes simulation method for testing algorithms in the presence of noise that will be used to test new algorithms and the results will be used to compare the performance of the new algorithm to existing ones.

The work begins with measurement of noise in an experimental PV system. Next, a realistic noise model is synthesized and matched to the measured noise. A simplified model with Gaussian noise is established for comparison with the full model in order to assess the assumption that noise can be modelled as Gaussian. Noise models are used in simulations of four widely-applied MPPT algorithms (P&O-ΔV_{ref}, P&O-ΔV, Inc and dP-P&O). Different variations of the P&O algorithm P&O-ΔV \[16\]-[18] and P&O-ΔV_{ref} [19]-[21] are tested separately. The steady-state operation is simulated with a range of step sizes at various irradiations and the divergence of the operating point from the real MPP observed in terms of power foregone. The simulations are configured to allow observation of signals before noise is added. Finally, conclusions are drawn on selection of MPPT algorithms and step size adjustment in the presence of measurement noise.

4.2 Observation and representation of measurement noise

A realistic simulation of the operation of MPPT algorithms should include the noise of the measured signals. Noise in PV voltage and current signals typically has three main origins: thermal additive white Gaussian noise, ripple components from the power converter and quantization noise from the ADC. In order to obtain realistic noise levels, the voltage and current of a PV panel (the feedback variables for an MPPT algorithm) were recorded from an experimental PV system. The schematic of the dc-dc converter is shown in Figure 4.1. The switching frequency of the converter was set to 35 kHz and the output voltage held at 48 V
with a dc load. In order to achieve long measurement for statistical analysis at stable conditions without dependence on atmospheric variations, the converter was connected to a PV emulator consisting of power supply GW GPS-4303 (operating in constant current mode) in parallel with 30 serially connected diodes U1520. The converter was also connected to PV panel of type BP SX40M and the voltage and current waveforms were verified to have the same shapes. The voltage was measured by a simple voltage divider. The current was measured by current transducer of type LTS15-NP with the signal conditioning circuit of Figure 4.2. The voltage and current signal levels were adjusted to match the operating ranges to the level of 0-5 V and the signals were sampled by an analogue to digital converter of type NI PCI-6024E of 12 bits. The signals were recorded as they are seen by the MPPT controller with an effective resolution of 11 bits over the uni-polar range.

![Figure 4.1 Schematic of dc-dc converter used for observation of measurement noise.](image1)

![Figure 4.2 Current measurement circuit.](image2)

The PV voltage and current waveforms observed by an oscilloscope in the experimental
setup are shown in Figure 4.3. Histograms of the PV voltage and current waveforms once sampled by the ADC are shown in Figure 4.4. The histograms are based on 65,000 measurements of steady operation where the mean PV voltage and current are 17.78 V and 3.56 A respectively and the standard deviations of the signals are 27 mV and 7.5 mA respectively. It can be seen that the voltage signal histogram has two peaks that are caused by PV converter switching ripple. Each peak represents a slightly different PV voltage corresponding to each switch state. The relative height of the peaks relates to the duty cycle. In some implementations it is possible to reduce switching ripple noise by synchronizing the measurement with the PWM signal [54], but this feature was not available in the tested system. The histogram of the power calculated from the measured voltage and current is also shown in Figure 4.4.

Figure 4.3  Experimentally measured PV voltage and current shapes.
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Figure 4.4 Histograms of experimentally measured PV voltage and current and calculated power.

The measured noise was reproduced in a simulation in Matlab using random number generation functions. The histograms of the signals with simulated noise representative of the signals measured in the experimental system are shown in Figure 4.5. The histograms in Figure 4.4 and Figure 4.5 are not identical but all of the noise components in the experimental measurements are well represented in the simulated noise. The simulated noise has slightly different quantization. However, it is the relationship between the average signal level and the middle of the quantization interval that is more important than the absolute quantization level and this changes anyway as the operating point moves.

For comparison, a simplified noise model was established using a Gaussian noise to give the same mean and standard deviation. The output of this model is shown in Figure 4.6. This Gaussian noise model will be used to establish whether similar results to the results of the more realistic three-component noise model are obtained and whether Gaussian
approximation that was used in the previous studies [36],[37],[58] are reasonable. If so, simpler simulations will suffice to assess algorithm performance under noise.

Figure 4.5 Histograms of simulated realistic PV voltage and current and calculated power.

Figure 4.6 Histograms of simulated Gaussian PV voltage and current and calculated power.
4.3 Simulation method

It is difficult to keep experimental conditions the same for a range of tests so that reliable comparisons can be made. Thus simulation is used in this work for analysis of different algorithms. The simulation technique is based on recording the PV voltage and current signals before artificial computer generated noise is added to the signals. Thus the noise-less signals can be observed (and further data such as power can be calculated) for operation of the MPPT algorithm in a noise-affected environment. A flowchart of simulation procedure is shown in Figure 4.7.

The PV array was simulated using the model described in [52]. The MPPT algorithm sets the reference value for the PV panel voltage, $V_{\text{ref}}$. Rather than simulate the full converter and voltage control loop of Figure 4.1, a simplified model in which the converter applies a controlled voltage source to the PV panel and that voltage is assumed to reach the voltage $V_{\text{ref}}$ before the next algorithm iteration. This assumption is realistic because the time between MPPT iterations should be larger than the settling time of the converter dynamics in order to achieve proper MPPT operation [34],[53].

![Flowchart of simulation procedure](flowchart.png)  

Figure 4.7 Flowchart of simulation procedure. ($V$ and $I$ are observations without noise. $V_n$, and $I_n$ are observations with noise.)
4.4 Results

Simulations of steady-state operation at the MPP of the four previously described algorithms were performed using the realistic simulated noise and with equivalent Gaussian noise. In addition, the P&O algorithm without noise was simulated for reference. The efficiency of different algorithms with different step sizes $\Delta V_{\text{ref}}$ (from 13 mV to 0.9 V) are reported for three irradiation levels in Figure 4.8: 1 Sun with maximal power $P_{\text{MPP}}=60.47$ W at the voltage $V_{\text{MPP}}=17.01$ V, 0.5 Sun with $P_{\text{MPP}}=29.76$ W at $V_{\text{MPP}}=16.74$ V and 0.1 Sun with $P_{\text{MPP}}=5.46$ W at $V_{\text{MPP}}=15.41$ V. This data is also presented as power loss percentage in Table 4.1-Table 4.3.

It can be seen from Figure 4.8 that measurement noise affects the performance of all of the tested algorithms and that the noise influence is more significant at smaller step-sizes and at lower irradiations in comparison to the results without noise.

The algorithms were also tested using both realistic and Gaussian noise in order to evaluate the assumption of Gaussian noise in previously developed models. At a high irradiation of 1 Sun, the efficiencies for Gaussian noise were very similar to the efficiencies for realistic noise for the P&O-$\Delta V_{\text{ref}}$ and dP-P&O algorithms and for P&O-$\Delta V$ and Inc algorithms significant difference is observed only at very small step size of 13 mV. At an irradiation of 0.5 Sun, more differences can be seen at small step sizes and at low irradiation of 0.1 Sun differences between simulation with Gaussian and realistic noise can be seen at larger step sizes.
### Table 4.1 Algorithms power losses [%] at 1 Sun, $P_{MPP} = 60.47$ W, $V_{MPP} = 17.01$ V.

<table>
<thead>
<tr>
<th>$\Delta V_{ref}[V]$</th>
<th>P&amp;O no noise</th>
<th>P&amp;O-$\Delta V$ realistic noise</th>
<th>Gaussian noise</th>
<th>P&amp;O-$\Delta V_{ref}$ realistic noise</th>
<th>Gaussian noise</th>
<th>dP&amp;O realistic noise</th>
<th>Gaussian noise</th>
<th>Inc realistic noise</th>
<th>Gaussian noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.013</td>
<td>0.01</td>
<td>32.1</td>
<td>37</td>
<td>0.08</td>
<td>0.08</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.33</td>
</tr>
<tr>
<td>0.05</td>
<td>0.01</td>
<td>0.33</td>
<td>0.34</td>
<td>0.09</td>
<td>0.22</td>
<td>0.22</td>
<td>0.23</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>0.1</td>
<td>0.01</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.24</td>
<td>0.24</td>
<td>0.23</td>
<td>0.22</td>
<td>0.10</td>
</tr>
<tr>
<td>0.2</td>
<td>0.05</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.28</td>
<td>0.27</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>0.3</td>
<td>0.12</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.33</td>
<td>0.33</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>0.5</td>
<td>0.34</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>0.52</td>
<td>0.51</td>
<td>0.36</td>
<td>0.36</td>
<td>0.36</td>
</tr>
<tr>
<td>0.9</td>
<td>1.11</td>
<td>1.21</td>
<td>1.21</td>
<td>1.11</td>
<td>1.22</td>
<td>1.22</td>
<td>1.11</td>
<td>1.11</td>
<td>1.11</td>
</tr>
</tbody>
</table>

### Table 4.2 Algorithms power losses [%] at 0.5 Sun, $P_{MPP} = 29.76$ W, $V_{MPP} = 16.74$ V.

<table>
<thead>
<tr>
<th>$\Delta V_{ref}[V]$</th>
<th>P&amp;O no noise</th>
<th>P&amp;O-$\Delta V$ realistic noise</th>
<th>Gaussian noise</th>
<th>P&amp;O-$\Delta V_{ref}$ realistic noise</th>
<th>Gaussian noise</th>
<th>dP&amp;O realistic noise</th>
<th>Gaussian noise</th>
<th>Inc realistic noise</th>
<th>Gaussian noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.013</td>
<td>0.01</td>
<td>20.5</td>
<td>23.4</td>
<td>0.29</td>
<td>0.14</td>
<td>0.38</td>
<td>0.37</td>
<td>0.37</td>
<td>0.18</td>
</tr>
<tr>
<td>0.05</td>
<td>0.01</td>
<td>0.4</td>
<td>0.44</td>
<td>0.11</td>
<td>0.15</td>
<td>0.38</td>
<td>0.39</td>
<td>0.39</td>
<td>0.34</td>
</tr>
<tr>
<td>0.1</td>
<td>0.02</td>
<td>0.14</td>
<td>0.16</td>
<td>0.14</td>
<td>0.16</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.16</td>
</tr>
<tr>
<td>0.2</td>
<td>0.07</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.44</td>
<td>0.44</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>0.3</td>
<td>0.13</td>
<td>0.3</td>
<td>0.3</td>
<td>0.31</td>
<td>0.3</td>
<td>0.5</td>
<td>0.5</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td>0.5</td>
<td>0.45</td>
<td>0.59</td>
<td>0.59</td>
<td>0.59</td>
<td>0.71</td>
<td>0.7</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
</tr>
<tr>
<td>0.9</td>
<td>1.74</td>
<td>1.95</td>
<td>1.95</td>
<td>1.76</td>
<td>1.81</td>
<td>1.8</td>
<td>1.65</td>
<td>1.65</td>
<td>1.65</td>
</tr>
</tbody>
</table>

### Table 4.3 Algorithms power losses [%] at 0.5 Sun, $P_{MPP} = 5.46$ W, $V_{MPP} = 15.41$ V.

<table>
<thead>
<tr>
<th>$\Delta V_{ref}[V]$</th>
<th>P&amp;O no noise</th>
<th>P&amp;O-$\Delta V$ realistic noise</th>
<th>Gaussian noise</th>
<th>P&amp;O-$\Delta V_{ref}$ realistic noise</th>
<th>Gaussian noise</th>
<th>dP&amp;O realistic noise</th>
<th>Gaussian noise</th>
<th>Inc realistic noise</th>
<th>Gaussian noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.013</td>
<td>0.01</td>
<td>91.2</td>
<td>23.8</td>
<td>7.4</td>
<td>0.64</td>
<td>2</td>
<td>1.9</td>
<td>88</td>
<td>23</td>
</tr>
<tr>
<td>0.05</td>
<td>0.01</td>
<td>5.42</td>
<td>1.1</td>
<td>2.1</td>
<td>0.69</td>
<td>2</td>
<td>1.85</td>
<td>4.36</td>
<td>1.1</td>
</tr>
<tr>
<td>0.1</td>
<td>0.02</td>
<td>0.81</td>
<td>0.71</td>
<td>0.81</td>
<td>0.72</td>
<td>1.9</td>
<td>1.86</td>
<td>0.81</td>
<td>0.72</td>
</tr>
<tr>
<td>0.2</td>
<td>0.07</td>
<td>0.85</td>
<td>0.78</td>
<td>0.85</td>
<td>0.78</td>
<td>1.9</td>
<td>1.9</td>
<td>0.85</td>
<td>0.77</td>
</tr>
<tr>
<td>0.3</td>
<td>0.19</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.87</td>
<td>2</td>
<td>2</td>
<td>0.93</td>
<td>0.87</td>
</tr>
<tr>
<td>0.5</td>
<td>0.48</td>
<td>1.19</td>
<td>1.18</td>
<td>1.23</td>
<td>1.18</td>
<td>2.2</td>
<td>2.2</td>
<td>2.17</td>
<td>1.16</td>
</tr>
<tr>
<td>0.9</td>
<td>1.3</td>
<td>2.23</td>
<td>2.31</td>
<td>2.34</td>
<td>2.4</td>
<td>3.13</td>
<td>3.1</td>
<td>2.24</td>
<td>2.29</td>
</tr>
</tbody>
</table>
When no noise is present and under steady-state conditions, the P&O algorithm perturbs between three operating points around the MPP as shown in Figure 4.9 (a). This behaviour was achieved by the P&O-ΔV<sub>ref</sub> algorithm at 1 Sun irradiation when realistic noise is present by enlarging the size of ΔV<sub>ref</sub> to 0.9 V. When using a smaller step-size, such as ΔV<sub>ref</sub> = 0.1 V, the algorithm exhibited chaotic behaviour (Figure 4.9 (b)) but, somewhat surprisingly, achieved higher efficiency. It can be seen that for smaller step-size, the overall PV array voltage variations are smaller than for the larger step-size even though decisions at
many iterations were incorrect because of the presence of noise.

The P&O-$\Delta V$ and Inc algorithms suffer from a significant decrease in efficiency at small step-sizes. This is due to drift of the average PV panel voltage from the MPP to a higher voltage. For example, at irradiation of 1 Sun and a step-size of 13 mV, the average voltage of the P&O-$\Delta V$ algorithm was 19 V while the true MPP voltage was 17.01 V. The P&O-$\Delta V_{\text{ref}}$ and dP-P&O algorithms do not suffer from this phenomenon.

![Figure 4.9 PV Voltage using as a result of operation of P&O-$\Delta V_{\text{ref}}$ algorithm (realistic noise) at irradiation of 1 Sun.](image)
It can be seen that the dP-P&O algorithm had lower efficiency than the P&O-ΔV_{ref} algorithm during steady-state in the simulations, but dP-P&O is known to have better tracking performance during irradiation changes.

Figure 4.10 shows the convergence process of P&O-ΔV_{ref} algorithm with step-size 0.1 V at irradiation of 1 Sun starting from PV voltage of 5 V. This simulation shows that when operating at voltages away from MPP the MPPT algorithm is less affected by noise.

### 4.5 Results Verification

In order to verify the simulation results experimental tests were conducted. Figure 4.11 shows the convergence process from an initial low operating voltage to steady-state operation under the P&O-ΔV algorithm. The graphs show the PV module voltage and efficiency (calculated as 100%·\(P_{MPP}/P\)). It can be seen that maximum efficiency was achieved at time of 10 s and at the voltage of 14.3 V. However, the voltage continued to increase and reached steady-state of about 15 V with the efficiency decreased to average below 99%.
Figure 4.12 shows results of a similar experiment for the P&O-$\Delta V_{\text{ref}}$ algorithm. It can be seen that the maximum efficiency was achieved at a time about 10 s at a voltage of 14.6 V. The algorithm continued to operate with an average voltage close to the MPP voltage and at average efficiency above 99%. These tests were conducted at different conditions from the simulations but the same behaviour can be seen in that the P&O-$\Delta V_{\text{ref}}$ algorithm is not systematically displaced from the MPP as is the P&O-$\Delta V$ algorithm.

Figure 4.11 Experimental results of P&O-$\Delta V$ algorithm operation with step-size of 0.05 V.
In addition, the results for P&O-$\Delta V_{\text{ref}}$ algorithm can be verified against the experimental results in [36]. The results for Gaussian noise for the P&O-$\Delta V_{\text{ref}}$ algorithm can be verified against simulation results in [37]. Noise characteristics may be different for each particular implementation of an MPPT but common types of behaviour of the MPPT algorithms in presence of noise can be determined.

4.6 Discussion

Simulations produced with Gaussian noise provided very similar results to simulations with realistic noise for larger step sizes and higher irradiation levels. This verifies the validity of models based on Gaussian noise [36],[37] for these conditions, however differences in efficiencies were observed in simulation with a very small step size. For the dP-P&O and P&O-$\Delta V_{\text{ref}}$ algorithms, the results for Gaussian and realistic noise were similar for a wider range of conditions than they were for the P&O-$\Delta V$ and Inc algorithms. This indicates that
the acceptability of using a Gaussian noise model approximation depends on the type of MPPT algorithm being examined. In contrast to the results reported in [37], the realistic noise simulations show that, at small step sizes, the efficiency decreases with a decrease of step size. This decrease of the efficiency is more significant at lower irradiations. That means that there is an optimum step size for maximizing steady-state efficiency of P&O-$\Delta V_{ref}$ and dP-P&O even if dynamic performance is not taken into account.

All the algorithms tested performed better at higher irradiation levels. Since the absolute values of the derivative $dP/dV$ in vicinity of the MPP are larger at higher irradiation, the differences in power being measured by the MPPT algorithms are relatively large compared to the noise and the correct decisions will be made. This also indicates that MPPT will have better performance when applied to PV arrays with higher fill factor as they have larger $dP/dV$. Also, the absolute value of $dP/dV$ is larger at voltages away from the MPP which helps the algorithms have good dynamic performance during transients even if the step size is chosen for better steady-state efficiency. It can be seen in Figure 4.10 that the algorithm operation is not affected by noise until the PV voltage is close to the MPP.

P&O-$\Delta V$ and Inc algorithms suffer from low efficiency when the step size $\Delta V_{ref}$ is close to or smaller than the voltage noise level due to operation at a higher average PV voltage than the MPP voltage. This can be explained by writing expansions for the terms $\Delta P$ and $\Delta V$ including the voltage noise ($X_{meas}$, $X_{act}$ and $X_{noise}$ represent the measured, actual and noise signals respectively) as:

$$\Delta P_{act} = V_{act} \cdot I - V_{act}(prev)\cdot I(prev)$$

$$= (V_{act} + V_{noise})(I - (V_{act}(prev) + V_{noise}(prev))\cdot I(prev))$$

$$= \Delta P_{act} + \Delta V_{noise} - I(prev)\cdot V_{noise}(prev)$$  \hspace{1cm} (4.1)

Using the approximation $I \approx I(prev)$ and similar development of $\Delta V$ gives:

$$\Delta P_{max} = \Delta P_{act} + I(V_{noise}(prev) - V_{noise}(prev))$$

$$\Delta V_{max} = \Delta V_{act} + (V_{noise}(prev) - V_{noise}(prev)).$$  \hspace{1cm} (4.2)
When operating at a voltage higher than the $V_{MPP}$, $\Delta P_{act}$ and $\Delta V_{act}$ have opposite signs, but voltage noise has an effect of adding values with the same sign (positive or negative) to the $\Delta P_{act}$ and $\Delta V_{act}$. This leads to an increase in the chance that $\Delta P_{mes}$ and $\Delta V_{mes}$ seen by the algorithm will have the same sign and the operating point will be moved to a higher voltage until $\Delta P_{act}$ is large enough to stop the drift of the average operating point. This phenomena is also explained in [36]. Thus it is recommended always to use the P&O-$\Delta V_{ref}$ algorithm which is not affected by this phenomena rather than the P&O-$\Delta V$ algorithm. When using the Inc algorithm one needs to make sure that the step size $\Delta V_{ref}$ is sufficiently larger than the voltage measurement noise.

The dP-P&O algorithm is known to have better performance than the P&O algorithm during changing irradiation conditions. But as is demonstrated here, the dP-P&O algorithm is more sensitive to noise as it is based on the difference between two small values that include noise and the dP-P&O algorithm has lower efficiency at steady state operation. In general, the modifications made to the algorithms to improve different aspects of their operation such as improved transient irradiation tracking may cause degradation of performance in the presence of noise.

4.7 Conclusions

Operation of four MPPT algorithms in the presence of measured noise were tested using a simulation technique in which signals are recorded before artificial noise is added. This simulation method can be readily applied to various MPPT algorithms. The artificial noise was based on experimental measurements and included Gaussian, switching and quantization components. Comparison with an equivalent Gaussian noise model in simulation showed that models based on only Gaussian noise can accurately represent the operation of MPPT systems in the presence of real noise at larger step sizes and high irradiation levels.
Differences become apparent between the P&O-ΔV [16]-[18] and P&O-ΔV_{ref} [19]-[21] algorithms. It was shown that the P&O-ΔV_{ref} algorithm has better performance than the P&O-ΔV algorithm in the presence noise. It was also shown that better steady-state efficiency of the P&O algorithm can be achieved using smaller step sizes when the algorithm operates mostly randomly; this does not necessarily lead to wrong steps being taken due to noise and the tracking speed reduction when operating far away from the MPP. It was also shown that some modifications of the P&O algorithm that are intend to improve different aspects of its performance like the dP-P&O algorithm can reduce the steady-state efficiency.
Chapter 5

Interpolation MPPT algorithm

5.1 Introduction

In order to derive representative model of the PV system, the MPPT should be included in the model. However, commonly used effective MPPT methods such as Perturb and Observe (P&O) have the nature of a search algorithm rather than control system and cannot be easily integrated in the state-space models of the overall system. In this work, the approach to cope with this problem is to develop an MPPT method in which the MPP search algorithm will be active for infrequent short periods of time and during most of the time the system will be operated by a linear controller.

The linear controller operation can be achieved using emulated load controller [41] introduced in Chapter 2 and modelled in Chapter 3. This controller can hold constant operating point when environmental conditions are stable and keep the operating point close to the MPP during changes in irradiation of about ±0.2 Sun. With significant change of irradiation and change of the PV cells temperature the reference voltage of the emulated load controller $V_{ref}$ needs to be readjusted by the MPPT algorithm.

In order to be active for short period of time, the MPP search algorithm should be able to find the maximum point using a small number of measurement points of the PV characteristic and to do so accurately for measurement points at some significant distance from the MPP. The need for a small number of measurements arises from the settling time requirement imposed by that converter’s dynamic allow [53]. It would seem that polynomial interpolation of measurement points and an estimation of the MPP from these could be used. Actually, the P&O method can be seen as a first order interpolation that provides the
direction of power increase whereas a second order polynomial interpolation could provide the location of MPP directly. Figure 5.1 shows the PV characteristic sampled at three points ($V_i$, $V_c$ and $V_r$), a parabola through those points and maximum of the parabola and the real MPP of PV characteristic. In this problem we require that calculated maximum of the parabola is sufficiently close to the real MPP.

![Figure 5.1 PV characteristic sampled at three points, calculated parabola and maximum points.](image)

Several MPPT algorithms have been developed recently based on the principle of second order interpolation [59]-[62]. In [59], measurement of open circuit voltage is used for calculating the starting point for second order interpolation. Measurement of open circuit voltage requires additional hardware and causes loss of power output during the measurement. The methods in [60] and [61] are based on convergence by reducing the distance between sample points until the result of last set of sample points is close enough to
the result of previous set of measurements with larger distance between the sample points. This convergence process can take a long time during which some power is lost. In [62] the convergence process includes use of the P&O algorithm, which brings the operating point close to the MPP, before the interpolation occurs. There is no convergence process for the interpolation used in [62], i.e. the first value for the MPP is used, but no assessment of the error or the result of the interpolation calculations was done. These methods [59]-[62] provide alternative means to locate the MPP but do not address the question how frequently the interpolation process should be activated and how well the algorithms operate under changing irradiation. Because the sampled points used in interpolation methods are relatively far from each other, and far from the MPP, a lot of power is foregone if the sampling is repeated often. On the other hand, continuing to operate at an out-of-date operating point after the PV characteristic has changed also leads to power being lost.

An intended contribution of this work is in choosing the distance between sampling points to minimise the error in calculation of the MPP. The optimization is based on offline analysis that also helps to determine a range of voltage within which the result has a low error and can be considered as a valid MPP. It is intended that this check of validity can be made alongside the calculation of the MPP and if the indication is that the error is low then the result can be applied directly without additional iteration. If the result is not within the required accuracy range then an additional point can be measured to the left or right of the sample current points and the MPP calculated again. Once the MPP has been established, the algorithm is suspended until there is an indication that the irradiance may have changed. By combining this method with the emulated load controller, small changes in irradiance can be accommodated with reasonable accuracy without re-invoking the search for the MPP. In order to achieve efficient operation of the algorithm, the measurements of the sampling points need to be done during periods of time when the irradiation level is constant. This would not
be suitable for constantly fluctuating irradiation profile; however, the realistic irradiance profiles normally have sufficient periods of time of constant irradiation levels to allow taking the measurements and readjusting the operating point.

5.2 Theoretical background of polynomial interpolation

This section summarises some background material about polynomial interpolation and draws on material presented in “Numerical Analysis” by Burden and Faires [63].

If a function \( f(x) \) is sampled at \( n+1 \) points with values \( x_i \), then a polynomial

\[
p(x) = a_n x^n + a_{n-1} x^{n-1} + \ldots + a_2 x^2 + a_1 x + a_0
\]

of \( n \)th order can be found so that at the sampling points the values of the polynomial and the given function will be equal

\[
p(x_i) = f(x_i), \text{ for all } i \in \{0,1,\ldots,n\}
\]

The polynomial coefficients \( a_i \) can be found by solving the equation:

\[
\begin{bmatrix}
 x_0^n & x_0^{n-1} & x_0^{n-2} & \ldots & x_0 & 1 \\
 x_1^n & x_1^{n-1} & x_1^{n-2} & \ldots & x_1 & 1 \\
 \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
 x_n^n & x_n^{n-1} & x_n^{n-2} & \ldots & x_n & 1
\end{bmatrix}
\begin{bmatrix}
 a_n \\
 a_{n-1} \\
 \vdots \\
 a_0
\end{bmatrix}
= 
\begin{bmatrix}
 f(x_0) \\
 f(x_1) \\
 \vdots \\
 f(x_n)
\end{bmatrix}
\]

The interpolation error is given by:

\[
f(x) - p_n(x) = \frac{f^{(n+1)}(\xi)}{(n+1)!} \prod_{i=0}^{n} (x - x_i), \text{ where } \xi \in [x_0, x_n] \text{ is unknown.}
\]

The absolute maximal error is given by substituting in the maximum values for each term:

\[
|f(x) - p_n(x)| \leq \max_{\xi \in [x_0, x_n]} f^{(n+1)}(\xi) \left|\frac{1}{(n+1)!} \prod_{i=0}^{n} (x - x_i)\right|
\]

The error equation can be seen as product of three terms:

The term \( \frac{1}{(n+1)!} \) depends on the interpolation order.

The term \( f^{(n+1)}(\xi) \) depends on the sampled function.

The term \( \prod_{i=0}^{n} (x - x_i) \) depends on sampling points.
This final term, $\prod_{i=0}^{n} (x-x_i)$, can be minimised by sampling at Chebyshev points. In case of second-order interpolation, the Chebyshev points will be simply equi-distant points (i.e., $x_2-x_1 = x_1-x_0$). Figure 5.2 shows the function $\prod_{i=0}^{2} (x-x_i)$ for the second order case with equi-distant points and three different distances. It can be seen that the closer the points one to another, the lower the interpolation error.

**Figure 5.2** The function $(x-x_0)(x-x_1)(x-x_2)$, $x_i=0$.

### 5.3 Assessment of interpolation of PV power curves

In the case of second-order interpolation, the term $f^{(n+1)}(\xi)$ in the interpolation error equation is third derivative of the sampled function. Figure 5.3 shows the PV power-voltage characteristic and its third derivative at three irradiation levels. Even though the absolute maximum of the third derivative does not vary much with irradiation it can be seen that at voltages close to the MPP (at 14-16.5 V) the absolute values of the derivative are higher for
higher irradiation levels. This suggests that the interpolation error will be larger for higher irradiations if all three sample-points are close to the MPP.

![Power-voltage characteristic of PV panel and its third derivative.](image)

Figure 5.3 Power – voltage characteristic of PV panel and its third derivative.

When the emulated load controller is used, it is more natural to perform the interpolation on PV power as a function of the reference voltage $V_{ref}$ so that the outcome of the search for the MPP is expressed in terms of the $V_{ref}$ to be passed to the controller without the need of further calculation. Figure 5.4 shows the PV power versus $V_{ref}$ characteristic and its third derivative at an irradiation of 1 Sun when an emulated load controller with a gain of $r=0.8$ is used. It can be seen from Figure 5.4 that the absolute maximum value of the derivative is reduced in comparison to PV power versus PV voltage graph in Figure 5.3. This shows that careful choice of the function to interpolate can improve the interpolation error. However, it should be noted that the gain $r$ of the emulated load controller is chosen in order to match the emulated load characteristic to the MPP locus (in order to properly track small changes in irradiance) and not with reference to improving the interpolation error. In some cases, even a negative value of $r$ is required [64] and this can increase the interpolation error.
It was realised that if the natural choice of independent and dependant variables for the interpolation function does not provide sufficiently low error it is possible to reduce the error by rotation of the axis. Figure 5.5 shows power versus voltage characteristics with the axis rotated by 3°. It can be seen that absolute maximal value of the third derivative is reduced in comparison to the value in Figure 5.3.

The axis transformations will also influence the sampling points term \( \prod_{i=0}^{n} (x - x_i) \) of the error equitation, but this change is not significant and may even reduce this term’s contribution to the error.
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Figure 5.5 Power – voltage characteristic of PV panel and its third derivative at irradiation of 1 Sun in axis system rotated by 3°.

The preceding analysis helps to estimate how close the approximated by parabola power-voltage PV characteristic to the real characteristic, however, for MPPT application, it is the location of the MPP that is important i.e. how close the MPP calculated from the parabola is to the real MPP and how much power is lost due to operation at the calculated MPP. The estimated location of the MPP is calculated by finding the stationary point on the parabola

\[ x_{\text{est, max}} = -\frac{a_1}{2a_2} \quad (5.6) \]

and the estimated maximal power can be calculated by

\[ P_{\text{est, max}} = a_0 + \frac{a_1 x_{\text{est, max}}}{2} . \quad (5.7) \]

It is possible to calculate the maximum location directly, without calculating the polynomial coefficients \( a_0, a_1, a_2 \). The direct calculations from sampling points and development of maximum estimation calculations for rotated axis appear in Appendix A and Appendix B.
respectively. In those appendices an effort made to reduce the amount of calculations for microcontroller.

In order to evaluate the error in calculation of the estimated MPP, simulations of such calculations with various locations of the sampled points around the real MPP were conducted. Figure 5.6 shows simulation results of MPP location calculation from three points at equal distances of 1 V in the control variable $V_{\text{ref}}$ axis with emulated control employed. The horizontal axis shows the location of the sampling points by providing the difference between the central sampling point $V_c$ and the $V_{\text{ref MPP}}$, the value of $V_{\text{ref}}$ that provides the real MPP location calculated in advance. Three different arrangements of the sampling points are illustrated in Figure 5.7. Figure 5.7(a), (b) and (c) describe the sampling points positions that relates to the left, central and right parts of Figure 5.6 respectively. The top graph of Figure 5.6 shows the difference between the real maximal power $P_{\text{MPP}}$ and $P_{\text{op_est MPP}}$ the generated power when the PV panel operates at calculated estimation of MPP location $V_{\text{ref_est MPP}}$. The second graph shows the difference between the real maximal power $P_{\text{MPP}}$ and the estimated maximal power $P_{\text{est MPP}}$ calculated using (5.7). The bottom graph of Figure 5.6 shows the difference between the real MPP voltage $V_{\text{MPP}}$ and $V_{\text{op_est MPP}}$ the PV voltage when the PV panel operates at calculated estimation of MPP location $V_{\text{ref_est MPP}}$. 
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Figure 5.6 Simulation results of maximum calculation at different sampling points. Top to bottom: power loss, error of maximal power estimation, error of maximum location.

(a) $V_c - V_{refMPP} = -1 \text{ V}$  
(b) $V_c - V_{refMPP} = 0 \text{ V}$  
(c) $V_c - V_{refMPP} = 1 \text{ V}$  

Figure 5.7 Different positions of the sampling points.

Figure 5.6 can help to identify how the expected error in the estimation of the MPP could be evaluated using only information available to the algorithm. It can be seen from the top and middle graphs of Figure 5.6 that the error in estimating the power at the MPP ($P_{estMPP} - P_{MPP}$) is larger than the difference between the actual power obtained when the estimated reference voltage for the MPP is used and power at the true MPP ($P_{opMPP} - P_{MPP}$). This shows that calculation of the estimated MPP power ($P_{estMPP}$) cannot be used to...
evaluate the error. But it is possible to identify that for some distances of the central sampled point ($V_c$) from the reference voltage at the MPP ($V_{refMPP}$) the power loss is lower than for other distances. Since the $V_{refMPP}$ is unknown in real-time, the error evaluation will need to be done on the basis of distance of the $V_c$ from $V_{ref_{estMPP}}$. It is possible to find an interval in vicinity of $V_c$ such that if the calculated maximum is within that interval $V_c$ then the error is low.

It can be seen from the bottom graph of Figure 5.6 that when $V_{refMPP}$ is far from $V_c$, the operating voltage at the estimated MPP ($V_{op_{est_MPP}}$) is higher than the voltage of actual MPP ($V_{MPP}$) and hence $V_{ref_{estMPP}}$ is higher than $V_{refMPP}$. In addition, it can be seen that a larger error occurs when $V_{refMPP}$ is higher than $V_c$, i.e. the error is large when $V_{ref_{estMPP}}>V_{refMPP}>V_c$.

This observation can be used to set a minimum limit for the term $V_c - V_{ref_{estMPP}}$ since $V_c - V_{ref_{estMPP}} < V_c - V_{refMPP}$. This means that if $V_c - V_{ref_{estMPP}}$ is greater than a preset value then $V_c - V_{refMPP}$ is also greater than a predetermined value and the result can be considered to have low error.

Setting the maximal value for $V_c - V_{ref_{estMPP}}$ cannot guarantee maximal value for $V_c - V_{refMPP}$ but this is not problematic as the error is much lower at higher $V_c - V_{refMPP}$ and $V_c - V_{refMPP}$ cannot be much higher than $V_c - V_{ref_{estMPP}}$. To summarise, if the value of the term $V_c - V_{ref_{estMPP}}$ is within a predetermined “low error” interval then the error can be expected to be considered low. This mechanism can be used in the algorithm to decide whether the estimated MPP should be trusted as having a low error and applied immediately or whether additional measurements should be taken to obtain a better estimate. If additional measurements are needed but one wishes to use only one further measurement (and retain two from the previous set) then the length of the low error interval should be equal or larger than distance between the sampled points in order to ensure that MPP can be found from at least one set of sampling points.
5.4 Interpolation of PV power curves in presence of noise

As discussed in Chapter 4, noise is always going to be present in measured voltage and current signals in a PV system and it is important to examine the error in the proposed interpolation method caused by measurement noise. Simulations similar to those in previous section (which produced the results in Figure 5.6) were preformed again but with noise added to the measured signals. Gaussian noise with standard deviations of 27 mV and 7.5 mA were added to the PV voltage and current respectively, as was the case in Chapter 4. A simplified Gaussian noise model can be used here because the step-size in the interpolation method is relatively large. In Chapter 4 it was shown that for large step-sizes the Gaussian noise model provides accurate results. Simulation for each set of interpolation points was repeated 10,000 times. Figure 5.8 and Figure 5.9 show mean values of power foregone ($P_{MPP} - P_{op\_est\_MPP}$) plotted against the location of the sampling points (provided as the difference between the central sampling point $V_c$ and the $V_{ref\_MPP}$) for four different choices of the distance between the sampling points (known here as the sampling interval). Figure 5.8 applies for calculations in power-voltage plane and Figure 5.9 for calculations in power-$V_{ref}$ plane. Appendix C contains further detailed plots including maximal error on both linear and logarithmic scales.
Figure 5.8  Simulation results of mean power loss in maximum calculation in V-P plane at different sampling points in presence of noise. Distance between sampling points, top to bottom: 0.7 V, 1 V, 1.5 V.
In order to achieve reliable operation of the MPPT algorithm, it is important that the error in the calculation of the location of the MPP is low over large part (at least 50%) of the sampling interval. The analysis in previous section (where noise was not included) suggested that the interpolation error decreases with a narrowing of the sampling interval, however, Figure 5.8 and Figure 5.9 show that there is an optimal sampling interval for minimal error. In Figure 5.8, the error for an interval of 1 V is lower than the error for intervals of 0.7 V and 1.5 V. In Figure 5.9, the error for an interval of 1 V and 1.5 V is lower than the error for intervals of 0.7 V and 2 V. Thus, it is proposed that the developed MPPT algorithm should
use an optimally chosen sampling interval and the sampling points will be moved to cover different parts of the PV characteristic. This is different from the approach in [60],[61] in which the sampling interval was adjusted. Basing on the simulation results presented here, the distance between sampled points was chosen to be 1 V (for the conditions tested) since it provides sufficiently low error when using either the power-voltage and power-$V_{\text{ref}}$ planes. It was decided that the region $-0.45 \text{ V} < V_c - V_{\text{ref,est,MPP}} < 0.8 \text{ V}$ could be considered to be of low error. This region covers 62.5% of the sampling interval of 2 V and provides sufficient overlap between two sets of subsequent measurements that share two out of three sampling points.

5.5 Algorithm development

The intention of developing the interpolation-based algorithm was to find the MPP accurately and quickly using only a small number of measurement points of the PV characteristic. After the MPP is located, the algorithm will suspend its active operation and will only monitor the operating point in order to detect changes in irradiation or temperature that require the algorithm to activate again.

A flowchart of the algorithm is shown in Figure 5.10. After setting the initial operating point, the algorithm waits for stable conditions in order to start the sampling of the three interpolation points. Waiting for a stable condition helps to ensure that the three sampled points are measured at the same irradiation level and temperature, i.e., the three points can be considered to belong to the same P-V characteristic. The initial operating point is taken as the central sample point of the three and two additional points to left and right are then measured. This order was chosen so that in continuous operation the central point will be close to the MPP. After the algorithm has measured the three points, it measures the central point again to ensure that there was no change in environmental conditions during the sampling process. If a change is detected then those measurements will be discarded and the algorithm will wait for
a stable condition before taking a fresh set of samples. When satisfactory samples have been obtained, the location of the MPP is calculated using the interpolation method. If the calculated MPP lies in the range which is considered to be the low-error range (defined above) then that MPP location is accepted as the new operating point. Operation at this point continues until a change in environmental conditions is detected or until some preset maximum period is reached. If the calculated MPP lies outside the low-error range, an additional point to the right or left of the existing points is measured and used together with two of the previously measured points to form a new estimation of the MPP.
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Figure 5.10 Flowchart of the interpolation MPPT algorithm.
5.6 Simulation and experimental tests

5.6.1 Simulation results

Simulation results of the interpolation-based MPPT algorithm (including noise effects) are now examined and compared to results for the P&O-$\Delta V_{\text{ref}}$ algorithm. In these simulations, the minimum time interval between the iterations is set to 30 ms for the interpolation method and 20 ms for the P&O-$\Delta V_{\text{ref}}$ algorithm.

Figure 5.11 shows steady-state operation of the two algorithms at an irradiation of 1 Sun. It can be seen that, unlike the P&O-$\Delta V_{\text{ref}}$ algorithm, the interpolation algorithm does not perform perturbations after the initial calculation (using three measured points). The measured efficiency of the interpolation algorithm was 99.97% versus 99.85% for the P&O-$\Delta V_{\text{ref}}$ algorithm. Figure 5.12 shows similar results for an irradiation of 0.3 Sun for which the algorithm efficiencies are 99.68% and 99.66% respectively.
Figure 5.11 Steady state operation at the irradiation of 1 Sun. (a) Interpolation algorithm. (b) P&O-$\Delta V_{\text{ref}}$ algorithm.
Figure 5.12 Steady-state operation at the irradiation of 0.3 Sun. (a) Interpolation algorithm. (b) P&O-$\Delta V_{\text{ref}}$ algorithm.
Figure 5.13 shows the algorithms operation during an increase of the irradiation level from 0.3 Sun to 1 Sun which lasts 1 s. It can be seen in Figure 5.13(b) that the P&O algorithm changes the operating point in the wrong direction during the irradiation change. The operation of the interpolation algorithm is shown in Figure 5.13(a). When the change in irradiation started the interpolation algorithm detected it but only after the irradiation became stable and a new operating point was calculated, while during the irradiation change the MPP was tracked approximately by the emulated load controller. It can be seen that the interpolation algorithm achieved significantly higher efficiency than the P&O algorithm. Figure 5.14 shows the algorithms operation during the irradiation decrease. In Figure 5.14(a) the initial operation of the interpolation algorithm took five measurements (two additional measurements were required because the result of first three measurements was not within the required range). It can be seen that the P&O algorithm does not change the operating point during irradiation decrease. The P&O-$\Delta V_{ref}$ achieved slightly better results. Similar tendencies can be noted in test for lower irradiation level in Figure 5.15 and Figure 5.16. The results for the P&O algorithm under changing irradiation agree with the description in [35]. If the irradiation increases between steps, the P&O algorithm will see the increase in power as a reason to make the next perturbation in the same direction as the previous one. If irradiation decreases between steps, the reduction of power will cause the P&O algorithm to reverse the direction of the perturbation at the next step. If this happens continuously then the algorithm will stay at a nearly constant point during the power decrease.
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Figure 5.13 Operation during irradiation increase from 0.3 Sun to 1 Sun. (a) Interpolation algorithm. (b) P&O-ΔV_{ref} algorithm.
Figure 5.14 Operation during irradiation decrease from 1 Sun to 0.3 Sun.
(a) Interpolation algorithm. (b) P&O-$\Delta V_{ref}$ algorithm.
Figure 5.15 Operation during irradiation increase from 0.1 Sun to 0.5 Sun.
(a) Interpolation algorithm. (b) P&O-$\Delta V_{\text{ref}}$ algorithm.
Figure 5.16 Operation during irradiation decrease from 0.5 Sun to 0.1 Sun. (a) Interpolation algorithm. (b) P&O-$\Delta V_{ref}$ algorithm.
5.6.2 Experimental results

The P&O and interpolation algorithms were tested experimentally on the setup described in section 4.2. The following were tested: P&O-$\Delta V_{\text{ref}}$, two versions of the interpolation algorithm. All algorithms used the emulated load control scheme and the operating point was adjusted by the signal $V_{\text{ref}}$. The characteristic of the PV emulator is shown in Figure 5.17. For changing irradiation conditions the short circuit current $I_{\text{sc}}$ was changed.

![Figure 5.17 Characteristic of the PV emulator at short circuit current $I_{\text{sc}}$=3.5 A (x: 2V/div, y: 0.5A/div).](image)

Figure 5.18-Figure 5.22 show the operation of different algorithms at different conditions. The following signals are shown, top to bottom: 1: $V_{pV}$ 10V/div, 2: $I_{pV}$ 2A/div, M1: Power 100W/div, 3: $V_{\text{ref}}$ 5V/div, 4: $I_{\text{sc}}$ (equivalent to irradiation) 2A/div. Figure 5.18 and Figure 5.19 show the steady-state operation of the P&O-$\Delta V_{\text{ref}}$ and interpolation algorithms respectively. Variations in the signals of the P&O-$\Delta V_{\text{ref}}$ algorithm due to perturbations can be noted while signals of the interpolation algorithm remain stable. The sampling and readjustment of the operating point by the interpolation algorithm can be seen at time 6.1 s in Figure 5.19.
Figure 5.18  P&O-Δ$V_{ref}$ algorithm at steady irradiation.
Figure 5.19 Interpolation algorithm at steady irradiation.
Figure 5.20 demonstrates operation of the P&O-$\Delta V_{\text{ref}}$ algorithm at changing irradiation conditions. Similar behaviour of the P&O-$\Delta V_{\text{ref}}$ algorithm to the behaviour shown in simulations in section 5.6.1 can be noted.

Figure 5.21 and Figure 5.22 show operation of the interpolation algorithm with measurement at constant time intervals and after detection of change in irradiation respectively. It can be seen in Figure 5.22 that the version of the algorithm that detects changes in irradiation readjusted the operating immediately when the irradiation became stable after change at the time 3.1 s and 7.2 s. But this version performed series of readjustment during slow change in irradiation at the time 4-5 s. However this could be caused by not continuous change in irradiation since it was changed manually.
Figure 5.21 Interpolation algorithm at changing irradiation (version with measurement at constant long time intervals).
The interpolation and P&O-$\Delta V_{\text{ref}}$ algorithms convergence process from low PV voltage operating point were also tested at constant irradiation with a different PV emulator, characteristic of which is shown in Figure 5.23. Figure 5.24 and Figure 5.25 show the convergence process of the interpolation and P&O-$\Delta V_{\text{ref}}$ algorithms respectively. It can be seen that the interpolation algorithm reached the MPP about five times faster than the P&O-$\Delta V_{\text{ref}}$ algorithm. It worth noting that the algorithms parameters were not readjusted for a different PV characteristic, which shows robustness of the interpolation algorithm.
Figure 5.23 Characteristic of the PV emulator.

Figure 5.24 Convergence process of the interpolation algorithm.
5.6.3 Simulation comparison with other algorithms according to EN 50530 standard

The P&O-$\Delta V_{ref}$, dP-P&O and interpolation algorithms were tested in simulation according to the EN 50530 standard [65] for MPPT efficiency. The P&O-$\Delta V_{ref}$ algorithm was selected for compassion to the interpolation algorithm because it demonstrated good steady-state performance in tests in Chapter 4. The dP-P&O algorithm was selected because it is known to have better dynamic performance. The time between iterations was 0.4 s for P&O-$\Delta V_{ref}$ and dP-P&O algorithms and 0.6 s for the interpolation algorithm. Like in section 5.6.1, the measurement noise was taken into account. The test consists of static and dynamic efficiency parts. The static efficiency is calculated as weighted average of steady state efficiencies at different irradiation levels.

$$\eta = \sum_i W_i \eta_i$$  \hspace{1cm} (5.8)
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There are two sets of weights for calculating EU and CEC (California Energy Commission) efficiencies. Table 5.1 summarises the efficiencies of the tested algorithms at different irradiations and the calculated EU and CEC efficiencies. It can be seen that that the interpolation method does not have best efficiency for lowest irradiation level but its average EU and CEC efficiencies are higher than in other tested algorithms.

<table>
<thead>
<tr>
<th>Irradiation (Sun)</th>
<th>0.05</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.5</th>
<th>0.75</th>
<th>1</th>
<th>$\eta_{EU}$ (%)</th>
<th>$\eta_{CEC}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU weights</td>
<td>0.03</td>
<td>0.06</td>
<td>0.13</td>
<td>0.1</td>
<td>0.48</td>
<td>0</td>
<td>0.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEC weights</td>
<td>0</td>
<td>0.04</td>
<td>0.05</td>
<td>0.12</td>
<td>0.21</td>
<td>0.53</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\eta_{P&amp;O-\Delta V_{ref}}$ (%)</td>
<td>98.3</td>
<td>99</td>
<td>99.5</td>
<td>99.66</td>
<td>99.8</td>
<td>99.85</td>
<td>99.89</td>
<td>99.67</td>
<td>99.77</td>
</tr>
<tr>
<td>$\eta_{dP-P&amp;O}$ (%)</td>
<td>95.1</td>
<td>97.65</td>
<td>98.74</td>
<td>99.23</td>
<td>99.49</td>
<td>99.67</td>
<td>99.73</td>
<td>99.17</td>
<td>99.46</td>
</tr>
<tr>
<td>$\eta_{Interpolation}$ (%)</td>
<td>97.2</td>
<td>98.53</td>
<td>99.68</td>
<td>99.85</td>
<td>99.96</td>
<td>99.97</td>
<td>99.98</td>
<td>99.75</td>
<td>99.88</td>
</tr>
</tbody>
</table>

The dynamic efficiency measured in series of tests at irradiation profiles defined in the standard. The irradiation profile in each test consists of a number of sequences that include up and down ramps and dwell times between them as shown in Figure 5.26. There are two series of tests for low irradiations of 0.1-0.5 Sun and high irradiations of 0.3-1 Sun. The total dynamic efficiency of an algorithm is calculated as average of all dynamic tests. Table 5.2 summarises the results of dynamic tests. It can be seen that the interpolation algorithm does not have the best efficiency for all test, but it has better overall dynamic efficiency than other tested algorithms.

Figure 5.26  Irradiation profile for dynamic efficiency tests according to EN 50530 standard.
Table 5.2 Dynamic MPPT efficiency

<table>
<thead>
<tr>
<th>Number of sequences</th>
<th>Slope (W/m²/s)</th>
<th>Ramp up (s)</th>
<th>Dwell time (s)</th>
<th>Ramp down (s)</th>
<th>Dwell time (s)</th>
<th>η P&amp;O-ΔVref (%)</th>
<th>η dP-P&amp;O (%)</th>
<th>η Interpolation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low irradiation 0.1-0.5 Sun</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>800</td>
<td>10</td>
<td>800</td>
<td>10</td>
<td>99.7</td>
<td>99.2</td>
<td>99.7</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>400</td>
<td>10</td>
<td>400</td>
<td>10</td>
<td>99.6</td>
<td>99.2</td>
<td>99.7</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>200</td>
<td>10</td>
<td>200</td>
<td>10</td>
<td>99.6</td>
<td>99.1</td>
<td>99.5</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>133</td>
<td>10</td>
<td>133</td>
<td>10</td>
<td>99.6</td>
<td>99</td>
<td>99.4</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>80</td>
<td>10</td>
<td>80</td>
<td>10</td>
<td>99.5</td>
<td>98.9</td>
<td>99.3</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>57</td>
<td>10</td>
<td>57</td>
<td>10</td>
<td>99.4</td>
<td>98.8</td>
<td>99.2</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>40</td>
<td>10</td>
<td>40</td>
<td>10</td>
<td>99.2</td>
<td>98.8</td>
<td>99.2</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>29</td>
<td>10</td>
<td>29</td>
<td>10</td>
<td>98.7</td>
<td>98.6</td>
<td>99.5</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>20</td>
<td>10</td>
<td>20</td>
<td>10</td>
<td>96.1</td>
<td>98.7</td>
<td>99.5</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>13</td>
<td>10</td>
<td>13</td>
<td>10</td>
<td>90.6</td>
<td>98.6</td>
<td>99.5</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>8</td>
<td>10</td>
<td>8</td>
<td>10</td>
<td>94.1</td>
<td>98.5</td>
<td>99.4</td>
</tr>
<tr>
<td>High irradiation 0.3-1 Sun</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>70</td>
<td>10</td>
<td>70</td>
<td>10</td>
<td>99.7</td>
<td>99.6</td>
<td>99.2</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>50</td>
<td>10</td>
<td>50</td>
<td>10</td>
<td>99.6</td>
<td>99.6</td>
<td>98.5</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>35</td>
<td>10</td>
<td>35</td>
<td>10</td>
<td>99</td>
<td>99.5</td>
<td>98.6</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>23</td>
<td>10</td>
<td>23</td>
<td>10</td>
<td>95</td>
<td>99.5</td>
<td>98.5</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>14</td>
<td>10</td>
<td>14</td>
<td>10</td>
<td>93.7</td>
<td>99.5</td>
<td>98.5</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>7</td>
<td>10</td>
<td>7</td>
<td>10</td>
<td>97.6</td>
<td>99.4</td>
<td>98.1</td>
</tr>
<tr>
<td>Total η_{dynamic} (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>97.69</td>
<td>99.09</td>
<td>99.14</td>
</tr>
</tbody>
</table>

Table 5.3 summarises the efficiencies of three algorithms according to EN 50530 standard. It can be seen that the interpolation algorithm has better efficiency in both static and dynamic tests, while P&O-ΔV_{ref} and dP-P&O algorithms showed good performance only in one of tests.

Table 5.3 MPPT efficiency according to EN 50530 standard.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>η_{EU}(%)</th>
<th>η_{CEC}(%)</th>
<th>η_{dynamic}(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P&amp;O-ΔV_{ref}</td>
<td>99.67</td>
<td>99.77</td>
<td>97.69</td>
</tr>
<tr>
<td>dP-P&amp;O</td>
<td>99.17</td>
<td>99.46</td>
<td>99.09</td>
</tr>
<tr>
<td>Interpolation</td>
<td>99.75</td>
<td>99.88</td>
<td>99.14</td>
</tr>
</tbody>
</table>
Chapter 6

Conclusions

6.1 Concluding Remarks

This work aimed to develop small-signal models of grid connected PV systems for grid stability analysis. Although there is no small-signal model of a PV system that incorporate the commonly used MPPT algorithms, this work suggests a solution for detailed modelling of grid connected PV systems. This solution is based on development of a new interpolation MPPT algorithm that actively involves changing the PV operating point only for short periods of time. The rest of the time the PV system is controlled by the emulated load controller while the MPPT algorithm only monitors the operating point and its changes. The emulated load controller tracks the MPP approximately during irradiation changes providing high MPPT efficiency. The small-signal state space model of a PV system that consists of a boost dc-dc converter, PV power source and the emulated load controller is provided. The model was verified against time domain simulations of the system and a good match between signals shape was demonstrated. The model was tested with several loads types including a variable current source, constant voltage source and a constant resistance. This can be used for inclusion of the proposed PV system model in larger models of the electrical grid. The model was also used for finding minimal time intervals of the MPPT algorithms as limited by the converter dynamics. Since modelling of switching mode power converters is well established, this method can be readily adopted for various converter topologies.

Clearly, the developed model will accurately represent the physical system only if the proposed MPPT method is actually used. An MPPT interpolation algorithm was developed and effort was made to ensure good system performance with this algorithm. The
interpolation MPPT method was designed to find the MPP quickly and accurately and includes mechanisms that prevent it from moving the operating point incorrectly during changing irradiation conditions. Simulations and experimental tests showed the advantage of the proposed method in both static and dynamic environmental conditions. The interpolation algorithm was developed and optimised taking measurement noise into account. In addition, tests of other MPPT methods that were conducted for comparison by taking the measurement noise into consideration there also. The developed technique of testing MPPT algorithms with noise allowed work to be conducted of performance on comparison of different MPPT algorithms in presence of noise.

It is known that noise present in measured signals in photovoltaic (PV) systems can have a detrimental effect on Maximum Power Point Tracking (MPPT) but systematic studies are few. In this work, noise in voltage and current measurements is modelled and as a combination of quantization, switching ripple and white Gaussian noise and compared to experimental measurements. The full noise model and a Gaussian simplified noise model are incorporated in simulations of four MPPT variants for a range of step sizes and irradiation levels. The results show that the Gaussian noise assumption can be used for large step sizes. The simulation method used can be simply applied to various MPPT algorithms. From the insights gained from these results, guidance is provided for selection of the most suitable algorithm to use in the presence of noise and for the adjustment of algorithm parameters. Also, the importance of testing MPPT in the presence of noise was demonstrated. It was found that algorithms that would be considered to perform similarly if no presence of noise is assumed actually have different MPPT efficiency.

6.2 Future work

A natural continuation of this work is incorporating the developed here PV system model in grid models for stability analysis. Such modelling would be an important
contribution to the effort of analysis of the electrical grid with a high influence of distributed generation. In previously developed micro-grid models, several power generators were controlled to share the power demand using frequency droop. On the contrary, when renewable sources are connected to the grid it is desirable to enable the renewable sources to produce maximum possible energy while the rest of the demanded power production is shared between the non-renewable sources. On the other hand if the power production by the renewable sources exceeds the power demand, the renewable sources should stop the MPPT operation and share the power production while non-renewable generators should be switched off. Hence new grid control techniques needed to be developed for both cases and for smooth transition between them. The model developed in this work can help for modelling and stability analysis of future grid control methods.

The MPPT method proposed in this work was optimised using the target system parameters in simulations. Even though the MPPT performed well even in different conditions from those for which it was optimised, it would be useful to develop methods for automatic adjustment of the MPPT algorithm parameters. The parameters that need to be adjusted are the step size and the boundaries of low error region. In addition the parameter $r$ of the emulated load controller can be adjusted automatically. The parameter adjustments could be based on an initial procedure that is conducted upon system installation or on an ongoing monitoring process.

A MPPT solution based on $2^{nd}$ order polynomial interpolation was developed as part of this work. It was shown that interpolation of the same set of points conducted in different axis systems can have different levels of accuracy. A rotation of the axis was suggested here to reduce the interpolation error. It could be useful in future to develop a theoretical background for manipulations with axes in which the interpolation is conducted. In particular, it would be interesting to see how axis transformations influence the interpolation error and
how transformation that provides minimal error can be chosen. Such work could be useful in many fields and applications other than MPPT.
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Appendix A

Calculation of a maximum point using interpolation

The interpolation algorithm is based on approximation of PV panel characteristic to a parabola that intersects the PV characteristic at sampling points. Since this algorithm is intended for real-time operation, the calculation complexity should be minimised. This appendix describes the calculation of maximum point of a parabola \((x_m, f_m)\) that intersects with three given points \((x_0, f_0), (x_1, f_1), (x_2, f_2)\) as shown in Figure A.1.

![Figure A.1 Schematic illustration of the sampled points and parabola that intersects them.](image)

Second order interpolation polynomial is given by:

\[
P_2(x) = a_0 + a_1 x + a_2 x^2 \quad (A.1)
\]

Since the three sampled points belong to the parabola, the coefficients \(a_0, a_1, a_2\) can be found solving the system:

\[
\begin{pmatrix}
1 & x_0 & x_0^2 \\
1 & x_1 & x_1^2 \\
1 & x_2 & x_2^2
\end{pmatrix}
\begin{pmatrix}
a_0 \\
a_1 \\
a_2
\end{pmatrix}
=
\begin{pmatrix}
f_0 \\
f_1 \\
f_2
\end{pmatrix} \quad (A.2)
\]

The extremum argument of the parabola is given by:

\[
x_m = -\frac{a_1}{2a_2} \quad (A.3)
\]

By Cramer's rule:
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\[a_0 = \begin{bmatrix} f_0 & x_0 & x_0^2 \\ f_1 & x_1 & x_1^2 \\ f_2 & x_2 & x_2^2 \end{bmatrix}, \quad a_1 = \begin{bmatrix} 1 & f_0 & x_0^2 \\ 1 & f_1 & x_1^2 \\ 1 & f_2 & x_2^2 \end{bmatrix}, \quad a_2 = \begin{bmatrix} 1 & x_0 & f_0 \\ 1 & x_1 & f_1 \\ 1 & x_2 & f_2 \end{bmatrix}\] (A.4)

Hence the direct calculation of the extremum point \(x_m\) from the sampled points is given by:

\[x_m = \frac{-a_1}{2a_2} = -\frac{1}{2} \begin{bmatrix} x_0 \\ f_0 \\ 1 \\ x_1 \\ f_1 \\ 1 \\ x_2 \\ f_2 \end{bmatrix} = \frac{1}{2} \frac{x_0^2(f_2-f_1)+x_1^2(f_0-f_2)+x_2^2(f_1-f_0)}{x_0(f_2-f_1)+x_1(f_0-f_2)+x_2(f_1-f_0)}\] (A.5)

The value of the extremum \(f_m\) is given by:

\[f_m = a_0 + a_1 x_m + a_2 x_m^2 = a_0 - a_1 \frac{a_1}{2a_2} + a_2 \left(\frac{a_1}{2a_2}\right)^2 = a_0 - \frac{a_1^2}{4a_2} = a_0 + \frac{a_1 x_m}{2}\] (A.6)

\[f_m = \frac{1}{x_0^2 x_1 x_2 + f_1 x_0 x_2 (x_0-x_2)+f_2 x_0 x_1 (x_1-x_0)+x_m^2 \left(x_0^2(f_2-f_1)+x_1^2(f_0-f_2)+x_2^2(f_1-f_0)\right)}{x_0 x_1 x_2 + x_0^2 x_2 (x_0-x_2)+x_0 x_1 (x_1-x_0)}\] (A.7)

It is possible to reduce the number of calculations by shifting the \(x\) axis so that one of the sampling points becomes zero:

\[x = x - x_1\] (A.8)

Then in the shifted axis the new sampled points will be:

\[x_0 = x_0 - x_1, \quad x_1 = x_1 - x_1 = 0, \quad x_2 = x_2 - x_1\] (A.9)

Then \(x_m'\) is given by:

\[x_m = \frac{1}{2} x \frac{x_0^2(f_2-f_1)+x_1^2(f_0-f_2)+x_2^2(f_1-f_0)}{x_0(f_2-f_1)+x_2(f_1-f_0)}\] (A.10)

and \(f_m\) is given by:

\[f_m = f_1 + \frac{x_m^2 \left(x_0^2(f_2-f_1)+x_1^2(f_0-f_2)+x_2^2(f_1-f_0)\right)}{2x_0 x_2 (x_0-x_2)}\] (A.11)
Further reduction of calculations can be achieved by calculating terms that appear more than once in the equations as temporary values $\alpha$, $\gamma$, and $\delta$:

$$\alpha = x_0(f_2 - f_1), \quad \gamma = x_2(f_1 - f_0) \quad (A.12)$$

$$\delta = x_0'\alpha + x_2'\gamma \quad (A.13)$$

$$x_m' = \frac{1}{2} \frac{\delta}{\alpha + \gamma} \quad (A.14)$$

$$x_m = x_m' + x_1 \quad (A.15)$$

$$f_m = f_1 + \frac{x_m'\delta}{2x_0'x_2'(x_0' - x_2')} \quad (A.16)$$

This calculation requires only four multiplications and one division to be executed to calculate $x_m$ after the calculation of the three sampled points’ power, which takes three multiplications. There is no need to calculate the value at the maximum $f_m$, since only the location of the maximum is required for algorithm operation, although it can be calculated by executing three additional multiplications and a division.

If the distance between the sampled points is equal:

$$x_2 - x_1 = x_1 - x_0 \quad (A.17)$$

Then the axis transformation:

$$x' = \frac{x - x_1}{x_2 - x_1} \quad (A.18)$$

Will give:

$$x_0' = -1 \quad x_1' = 0 \quad x_2' = 1 \quad (A.19)$$

Then $x_m$ can be calculated by executing one division and one multiplication as:

$$x_m' = \frac{1}{2} \frac{f_0 - f_2}{f_0 - 2f_1 + f_2} \quad (A.20)$$

$$x_m = x_m'(x_2 - x_1) + x_1 \quad (A.21)$$

Then $f_m$ can be calculated by executing an additional multiplication as:

$$f_m = f_1 + \frac{x_m'}{4} (f_2 - f_0) \quad (A.22)$$
Appendix B

Calculation of a maximum point in rotated axis

In some cases the interpolation error can be reduced by rotating the axis of the sampled points as shown in Figure B.1. However, the maximum point in the rotated coordinates is different from the maximum in the original coordinates and it is required to calculate the maximum of the function in the original coordinates.

![Figure B.1 Sampled points on rotated axis.](image)

To simplify the calculations the axis can be shifted so that one of the sampled points will be in the axis origin:

\[ x'' = x - x_0 \quad \text{(B.1)} \]
\[ f'' = f - f_0 \quad \text{(B.2)} \]

So that \((x_0'', f_0'') = (0, 0)\).

The sampled values in the rotated coordinates are given by:

\[
\begin{pmatrix} x \\ f \end{pmatrix} = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} x'' \\ f'' \end{pmatrix} = \begin{pmatrix} x_0' \\ f_0' \end{pmatrix}
\]

The rotated polynomial is:
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\[ f = a_2 x^2 + a_1 x + a_0 \]  \hspace{1cm} (B.4)

The derivative at the extremum in the original axis is zero but it is equal to \( \tan \theta \) in the rotated axis:

\[ \frac{df}{dx} = 2a_2 x + a_1 = \tan \theta \]  \hspace{1cm} (B.5)

The location of the extremum is:

\[ x_m = \frac{\tan \theta - a_1}{2a_2} \]  \hspace{1cm} (B.6)

And the extremum value is:

\[ f_m = a_2 x_m^2 + a_1 x_m + a_0 = \frac{x_m (\tan \theta + a_1)}{2} + a_0 \]  \hspace{1cm} (B.7)

By Cramer’s rule:

\[
\begin{vmatrix}
  f_0 & x_0 & x_0^2 \\
  f_1 & x_1 & x_1^2 \\
  f_2 & x_2 & x_2^2 \\
\end{vmatrix}
\begin{vmatrix}
  1 & x_0 & f_0 \\
  1 & x_1 & f_1 \\
  1 & x_2 & f_2 \\
\end{vmatrix}
\begin{vmatrix}
  1 & x_0 \\
  1 & x_1 \\
  1 & x_2 \\
\end{vmatrix}
\begin{vmatrix}
  1 & x_0 \\
  1 & x_1 \\
  1 & x_2 \\
\end{vmatrix}
\]

\[ a_0 = \frac{f_0 x_0^2 - f_1 x_1^2}{x_1 x_2 (x_2 - x_1)}, \quad a_1 = \frac{f_1 x_1^2 - f_2 x_2^2}{x_1 x_2 (x_2 - x_1)}, \quad a_2 = \frac{f_2 x_2^2 - f_0 x_0^2}{x_1 x_2 (x_2 - x_1)} \]  \hspace{1cm} (B.8)

If \((x_0, f_0) = (0, 0)\) then:

\[
\begin{vmatrix}
  0 & 0 & 0 \\
  f_1 & x_1 & x_1^2 \\
  f_2 & x_2 & x_2^2 \\
\end{vmatrix}
\begin{vmatrix}
  1 & x_0 \\
  1 & x_1 \\
  1 & x_2 \\
\end{vmatrix}
\begin{vmatrix}
  1 & 0 \\
  1 & x_1 \\
  1 & x_2 \\
\end{vmatrix}
\begin{vmatrix}
  1 & 0 \\
  1 & x_1 \\
  1 & x_2 \\
\end{vmatrix}
\]

\[ a_0 = 0, \quad a_1 = \frac{f_1 x_1^2 - f_2 x_2^2}{x_1 x_2 (x_2 - x_1)}, \quad a_2 = \frac{f_2 x_2^2 - f_0 x_0^2}{x_1 x_2 (x_2 - x_1)} \]  \hspace{1cm} (B.9)

The coordinates of the extremum can be calculated using the direct equations:

\[ x_m = \frac{\tan \theta - a_1}{2a_2} = \frac{x_1 x_2 (x_2 - x_1) \tan \theta - f_1 x_1^2 + f_2 x_2^2}{2(f_2 x_1 - f_1 x_2)} \]  \hspace{1cm} (B.11)

\[ f_m = \frac{x_m (\tan \theta + a_1)}{2} = \frac{1}{2} x_m \left( \tan \theta + \frac{f_1 x_1^2 - f_2 x_2^2}{x_1 x_2 (x_2 - x_1)} \right) \]  \hspace{1cm} (B.12)

To reduce the amount of calculations, terms that appear more than once in the equations can be pre-calculated:
\[ \alpha_1 = x'_1 f'_2, \quad \alpha_2 = x'_2 f'_1 \]  
\[ \beta = x'_1 x'_2 (x'_2 - x'_1) \]  
\[ \gamma = \alpha_1 x'_1 - \alpha_2 x'_2 \]

Then:

\[ x'_m = \frac{\beta \tan \theta + \gamma}{2(\alpha_1 - \alpha_2)} \]  
\[ f'_m = \frac{1}{2} x'_m \left( \tan \theta - \frac{\gamma}{\beta} \right) \]

The result is needed to be transformed to the original axis:

\[
\begin{pmatrix}
  x''_m \\
  f''_m
\end{pmatrix} =
\begin{pmatrix}
  \cos \theta & \sin \theta \\
  -\sin \theta & \cos \theta
\end{pmatrix}
\begin{pmatrix}
  x'_m \\
  f'_m
\end{pmatrix}
\]

\[ x_m = x''_m + x_0 \]  
\[ f_m = f''_m + f_0 \]

This calculation of \( x_m \) requires 18 multiplications and two divisions to be performed by the microcontroller. Calculation of \( f_m \) requires two additional multiplications.
Appendix C

Simulations of interpolation error in presence of noise

This appendix contains additional plots for section 5.4 – Interpolation of PV power curves in presence of noise. The plots show mean and maximal (worst case) power losses \((P_{MPP} - P_{op\_est\_MPP})\) as a result of maximum calculation via interpolation for different distances between sampling points and for calculations in P-V\(_{ref}\) and P-V planes. The information is provided in both linear and logarithmic scales for easier evaluation. Each point in the plots is based on statistics of 10,000 calculations in the same conditions with Gaussian noise. These plots were used for selection of the region of low error. In some cases the maximal power loss was larger than \(P_{MPP}\), this is because mathematical model used to represent the PV array includes operation at negative voltages and currents, which does not occur in practice. Even though, the graphs provide useful information about the scale of the error in calculation.
Figure C.1  Simulation results of power loss in maximum calculation in V-P plane at different sampling points in presence of noise. Distance between sampling points 0.7 V.
Figure C.2 Simulation results of power loss in maximum calculation in V-P plane at different sampling points in presence of noise. Distance between sampling points 1 V.
Figure C.3 Simulation results of power loss in maximum calculation in V-P plane at different sampling points in presence of noise. Distance between sampling points 1.5 V.
Figure C.4  Simulation results of power loss in maximum calculation in \( V_{\text{ref}} - P \) plane at different sampling points in presence of noise. Distance between sampling points 0.7 V.
Figure C.5 Simulation results of power loss in maximum calculation in $V_{ref}$-$P$ plane at different sampling points in presence of noise. Distance between sampling points 1 V.
Figure C.6 Simulation results of power loss in maximum calculation in $V_{ref}$-P plane at different sampling points in presence of noise. Distance between sampling points 1.5 V.
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Figure C.7 Simulation results of power loss in maximum calculation in V_{ref}-P plane at different sampling points in presence of noise. Distance between sampling points 2 V.