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Abstract This paper presents a framework for constructing and analyzing enclosures of the
reachable set of nonlinear ordinary differential equations (ODEs) using continuous-time set-
propagation methods. The focus is on convex enclosures that can be characterized in terms
of their support functions. A generalized differential inequality is introduced, whose solu-
tions describe such support functions for a convex enclosure of the reachable set under mild
conditions. It is shown that existing continuous-time bounding methods that are based on
standard differential inequalities or ellipsoidal set propagation techniques can be recovered
as special cases of this generalized differential inequality. A way of extending this approach
for the construction of nonconvex enclosures is also described, which relies on Taylor mod-
els with convex remainder bounds. This unifying framework provides a means for analyzing
the convergence properties of continuous-time enclosure methods. The enclosure techniques
and convergence results are illustrated with numerical case studies throughout the paper, in-
cluding a six-state dynamic model of anaerobic digestion.

Keywords interval analysis · ellipsoidal calculus · Taylor models · ordinary differential
equations · differential inequalities · convergence analysis · dynamic optimization · global
optimization

1 Introduction

A great variety of natural, engineered and industrial systems are inherently dynamic, includ-
ing batch processes and processes operating at a cyclic steady state. Other such systems are
operated in a transient manner on purpose, for instance in order to improve their versatil-
ity or robustness. All these systems have their evolution governed by differential equations
and are often uncertain due to the presence of time-varying disturbances or due to incom-
plete/inaccurate knowledge of certain parameters or initial conditions.

The main focus of this paper is on methods for computing time-varying enclosures of the
reachable set of parametric nonlinear ODEs. A principal motivation is for applications in the
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field of dynamic optimization. In the context of global optimization, an over-approximation
of the reachable set can be used to construct relaxations of the feasible region and the ob-
jective function, which are pivotal in branch-and-bound search and its variants; [see, e.g.,
15, 34, 49, 54]. In robust optimization likewise, the enclosure of a system’s reachable set can
be used to ensure feasibility of that system’s response despite the presence of uncertainty
[26]. Other applications of reachability analysis are for problems in the fields of robust
MPC [32], guaranteed state and parameter estimation [2, 27, 28], and system verification
and fault detection [36, 63, 64].

Advances in the field of reachability analysis originate from various fields. In viability
theory [5], uncertain dynamics are expressed as differential inclusions. In contrast, compari-
son principles consider auxiliary sets of ODEs that do not depend on the uncertain variables
to enclose the reachable set of an uncertain dynamic system. One such comparison principle
is provided by the theory of differential inequalities [31, 67], where the right-hand side of the
auxiliary ODEs under/overestimate the minimal/maximal value of the right-hand side of the
uncertain dynamic system. Other comparison principles relate the reachable sets of uncer-
tain ODEs to the solutions of Hamilton-Jacobi-Bellman (HJB) and Hamilton-Jacobi-Isaacs
(HJI) equations [29, 38, 42].

Contributions to reachability analysis are also found in the field of reliable computing.
Verified ODE integration techniques were first developed to compute guaranteed solutions
for ODEs with rounding errors as the sole source of uncertainty. In the classical approach,
the integration horizon is discretized into finite steps and a two-phase algorithm is applied
at each step [21, 45]. Phase I is concerned with the computation of an a priori enclosure
and a step-size, such that existence and uniqueness of the solution can be ascertained on that
domain. This typically relies on a high-order Taylor series expansion of the ODE solutions,
in combination with interval analysis [19, 46]. Phase II propagates a tightened enclosure
until the end of a given step, for instance based on an interval Taylor series [37] or a more
involved interval Hermite-Obreschkoff method [44]. Further developments aiming to reduce
conservatism in Phase II include wrapping mitigation strategies [37] as well as the use of
Taylor models [39, 48] to mitigate the dependency problem [8, 9, 35, 47]. A hybrid approach
combining differential inequalities with the two-phase approach is proposed in [51], which
provides a verified implementation of the method of differential inequalities. Another veri-
fied implementation featuring a simple Runge-Kutta method in combination with a Piccard
iteration scheme is described in [52].

A well-developed theory for enclosing the solution set of linear and hybrid uncertain
systems has emanated from the field of control theory. These methods commonly proceed
by propagating sets forward in time too [10]. One example is the ellipsoidal bounding ap-
proach [30], first developed for linear systems under ellipsoidal uncertainty sets, and later ex-
tended to address nonlinear systems as well [26]. This method involves constructing vector-
and matrix-valued ODEs, whose solutions are, respectively, the center and the shape matrix
of ellipsoids that enclose the reachable set of the uncertain dynamic system, pointwise in
time [65]. Other set representations used for bounding reachable sets include polytopes [16]
and zonotopes [3].

In the field of global optimization, the construction of convex lower-bounding problems
for nonlinear dynamic optimization problems is pivotal to the development of efficient com-
plete search methods. Considerable effort has thus been devoted to obtaining convex estima-
tors for the solution of parametric nonlinear ODEs with respect to the uncertain parameters.
For linear dynamic systems, a method was developed in [61] which provides affine bounds
in the parameter space via the solution of an auxiliary set of ODEs. This method was later
extended to propagate affine bounds [62] as well as a pair of convex and concave bounds
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[58, 60] for the solutions of parametric nonlinear ODEs based on differential inequalities and
(generalized) McCormick relaxations [41, 59]. The refinement of reachable set enclosures
by accounting for a priori or physical information about a given system was also investigated
in [57, 61]. Another way of computing pointwise-in-time, convex under-estimators and con-
cave over-estimators using the α-BB approach [1, 40] has been described in [13, 49, 50].
Discretization-based methods adapted from the field of reliable computing too have been
considered in the context of global optimization. An extension of the two-phase approach
based on Taylor models for handling parametric uncertainty was considered in [34, 35], and
similar extensions for the propagation of McCormick relaxations and McCormick-Taylor
models [12] are described in [55, 56].

An important property in comparing the tightness of the reachable set enclosures con-
structed with various approaches is how quickly these enclosures converge to the exact
reachable set as the size of the uncertainty set vanishes, namely their convergence rate in the
Hausdorff sense. This is especially relevant in global optimization, where it has been shown
that the convergence order can be related to the so-called cluster effect [20, 68]. The con-
vergence properties of McCormick relaxations and Taylor models as applied to factorable
functions have been analyzed in [11, 12]. Regarding parametric differential equations, it
is not hard to contrive examples whereby the enclosures computed based on differential
inequalities would only enjoy first-order Hausdorff convergence, thereby calling for the de-
velopment of higher-order techniques.

In sum, existing methods for constructing enclosures of the reachable set of nonlinear ODEs
are scattered across different disciplines. A possible classification for all of these methods
is whether the enclosures are propagated continuously in time or on a time grid after dis-
cretization of the integration horizon. The focus in this paper is on the former class, which
relies on the formulation and solution of auxiliary ODEs. Our main contribution is two-fold:

(i) We introduce a generalized differential inequality (GDI), which provides sufficient
conditions for a time-varying support function to describe a convex enclosure of the
reachable set (Theorem 3). We show that the GDI encompasses results from both the
classical theory of differential inequalities and ellipsoidal set-propagation techniques as
special cases (Propositions 2 and 3), in addition to providing a means of constructing
auxiliary ODEs that propagate other kinds of convex sets in the state space. We also
investigate Taylor models for the propagation of more versatile, nonconvex enclosures
whereby the GDI is used to describe a convex enclosure of the Taylor remainder term
(Propositions 4 and 5).

(ii) We analyze the convergence properties of continuous-time enclosure methods based
on the proposed GDI (Theorem 4). Here again, we recover the classical, linear and
quadratic convergence results for differential inequalities and ellipsoidal set propaga-
tion, respectively, as special cases (Corollaries 1 and 2). Moreover, we analyze the
convergence rate of those nonconvex set-propagation methods based on Taylor mod-
els, showing that the Hausdorff convergence order of these enclosures is q+ 1 when
qth-order Taylor models are considered (Corollary 3).

Throughout the paper, several numerical examples are used to illustrate the construc-
tion and convergence rate of various types of enclosures. The underlying implemen-
tation is based on the library MC++ [43], a C++ library employing operator over-
loading for bounding factorable functions. Moreover, the numerical integrator available
through the GNU Scientific Library (GSL) is used. The C++ class implementing the var-
ious bounding techniques based on intervals, ellipsoids and Taylor models with interval
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and ellipsoidal remainders is made freely available at: http://www3.imperial.ac.uk/
environmentenergyoptimisation/software.

The rest of the paper is organized as follows. The problem formulation and the notation used
throughout the paper are defined in Sect. 2, and existing continuous-time set-propagation
approaches are reviewed in Sect. 3. The GDI for continuous-time propagation of convex
enclosures is introduced in Sect. 4, and this framework is shown to encompass existing
continuous-time propagation methods in Sect. 5. This latter section also describes an ap-
proach based on Taylor models with convex remainder in order for the GDI to produce
nonconvex enclosures. The main convergence results exploiting the proposed GDI frame-
work are presented in Sect. 6. Details about the numerical implementation of the bounding
techniques are given in Sect. 7, before presenting the numerical case study of an anaerobic
digester. Finally, Sect. 8 concludes the paper.

2 Problem Statement

We consider parametric dynamic systems in the form of nonlinear ODEs

∀t ∈ [0,T ] ẋ(t, p) = f (t,x(t, p), p) with x(0, p) = x0(p) . (1)

The state x : [0,T ]×P→ Rnx is regarded as a function of the uncertain parameter vector
p ∈ P⊆Rnp along the time horizon [0,T ]. The reachable set of the initial value problem (1)
is denoted by

X(t,P) := {x(t, p) | p ∈ P}. (2)

The problem addressed in this paper is the computation of time-varying enclosures
Y (t,P) ⊇ X(t,P), for t ∈ [0,T ], using continuous-time set-propagation techniques. Specif-
ically, these enclosures are constructed from the solutions of auxiliary ODEs. By a slight
abuse of notation, we shall denote the reachable set and its enclosure by X(t) and Y (t), re-
spectively, when it is clear from the context what the corresponding parameter host set P
is.

Throughout the paper, we consider solutions to these auxiliary ODEs in the extended
sense, whereby a solution can be any absolutely continuous function satisfying the initial
condition and the ODE almost everywhere on [0,T ]; see, e.g., [18, Theorem 1.1]. More pre-
cisely, we constrain ourselves to the case of locally Lipschitz-continuous functions, which
are sufficient for most practical purposes.

2.1 Notation and Background

The set of compact subsets of Rn is denoted by Kn, and the subset of compact convex subsets
of Kn, by Kn

C. We define the unit ball Bn ∈Kn
C as Bn := {z ∈Rn | ‖z‖2 ≤ 1}. The diameter

diam(Z) of a set Z ∈Kn is defined as

diam(Z) := max
z1,z2∈Z

‖z1− z2‖ ,

and the support function V [Z] : Rn→ R of Z as

∀c ∈ Rn , V [Z](c) := max
z

{
cTz | z ∈ Z

}
. (3)

http://www3.imperial.ac.uk/environmentenergyoptimisation/software
http://www3.imperial.ac.uk/environmentenergyoptimisation/software
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In particular, there exists positive constants C1 ≤C2 < ∞ such that

∀Z ∈Kn
C , C1 diam(Z) ≤ max

c∈Rn,‖c‖≤1
V [Z](c)+V [Z](−c) ≤ C2 diam(Z) . (4)

This result follows from the definition of the support function and the diameter of a set,
using the equivalence of norms in finite dimensional vector spaces.

The Minkowski sum of two compact sets W,Z ∈Kn is denoted by

W ⊕Z := {w+ z | w ∈W,z ∈ Z} ,

and the Haussdorf distance between W and Z is given by

dH(W,Z) := max
{

max
w∈W

min
z∈Z
‖w− z‖ , max

z∈Z
min
w∈W
‖w− z‖

}
. (5)

In particular, the Hausdorff distance of any two convex compact sets W,Z ∈Kn
C is bounded

by the maximum difference of their support functions

dH(W,Z) ≤ max
c∈Rn,cT c=1

|V [W ](c)−V [Z](c)| . (6)

This result follows readily from (5), by noting that the Hausdorff distance dH(W,Z) =
‖w∗− z∗‖ at a min-max point [resp. a max-min point] (w∗,z∗)∈W×Z is bounded by the dif-
ference |V [W ](c)−V [Z](c)| in the direction c = w∗− z∗ [resp. in the direction c = z∗−w∗].

The set of n-dimensional interval vectors is denoted by IRn. The midpoint and ra-
dius of an interval vector P :=

[
pL, pU

]
∈ IRn are defined as mid(P) := 1

2 (pU + pL) and
rad(P) := 1

2 (pU− pL), respectively. The n-by-n matrix diag rad(P) ∈ Rn×n is a diagonal
matrix whose elements are the components of rad(P).

The set of n-dimensional positive semi-definite symmetric matrices is denoted by Sn
+.

An ellipsoid with center c ∈ Rn and shape matrix M ∈ Sn
+ is denoted by

E (c,M) :=
{

c+M
1
2 v | v ∈ Rn : vTv≤ 1

}
or, simply, E (M) if the ellipsoid is centered at the origin.

A qth-order Taylor model of a (q + 1)-times continuously-differentiable function
f : Rn→ Rm on the set P ∈ IRn and at p̂ ∈ P is the pair (Pq

f ,R
q
f ) with Pq

f : Rn → Rm

a qth-order multivariate polynomial and Rq
f ∈Km satisfying

∀p ∈ P , Pq
f (p) := ∑

γ∈Nn,
|γ|≤q

∂ γ f (p̂)
γ!

(p− p̂)γ and f (p)−Pq
f (p) ∈Rq

f .

This last statement uses multi-index notation. A multi-index γ is a vector in Nn, n > 0. The
order of γ is |γ| :=∑

n
i=1 γi. Given a point p∈Rn, pγ is a shorthand notation for the expression

∏
n
i=1 pγi

i . Moreover, ∂ γ f is a shorthand notation for the partial derivative ∂ |γ| f
∂ p

γ1
1 ···∂ pγn

n
.
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3 Review of Existing Convex Set Propagation Methods

3.1 Differential Inequalities

The theory of differential inequalities provides sufficient conditions for time-varying interval
bounds Y (t) :=

[
yL(t),yU(t)

]
to yield an enclosure of a parametric ODE’s reachable set X(t).

These conditions can be used for propagating an interval enclosure Y (t) of X(t) along the
integration horizon.

Theorem 1 Consider the initial value problem (1), and assume that the right-hand side
function f is jointly continuous in (t,x, p) and locally Lipschitz-continuous in x uniformly
on [0,T ]×P, with P⊂Rnp compact, and the initial value function x0 is continuous on P. Let
the functions yL,yU : [0,T ]→ Rnx be Lipschitz-continuous, with yL(t)≤ yU(t), and satisfy

a.e. t ∈ [0,T ] , ẏL
i (t)≤min

ξ ,ρ

 fi(t,ξ ,ρ)

∣∣∣∣∣∣∣
ξi = yL

i (t)

ξ ∈
[
yL(t),yU(t)

]
ρ ∈ P

 (7)

and ẏU
i (t)≥max

ξ ,ρ

 fi(t,ξ ,ρ)

∣∣∣∣∣∣∣
ξi = yU

i (t)

ξ ∈
[
yL(t),yU(t)

]
ρ ∈ P

 , (8)

for each i = 1, . . . ,nx, with [yL(0),yU(0)]⊇ {x0(p) | p ∈ P}. Then, X(t)⊆
[
yL(t),yU(t)

]
for

all t ∈ [0,T ].

This result is well established in the more general setting of a continuous right-hand side
function f ; see, e.g., [31, 67] for ODE systems without parameters, where the differential
inequalities are stated in terms of left-sided Dini derivatives and with strict inequalities. The
corresponding result with weak inequalities follows from a uniqueness argument, such as
(local) Lipschitz-continuity of the ODE right-hand side [25, 57]. The parameter-dependent
case is also addressed in [57, 62].

Revisiting the classical theory of differential inequalities with stronger assumptions has
two principal motivations. The first one is related to well-posedness of the initial value
problems, as uniqueness of the ODE solutions is required in most practical applications. The
second one is concerned with numerical computation of the bounding trajectories, which
usually applies interval analysis to estimate the minimum and maximum values in the right-
hand sides of (7,8). From this standpoint, (local) Lipschitz-continuity of the right-hand side
function f and of the bounding trajectories yL and yU as well as weak differential inequalities
are certainly justified. A proof of these results will be obtained in Sect. 5.1 as a corollary of
the generalized differential inequalities introduced in Theorem 3.

A practical application of Theorem 1 is in propagating a continuous-time enclosure of
the reachable set by considering equalities in (7,8) and possibly overestimating the right-
hand sides using interval analysis. This approach presents the advantage that the number of
ODEs in the auxiliary bounding system is 2nx, and therefore the size of the bounding system
is proportional to the number of state variables in the original ODE system. This makes the
approach computationally tractable for large-scale systems, at least in principle. Nonethe-
less, an important limitation with differential inequalities-based bounds is that they often
suffer large overestimation, thus providing a poor approximation of the actual reachable set
X(t) or even blowing up to infinity in finite time. This instability can even occur in the case
of linear ODEs, as illustrated in the following example.
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Example 1 Consider the linear differential equations

ẋ1(t, p) = x2(t, p) with x1(0, p) = p1

ẋ2(t, p) = −x1(t, p) with x2(0, p) = p2
(9)

with p ∈ P := [−1,1]2. The solutions of this Hamiltonian system remain bounded, although
not asymptotically stable. An exact expression for the reachable set is:

X(t) =

(
cos(t) sin(t)
−sin(t) cos(t)

)
X(0) . (10)

On the other hand, the tightest possible bounding trajectories yL,yU satisfying Theorem (1)
are the solutions of the auxiliary ODE system

ẏL
1 (t) = yL

2 (t) with yL
1 (0) = pL

1

ẏU
1 (t) = yU

2 (t) with yU
1 (0) = pU

1

ẏL
2 (t) = −yU

1 (t) with yL
2 (0) = pL

2

ẏU
2 (t) = −yL

1 (t) with yU
2 (0) = pU

2 ,

(11)

which yields an unstable enclosure of the reachable set X(t) of (9) as

Y (t) = exp(t)Y (0) . (12)

This instability is entailed by the inability of interval vectors to represent rotated boxes
exactly, the so-called wrapping effect. �

Remark 1 In the special case of linear ODE systems, it should be noted that general trans-
formations can be applied in order to avoid the foregoing bound instability. In [53], for
instance, the original system is first transformed into complex Jordan normal form and an
exponential enclosure technique is used based on complex interval analysis and Piccard it-
erations. One can also shift the trajectories of the original ODEs as given below in (13), and
then use differential inequalities to bound the shifted ODEs.

3.2 Ellipsoidal Propagation Approach

In order to improve upon interval enclosures, an alternative approach involves propagating
ellipsoidal enclosures of the reachable set X(t). In the presence of uncertain parameters in
the ODE right-hand side or initial condition, it is convenient to construct ellipsoidal enclo-
sures after shifting the trajectories so that

∀(t, p) ∈ [0,T ]×P , x(t, p)− x̂(t)−G(t)(p− p̂) ∈ E (Q(t)) , (13)

with Q(t) ∈ Snx
+ . Here, p̂ ∈ Rnp can be any reference point, for instance p̂ := mid(P); the

reference trajectory x̂ : [0,T ]→ Rnx is such that x̂(t) := x(t, p̂); and G(t) ∈ Rnx×np is the
solution of the variational differential equation

∀t ∈ [0,T ] , Ġ(t) = A(t)G(t)+B(t) with G(0) = B0 ,

where the following shorthand notation is used:

A(t) :=
∂ f
∂x

(t, x̂(t), p̂) , B(t) :=
∂ f
∂ p

(t, x̂(t), p̂) , and B0 :=
∂x0

∂ p
(p̂) ,
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assuming that the right-hand side function f is continuously-differentiable in (x, p), and the
initial value function x0 continuously-differentiable with respect to p. With this transforma-
tion, an enclosure Y (t) of the reachable set X(t) of the original ODEs can then be recovered
as:

Y (t) = {x̂(t)}⊕G(t)[P− p̂]⊕E (Q(t)) . (14)

The following theorem provides sufficient conditions for time-varying ellipsoidal
bounds E (Q(t)) to satisfy (13). This construction requires a right-hand side nonlinearity
bounder Ω(t,Q,P, p̂) ∈ IRnx such that

∀(ξ ,ρ) ∈ {x̂(t)}⊕G(t)[P− p̂]⊕E (Q)×P ,

f (t,ξ ,ρ)− f (t, x̂(t), p̂)−A(t)(ξ − x̂(t))−B(t)(ρ− p̂) ∈Ω(t,Q,P, p̂) , (15)

as well as an initial value nonlinearity bounder Ω0(P, p̂) ∈ IRnx satisfying

∀ρ ∈ P , x0(ρ)− x̂(0)−B0(ρ− p̂) ∈ Ω0(P, p̂) . (16)

By a slight abuse of notation, the more compact notation Ωt(Q) and Ω0 is used subsequently
to denote the nonlinearity bounders as P and p̂ are fixed.

Theorem 2 Consider the initial value problem (1), and assume that the right-hand side
function f is jointly continuous in (t,x, p) and continuously-differentiable in (x, p) for
t ∈ [0,T ] and the initial-value function x0 is continuously-differentiable on P, with P⊂ Rnp

compact. Suppose that nonlinearity bounders Ωt and Ω0 satisfying (15) and (16), respec-
tively, are available, with Ωt locally Lipschitz-continuous in Q on [0,T ]. Let κ : [0,T ]→Rnx

++

be a continuous function, and let Q : [0,T ]→ Snx
+ be a Lipschitz-continuous function satis-

fying

a.e. t ∈ [0,T ] , Q̇(t) � A(t)Q(t)+Q(t)A(t)T +
nx

∑
i=1

κi(t)Q(t) (17)

+diag(κ(t))−1 diag rad(Ωt(Q(t)))2 ,

with Q(0) � diag rad(Ω0)
2. Then, X(t)⊆ {x̂(t)}⊕G(t)[P− p̂]⊕E (Q(t)) for all t ∈ [0,T ].

A similar result in the presence of time-varying uncertainties was established in [26].
The state transformation approach used in Theorem 2 exploits the fact that the uncertainty
is time invariant, thus avoiding over-conservatism. An alternative proof of this results will
be obtained in Sect. 5.1 as a corollary of the generalized differential inequalities introduced
in Theorem 3.

Similar to differential inequalities, a practical application of Theorem 2 is in propagat-
ing a continuous-time enclosure of the reachable set with equality in (17). We note that a
positive semidefinite solution of (17) is guaranteed to exist (at least locally) when the initial
value Q(0) is itself positive semidefinite. A clear advantage of this approach over differ-
ential inequalities is that it can provide exact bounds for parametric linear ODEs; e.g., the
actual reachable set of (11) in Example 1 can be computed. Nonetheless, the number of
ODEs in the auxiliary bounding system now scales as O(n2

x +nxnp), and therefore the size
of the bounding system increases quadratically with the number of state variables in the
original ODE system. Another aspect that must be taken into account is the differentiabil-
ity class of the functions f and x0 in (1), as the ellipsoidal method in Theorem 2 requires
continuous differentiability in both x and p, whereas differential inequalities only require
local Lipschitz-continuity in x. Nonetheless, we note that the ellipsoidal approach may still
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provide valid enclosures in the case that f or x0 fail to be continuously-differentiable, for
instance by choosing A(t) in the Clarke subdifferential ∂c f (t, x̂(t), p̂) [17]—the quadratic
convergence property (see Sect. 6.2) would be lost however.

Example 2 Consider the following parametric nonlinear ODE system of the Lotka-Volterra
type

ẋ1(t, p) = p1 x1(t, p) [1− x2(t, p)] with x1(0, p) = 1.2+ p2 (18)

ẋ2(t, p) = p1 x2(t, p) [x1(t, p)−1] with x2(0, p) = 1.1+ p2
2 , (19)

where p ∈ P := ([2.95,3.05], [−0.05,0.05])T and t ∈ [0,T ].
In order to propagate an ellipsoidal enclosure of the reachable set of (18,19), Theorem 2

is applied with equality in (17). Further details about the numerical solution procedure will
be given later on in Sect. 7. The results at t = 1 are shown in the left plot of Figure 1. The
actual reachable set (gray-shaded area) is contained in the reachable set enclosure (thick
solid line), which is obtained as the Minkowsky sum of {x(t, p̂)}⊕G(t)[P− p̂] (dashed line)
and E (Q(t)) (dotted line). The right plot of Figure 1 presents the projections onto x1 of the
time-varying reachable set (shaded area) and of the ellipsoidal enclosure (thick solid line).
This enclosure is also to be compared to the best possible bounds obtained with differential
inequalities (thick dotted line) as given in Theorem 1, which turn out to be much more
conservative in this example. �

Fig. 1 Left plot: Ellipsoidal enclosure {x(t, p̂)}⊕G(t)[P− p̂]⊕E (Q(t)) of the reachable set X(t) at t = 1.
Right plot: Projections onto x1 of the reachable set X(t), the ellipsoidal enclosure {x(t, p̂)}⊕G(t)[P− p̂]⊕
E (Q(t)), and the differential inequalities bounds yL(t),yU(t) along [0,T ]. The reachable set and the ellipsoidal
enclosure are represented with a shaded area and a thick solid line, respectively.

4 Generalized Differential Inequalities

This section presents a unified framework for the continuous-time propagation of pointwise-
in-time convex enclosures of the reachable set of nonlinear ODEs. The main result is a
set of sufficient conditions, in the form of a generalized differential inequality, for a time-
varying support function to describe an enclosure of the reachable set. In particular, this
framework provides a direct link with standard differential inequalities and other existing
time-continuous enclosure techniques that are amenable to numerical implementation.
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The analysis that follows is inspired by, and closely related to, Aubin’s viability the-
ory [4]. The properties of the propagation operator Γ defined subsequently have been ana-
lyzed exhaustively in the context of viability theory, even in the more general case that p is
a time-varying input function.

Definition 1 The set propagation operator Γ : [0,T ]× [0,T ]×Π(Rnx)→Π(Rnx) associated
to the ODE (1) is defined as

Γ (t1, t2,Y ) :=

x(t2)

∣∣∣∣∣∣
∃p ∈ P :
∀τ ∈ [t1, t2] , ẋ(τ) = f (t,x(τ), p)
x(t1) ∈ Y

 , (20)

for all t1, t2 ∈ [0,T ] with t2 ≥ t1, and all Y ⊆ Rnx . In particular, for the reachable sets X(t1)
and X(t2) at t1 ≤ t2, we have

X(t2)⊆ Γ (t1, t2,X(t1)) .

Our method of proof follows a stepwise procedure, starting by establishing the result
under certain regularity and convexity assumptions, before relaxing these assumptions. In
order to avoid disrupting the flow of the paper, a number of technical lemmata used in the
proof are reported in Appendix A. The following proposition is also instrumental to prove
the result.

Proposition 1 Consider the ODE (1), and assume that the right-hand side function f is
globally Lipschitz-continuous in x uniformly on [0,T ]×P. Let Yε : [0,T ]→Knx

C be a family of
set-valued functions, and suppose that there exist two continuous functions α,β : R+→R+,
with α(0) = β (0) = 0, such that

Γ (t, t +h,Yε(t))⊆ Yε(t +h)⊕h [α(h)+β (ε)]Bnx (21)

for all sufficiently small h≥ 0 with t +h ∈ [0,T ], all t ∈ [0,T ], and all ε ≥ 0. Then,

∀ε ≥ 0 , Γ (0,T,Yε(0))⊆ Yε(T )⊕ γ(ε)Bnx ,

for some continuous function γ : R+→ R+ with γ(0) = 0.

Proof The function f being globally Lipschitz-continuous in x uniformly on [0,T ]× P,
(unique) solutions x(t, p) of (1) are guaranteed to exist on [0,T ] for all p ∈ P. Therefore,
the propagation operator Γ is well defined. Moreover, by uniform Lipschitzness of f in x on
[0,T ]×P, it follows that the set-valued map Γ is itself locally Lipschitz-continuous around
every Y ⊂ Rnx (see [4], Definition 2.1.3); that is, for all t, t ′ ∈ [0,T ], with t ≤ t ′, there exists
C < ∞ such that

Γ (t, t ′,Y +∆)⊆ Γ (t, t ′,Y )+C diam(∆) Bnx , (22)

for all ∆ ⊂ Rnx with sufficiently small diam(∆).
Consider a subdivision of [0,T ] into N equidistant intervals [θi−1,θi], i = 1, . . . ,N, with

end-points θi := ih and width h := T
N . From (21) and for a large enough N—or, equivalently,

for a sufficiently small h—we have

∀i ∈ {1, . . . ,N} , Γ (θi−1,θi,Yε(θi−1))⊆ Yε(θi)⊕h [α(h)+β (ε)]Bnx . (23)

Consider the sequence of sets Xi, i = 0, . . . ,N, defined recursively as

X0 := Yε(0) , and Xi := Γ (θi−1,θi,Xi−1) for i ∈ {1, . . . ,N} . (24)
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If readily follows from Definition 1 and (24) that

∀i ∈ {1, . . . ,N} , Γ (0,θi,Yε(0))⊆ Xi . (25)

Next, by finite induction on i = 0, . . . ,N−1, assume that

Xi ⊆ Yε(θi) ⊕ Ci ih [α(h)+β (ε)]Bnx .

for some constant Ci < ∞. We have

Xi+1 = Γ (θi,θi+1,Xi) ⊆ Γ (θi,θi+1,Yε(θi) ⊕ Ci ih [α(h)+β (ε)]Bnx) ,

and by the Lipschitz-continuity property (22), there are constants C′i ,Ci+1 < ∞ such that

Xi+1 ⊆ Γ (θi,θi+1,Yε(θi)) ⊕ C′i ih [α(h)+β (ε)]Bnx

(21)
⊆ Yε(θi+1) ⊕ Ci+1 (i+1)h [α(h)+β (ε)]Bnx ,

for sufficiently small h. Noting that Γ (0,0,Yε(0)) = X0, this induction gives

Γ (0,T,Yε(0))
(25)
⊆ XN ⊆ Yε(T ) ⊕ γ(ε)Bnx ⊕ CN T α(h)Bnx ,

for sufficiently small h, where we define γ(ε) :=CN T β (ε). Here, The sequence of the con-
stants Ci remains bounded because the function f is globally Lipschitz—this is in analogy
with Gronwall’s lemma. The result of the proposition follows by a compactness argument,
noting that limh→0 CN T α(h)Bnx = {0} and Yε(T )⊕ γ(ε)Bnx is compact by assumption.

ut

We are now in a position to state the main result of this section. The following theorem
exploits the unique and exact representation of convex sets in terms of their support func-
tions in order to obtain sufficient conditions for a time-varying support function of a convex
enclosure of the reachable set. As already noted, this analysis is closely related to Aubin’s
viability theory [4], where the mathematical properties of convex enclosures are analyzed
in detail. In this context, a key contribution of this theorem is a mechanism for constructing
the support function of a convex enclosure of the reachable set, which can then be translated
into practical algorithms as shown subsequently in Sect. 5.

Theorem 3 Consider the initial value problem (1) for p∈ P with P⊂Rnp compact. Assume
that the right-hand side function f is jointly continuous in (t,x, p) and locally Lipschitz-
continuous in x uniformly on [0,T ]×P, with P ⊂ Rnp compact, and that the initial value
function x0 is continuous on P. Let Y : [0,T ]→Knx

C be a set-valued function, with V [Y (·)](c)
Lipschitz-continuous for all c ∈ Rnx , and suppose that

a.e. t ∈ [0,T ] , V̇ [Y (t)](c) ≥ max
ξ ,ρ

cT f (t,ξ ,ρ)

∣∣∣∣∣∣
ξ ∈ Y (t)
cTξ =V [Y (t)](c)
ρ ∈ P

 (26)

and V [Y (0)](c) ≥ max
ρ

{
cTx0(ρ)

∣∣ρ ∈ P
}

(27)

for all c ∈ Rnx . Then, X(t) ⊆ Y (t) for all t ∈ [0,T ].

Proof The proof of the theorem proceeds in three steps. In the first step (S1), we establish
the result under the following additional assumptions:
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A1 The set-valued function Y is such that Y (t) = {x | g(t,x) ≤ 0}, where the function g is
strictly smooth (infinitely-often differentiable) and convex in x for each t ∈ [0,T ];

A2 The function V [Y (·)](c) is differentiable for all c ∈ Rnx on [0,T ];
A3 The right-hand side function f is globally Lipschitz-continuous in x uniformly on

[0,T ]×P.

In a second step (S2), we show that the result also holds without imposing Assumption A1,
but with Assumptions A2 and A3 still holding. Finally, the last step (S3) shows that the
result remains valid without the need for Assumptions A2 or A3 to hold.

At this point, we also note that the conditions (26) and (27) are invariant with respect
to scaling of the directions c ∈ Rnx . Therefore, it is sufficient to prove that the generalized
differential inequality (26,27) is satisfied for all directions c with cTc = 1.

S1 Suppose that Assumptions A1, A2, and A3 are satisfied. Since (27) holds for all c∈Rnx ,
we have X(0)⊆ Y (0). If we can prove that, for all c ∈ Rnx with cTc = 1, there exist two
continuous functions α,β : R+→ R+, with α(0) = β (0) = 0, such that

∀t ∈ [0,T ) , V [Γ (t, t +h,Y (t))](c)≤V [Y (t +h)](c)+h [α(h)+β (ε)] (28)

for all sufficiently small h≥ 0, and all sufficiently small ε > 0, then it will directly follow
from Definition 1 and Proposition 1—after passing to the limit as ε → 0—that

∀t ∈ [0,T ] , X(t)⊆ Γ (0, t,Y (0))⊆ Y (t) .

Let χ(·, t,xt , p) denote the solution of the initial value problem

∀τ ∈ [t,T ], χ̇(τ, t,xt , p) := f (τ,χ(τ, t,xt , p), p) with χ(t, t,xt , p) = xt .

Solutions to this problem are guaranteed to exist for all p ∈ P and all xt ∈ Rnx by As-
sumption A3, and we have

V [Γ (t, t +h,Y (t))](c)
(3)
= max

ξ

{
cT

ξ
∣∣ξ ∈ Γ (t, t +h,Y (t))

}
(20)
= max

ξ ,ρ

{
cT

χ(t +h, t,ξ ,ρ)
∣∣∣∣ ξ ∈ Y (t)
ρ ∈ P

}
.

≤ max
ξ ,ρ

{
cT [ξ +h f (t,ξ ,ρ)]

∣∣∣∣ ξ ∈ Y (t)
ρ ∈ P

}
+ hα1(h) ,

for all c ∈ Rnx with cTc = 1, and for some continuous function α1 : R+ → R+, with
α1(0) = 0. Here, the last inequality follows from the fact that χ̇(·, t,ξ ,ρ) exists and is
jointly continuous in all the variables.
Now, by Lemma 1, approximation functions fε : [0,T ]×Rnx ×Rnp → Rnx of f can be
constructed that are jointly continuous in (t,x, p), smooth in x on [0,T ]×P, and such that

∀x ∈ Rnx ,∀t ∈ [0,T ] ,∀ρ ∈ P, ‖ fε(t,x,ρ)− f (t,x,ρ)‖ ≤ β (ε) , (29)

for some continuous function β : R+→ R+, with β (0) = 0. Then, by Assumption A1,
we have

V [Γ (t, t +h,Y (t))](c) ≤ max
ρ∈P

max
ξ

{
cT

ξ +hcT fε(t,ξ ,ρ)
∣∣ g(t,ξ )≤ 0

}
+ h [α1(h) + β (ε)] , (30)
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for all c ∈ Rnx with cTc = 1. We now have a closer look at the inner maximization
problem

max
ξ

{
cT

ξ +hcT fε(t,ξ ,ρ)
∣∣ g(t,ξ )≤ 0

}
. (31)

Since g(t, ·) is strictly convex (Assumption A1), the maximizer ξ ∗t (c) :=
argmaxξ

{
cTξ

∣∣ g(t,ξ )≤ 0
}

is unique and well-defined for all c ∈ Rnx \ {0}. More-
over, the following properties hold at ξ ∗t (c) [22]: (i) the constraint g(t,ξ )≤ 0 is strongly
active, i.e., its KKT multiplier ν∗t is nonzero; (ii) the linear independence constraint
qualification (LICQ) holds since ∂g

∂ξ
(t,ξ ∗t (c)) =

1
ν∗t

c; and, (iii) the strong second-order
sufficiency conditions (SSOSC) hold. It follows from NLP sensitivity theory [22] that
the inner-maximization problem in (31) itself has a unique maximizer ξ̂ ∗t (h,ρ,c) for all
(c,ρ) ∈ Rnx ×P and all sufficiently small h ≥ 0. Moreover, ξ̂ ∗t (·,ρ,c) is differentiable
and g is strongly active in that neighborhood of h = 0. Therefore, we have

0 = g(t, ξ̂ ∗t (h,ρ,c)) = g(t,ξ ∗t (c))+h
∂g
∂ξ

(t,ξ ∗t (c))
∂ ξ̂ ∗t
∂h

(0,ρ,c)+O(h2) ,

so that

∂g
∂ξ

(t,ξ ∗t (c))
∂ ξ̂ ∗t
∂h

(0,ρ,c) = O(h) . (32)

From the stationarity condition at ξ ∗t (c), we also get

c−ν
∗
t

∂g
∂ξ

(t,ξ ∗t (c)) = 0 ,

which, when multiplied with ∂ ξ̂ ∗t
∂h (0,ρ,c) from the right and using (32), gives

cT ∂ ξ̂ ∗t
∂h

(0,ρ,c) = O(h) , (33)

for all c ∈ Rnx with cTc = 1. It follows that

max
ξ

{
cT

ξ +hcT fε(t,ξ ,ρ)
∣∣ g(t,ξ )≤ 0

}
= cT

ξ̂
∗
t (h,ρ,c)+hcT fε(t, ξ̂ ∗t (h,ρ,c), p)

= cT

[
ξ
∗
t (c)+h

∂ ξ̂ ∗t
∂h

(0,ρ,c)

]
+hcT fε(t,ξ ∗t (c),ρ)+O(h2)

(33)
= cT

ξ
∗
t (c)+hcT fε(t,ξ ∗t (c),ρ)+hα2(h) ,

for all sufficiently small h≥ 0, all ρ in P, all c ∈Rnx with cTc = 1, and for some contin-
uous function α2 : R+→ R+ with α2(0) = 0. Observing that cTξ ∗t (c) =V [Y (t)](c), we
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then obtain

max
ρ∈P

max
ξ

{
cT

ξ +hcT fε(t,ξ ,ρ)
∣∣ g(t,ξ )≤ 0

}
= V [Y (t)](c)+h max

ρ∈P
cT fε(t,ξ ∗t (c),ρ)+hα2(h)

≤ V [Y (t)](c)+h max
ξ ,ρ

cT fε(t,ξ ,ρ)

∣∣∣∣∣∣
ξ ∈ Y (t)
cTξ =V [Y (t)](c)
ρ ∈ P

+hα2(h)

(29)
≤ V [Y (t)](c)+h max

ξ ,ρ

cT f (t,ξ ,ρ)

∣∣∣∣∣∣
ξ ∈ Y (t)
cTξ =V [Y (t)](c)
ρ ∈ P

+h [α2(h)+β (ε)]

(26)
≤ V [Y (t)](c)+hV̇ [Y (t)](c)+h [O(h)+α2(ε)]

(A2)
≤ V [Y (t +h)](c)+h [α2(h)+α3(h)+β (ε)] ,

for all sufficiently small h≥ 0, and all c∈Rnx with cTc = 1. In the last equality, we have
used that V [Y (·)](c) is differentiable on [0,T ] for all c by Assumption A2. The condition
(28) thus follows from (30).

S2 Suppose now that Assumptions A2 and A3 still hold, but not Assumption A1. Following
Lemma 2 (Appendix A), we construct a family of set-valued functions Yε : [0,T ]→Knx

C ,
parameterized by ε ≥ 0, such that Yε(t) := {x ∈ Rnx | gε(t,x)≤ 0} ⊇ Y (t), with gε(t, ·)
strictly convex and smooth for all ε > 0 and all t ∈ [0,T ], and

V̇ [Yε(t)](c)≥ V̇ [Y (t)](c)+Lα(ε)

for all c∈Rnx with cTc= 1 and some L < 1
T . Suppose for a moment that T is sufficiently

small in order for the chosen L to remain larger than the uniform Lipschitz constant of
the right-hand side function f on the compact sets

⋃
t∈[0,T ]Yε(t). This way, we have

V̇ [Yε(t)](c)
(26)
≥ max

ξ ,ρ

cT f (t,ξ ,ρ)

∣∣∣∣∣∣
ξ ∈ Y (t)
cTξ =V [Y (t)](c)
ρ ∈ P

+Lα(ε)

≥ max
ξ ,ρ

cT f (t,ξ ,ρ)

∣∣∣∣∣∣
ξ ∈ Yε(t)
cTξ =V [Yε(t)](c)
ρ ∈ P


for all t ∈ [0,T ] and all c ∈ Rnx with cTc = 1. Then, we can apply the result from part
S1 above to show that X(t) ⊆ Yε(t) for all t ∈ [0,T ] and all ε > 0, and the result of
the theorem follows by noting that the sets Yε(t) converge to the compact sets Y (t) in
the Haussdorf metric as ε → 0. Finally, the auxiliary assumption that T is sufficiently
small—but strictly larger than 0—can be made without loss of generality, since we can
otherwise divide [0,T ] into a finite number of sufficiently small subintervals onto which
the foregoing procedure can be applied.
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S3 In order to complete the proof of the theorem, we finally relax Assumptions A2 and
A3. Assume first that the right-hand side function f is locally Lipschitz at each x ∈ D
uniformly on [0,T ]×P, where D ∈K nx is such that D ⊇ ∪t∈[0,T ]Y (t)—Note that such
a set D always exists since the sets Y (t) are bounded by assumption. A modified func-
tion f̃ that is globally Lipschitz-continuous in x uniformly on [0,T ]×P can then be
constructed, which coincides with f on D. In particular, using f̃ instead of f does not
modify the generalized differential inequality (26), showing that the assumption that f
is globally Lipschitz-continuous in x can be replaced by a local Lipschitzness condition
without loss of generality. Finally, because any (locally) Lipschitz-continuous function
is differentiable almost everywhere and since perturbing a differential inequality on a set
with Lebesgue measure equal to zero does not affect the result, one can drop Assump-
tion A2 as well. ut

Remark 2 Theorem 3 remains true if the time-invariant parameter p ∈ P ⊂ Rnp is replaced
with time-varying measurable function p : [0,T ]→ Rnp such that p(t) ∈ P. This extension
can for example be established by dividing the integration horizon [0,T ] into small subin-
tervals of width h := T

N for N ∈ N, where the uncertain parameter is kept constant and
Theorem 3 can thus be applied. Since the reachable set enclosures Y (t) are compact, one
can then consider the limit as h→ 0 to prove that the result is valid for general bounded
functions, not merely piecewise constant functions. �

5 Applications of Generalized Differential Inequalities

This section describes how the generalized differential inequality introduced in Theorem 3
can be specialized to yield alternative proofs for the differential inequalities and ellipsoidal
propagation results recalled in Sect. 3. An approach based on Taylor models with convex
remainder terms is also described in order to propagate nonconvex enclosures of the reach-
able set.

5.1 Link with Standard Differential Inequalities and Ellipsoidal Bounding Approach

The case of interval enclosures is addressed first, by specializing the convex enclosure as
Y (t) :=

[
yL(t),yU(t)

]
. The following proposition establishes that the result of the standard

differential inequalities in Theorem 1 is implied by the generalized differential inequalities
in Theorem 3.

Proposition 2 Any pair of functions yL(t), yU(t) : [0,T ]→ Rnx satisfying Theorem 1 also
satisfies Theorem 3 with Y (t) :=

[
yL(t),yU(t)

]
.

Proof Noting that

nx

∑
i=1

{
ciyL

i (t) if ci ≤ 0
ciyU

i (t) otherwise

}
=

1
2

cT (yL(t)+ yU(t)
)
+

1
2

abs(c)T (yU(t)− yL(t)
)
, (34)

with abs(c) := (|c1|, . . . , |cnx |)T, the support function of the interval vector Y (t) is given by

∀c ∈ Rnx , V [Y (t)] (c) =
1
2

cT (yL(t)+ yU(t)
)
+

1
2

abs(c)T (yU(t)− yL(t)
)
. (35)
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The initial-value condition (27) is trivially satisfied with this definition. Moreover, rewriting
the (right-hand) derivative of the support function in terms of the (right-hand) derivatives of
the bounding trajectories yL(t), yU(t) and using the standard differential inequalities result
in Theorem 1 gives

V̇ [Y (t)](c)
(35)
=

1
2
(c− abs(c))T ẏL(t)+

1
2
(c+ abs(c))T ẏU(t)

(7),(8)
≥

nx

∑
i=1

[
1
2

min
ξ ,ρ

{
(ci−|ci|) fi(t,ξ ,ρ)

∣∣∣∣ ξ ∈ [yL(t),yU(t)
]
,

ξi = yL
i (t) , ρ ∈ P

}
+

1
2

max
ξ ,ρ

{
(ci + |ci|) fi(t,ξ ,ρ)

∣∣∣∣ ξ ∈ [yL(t),yU(t)
]
,

ξi = yU
i (t) , ρ ∈ P

}]

=
nx

∑
i=1

max
ξ ,ρ

ci fi(t,ξ ,ρ)

∣∣∣∣∣∣
ξ ∈ Y (t) , ρ ∈ P ,

ξi =

{
yL

i (t) if ci ≤ 0
yU

i (t) otherwise


≥ max

ξ ,ρ

cT f (t,ξ ,ρ)

∣∣∣∣∣∣
ξ ∈ Y (t) , ρ ∈ P ,

∑
nx
i=1 ciξi = ∑

nx
i=1

{
ciyL

i (t) if ci ≤ 0
ciyU

i (t) otherwise


(34)
= max

ξ ,ρ

{
cT f (t,ξ ,ρ)

∣∣∣∣ ξ ∈ Y (t) , ρ ∈ P ,

cTξ = 1
2 cT(yL(t)+ yU(t))+ 1

2 abs(c)T(yU(t)− yL(t))

}
(35)
= max

ξ ,ρ

{
cT f (t,ξ ,ρ)

∣∣ ξ ∈ Y (t) , cT
ξ =V [Y (t)](c) , ρ ∈ P

}
.

ut

The case of ellipsoidal enclosures is addressed by specializing the convex enclosure
as Y (t) := E (Q(t)). Like previously with standard differential inequalities, the result of
Theorem 2 is implied by the generalized differential inequalities in Theorem 3.

Proposition 3 Any functions κ : [0,T ]→ R++ and Q : [0,T ]→ Snx
+ satisfying Theorem 2,

with associated nonlinearity bounders Ω0 and Ωt , also satisfy Theorem 3 with Y (t) :=
{x̂(t)}⊕G(t)[P− p̂]⊕E (Q(t)).

Proof Noting that, for all c ∈ Rnx , V [E (Q(t))](c) =
√

cTQ(t)c, we have

V̇ [E (Q(t))](c) =
1

2
√

cTQ(t)c
cTQ̇(t)c . (36)

Assume, for a moment, that Q(t) is positive definite and c 6= 0, so that V̇ [E (Q(t))](c) ex-
ists almost everywhere. Substituting (17) in (36), and using the fact that ∑

nx
i=1 κi(t)Q(t)+

diag(κ(t))−1 diag rad(Ωt(Q(t)))2 is minimized by choosing

κ(t) =
cT diag rad(Ωt(Q(t)))√

cTQ(t)c
,

we have that

V̇ [E (Q(t))](c)≥ cTA(t)Q(t)c√
cTQ(t)c

+
∥∥cT diag rad(Ωt(Q(t)))

∥∥
1 , (37)

for all κ(t)> 0.
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The shifted state trajectories z(t, p) := x(t, p)− x̂(t)−G(t)[p− p̂] satisfy the ODE

ż(t, p) = f (t,z(t, p)+ x̂(t)+G(t)(p− p̂), p)− f (t, x̂(t), p̂)− [A(t)G(t)+B(t)](p− p̂)

=: φ(t,z(t, p), p) (38)

with z(0, p) = x0(p)− x̂(0)−G(0)(p− p̂) =: z0(p) .

By construction of the non-linearity bounder Ωt in (15) at a given t ∈ [0,T ], we thus have

φ(t,ξ ,ρ)−A(t)ξ ∈Ωt(Q(t)) ,

and ∥∥cT diag rad(Ωt(Q(t)))
∥∥

1 = max
ω∈Ωt (Q(t))

cT
ω ≥ cT [φ(t,ξ ,ρ)−A(t)ξ ] ,

for all (ξ ,ρ)∈ E (Q(t))×P and all c∈Rnx . In particular, choosing ξ := Q(t)c√
cTQ(t)c

∈ E (Q(t))

gives

∥∥cT diag rad(Ωt(Q(t)))
∥∥

1 ≥ max
ρ∈P

cT

[
φ

(
t,

Q(t)c√
cTQ(t)c

,ρ

)
−A(t)

Q(t)c√
cTQ(t)c

]
,

which after substitution into (37) yields

∀c ∈ Rnx , V̇ [E (Q(t))](c) ≥ max
ρ∈P

cT
φ

(
t,

Q(t)c√
cTQ(t)c

,ρ

)

= max
ρ,ξ

cT
φ(t,ξ ,ρ)

∣∣∣∣∣∣
ξ ∈ E (Q(t))
cTξ =V [E (Q(t))](c)
ρ ∈ P

 .

Likewise, by construction of the initial value non-linearity bounder Ω0 in (16), we have

V [E (Q(0))](c) =
√

cTQ(0)c≥
∥∥cT diag rad(Ω0)

∥∥
1 = max

ω∈Ω0
cT

ω ≥ cTz0(ρ) ,

for all ρ ∈ P and all c ∈ Rnx . Therefore, V [E (Q(t))](c) satisfies the generalized differential
inequalities (26) and corresponding initial condition.

The case that Q(t) is only positive semi-definite can be treated by approximating Q(t)
with a positive definite matrix Qε � 0 with ‖Qε(t)−Q(t)‖ < ε for any sufficiently small
ε > 0, then repeating the above construction with Qε instead of Q, and finally taking the
limit ε → 0. Notice that this argumentation is analogous to the strongly convex relaxation
of the set Y (t) with the set Yε(t) that was used in the proof of Theorem 3. ut

5.2 Propagation of Nonconvex Enclosures using Taylor Models

Convex enclosures of reachable sets can be conveniently computed using the unified frame-
work of generalized differential inequalities, for instance as interval vectors or ellipsoids.
Nonetheless, approximating nonconvex enclosures with convex sets can result in large over-
estimation, due to both the wrapping effect and the dependency problem. Clearly, the ability
to propagate nonconvex enclosures can help mitigate this overestimation.
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This section describes a novel way of propagating nonconvex enclosures of the reachable
set of the parametric ODE (1), whereby high-order polynomial approximations of the para-
metric ODE solutions are used in combination with the framework of generalized differen-
tial inequalities for bounding the approximation error. Specifically, let Pq

x : [0,T ]×P→Rnx

denote a qth-order polynomial approximant, and let the remainder function rq
x : [0,T ]×P→

Rnx be defined such that

∀(t, p) ∈ [0,T ]×P , rq
x (t, p) := x(t, p)−Pq

x (t, p) . (39)

It follows from differentiating (39) with respect to time that the remainder function rq
x satis-

fies the parametric ODE

ṙq
x (t, p) = f (t,Pq

x (t, p)+ rq
x (t, p) , p)−Ṗq

x (t, p) =: rq
f (t,r

q
x (t, p), p) , (40)

with initial condition rq
x (0, p) = x0(p)−Pq

x0(p), where Pq
x0 : P→ Rnx denotes a qth-order

polynomial approximation of x0 on P. The idea is to apply Theorem 3 for characterizing
pointwise-in-time convex enclosures Rq

x (t,P)⊇ {r(t, p)|p ∈ P}, and thus obtain a noncon-
vex enclosure of the reachable set in the form

X(t,P)⊆ {Pq
x (t, p) | p ∈ P}⊕Rq

x (t,P) .

The focus hereafter is on Taylor models [12, 39, 48], although alternative types of
polynomial approximation can be used in principle as long as these constructions can be
automated for general factorable functions. In the Taylor model approach, the polynomial
approximant Pq

x (t, ·) matches the qth-order Taylor expansion of x(t, ·) on P at a given ref-
erence point p̂ ∈ P [14]:

∀i{1, . . . ,nx} , ∀t ∈ [0,T ] , ∀p ∈ P , Pq
xi
(t, p) := ∑

γ∈Nnp ,
|γ|≤q

∂ γ xi(t, p̂)
γ!

(p− p̂)γ . (41)

That is, the time-varying coefficients of Pq
x are expressed as functions of the state-

sensitivities ∂ κ xi(·, p̂) of (1) up to order q at the reference points p̂. In particular, this con-
struction requires that the right-hand side function f and initial-value function x0 be at least
(q+1)-times continuously-differentiable in both x and p. Moreover, it requires that a system
of state-sensitivity equations of size O(nxnq

p) be integrated on [0,T ].

The application of differential inequalities to propagate interval bounds on the remain-
der function rq

x as Rq
x (t,P) :=

[
rL

xi
(t),rU

xi
(t)
]

was first investigated in [14]. The following
proposition follows directly on application of Theorem 1 to bound the solutions of (40).

Proposition 4 Consider the initial value problem (1), and assume that the right-hand side
function f is jointly continuous in (t,x, p) and (q+ 1)-times continuously-differentiable in
(x, p) on [0,T ], with q ≥ 1, and the initial-value function x0 is (q+ 1)-times continuously-
differentiable on P, with P⊂ Rnp compact. Let Pq

x : [0,T ]×P→ Rnx be defined as in (41),
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for a given reference point p̂ ∈ P. Let the functions rq,L
x ,rq,U

x : [0,T ]→ Rnx be Lipschitz-
continuous, with rq,L

x ≤ rq,U
x , and satisfy

a.e. t ∈ [0,T ] , ṙq,L
xi

(t)≤min
ξ ,ρ

 fi (t,Pq
x (t,ρ)+ξ ,ρ)−Ṗq

x (t,ρ)

∣∣∣∣∣∣∣
ξi = rq,L

xi
(t)

ξ ∈Rq
x (t,P)

ρ ∈ P

 (42)

ṙq,U
xi

(t)≥max
ξ ,ρ

 fi (t,Pq
x (t,ρ)+ξ ,ρ)−Ṗq

x (t,ρ)

∣∣∣∣∣∣∣
ξi = rq,U

xi
(t)

ξ ∈Rq
x (t,P)

ρ ∈ P

 (43)

for each i = 1, . . . ,nx, and
[
rL

xi
(0),rU

xi
(0)
]
⊇ {x0(p)−Pq

x0 | p ∈ P}, where Pq
x0 : Rnp →

Rnx is a truncated Taylor expansion of x0 on P at p̂. Then, X(t) ⊆ {Pq
x (t, p)|p ∈ P}⊕

[rq,L
x (t),rq,U

x (t)], for all t ∈ [0,T ].

In practice, the resulting enclosures are often found to be tighter than upon application of
the standard differential inequalities given by Theorem 1, especially as the expansion order
q increases. This trend is confirmed by the convergence analysis results in Sect. 6, where it
is established that the overestimation is of order (no less than) O(diam(P)q+1) for Taylor
models combined with differential inequalities, while it is normally of order O(diam(P))
with standard differential inequalities. Nonetheless, it is noteworthy that this trend is only
asymptotic as diam(P)→ 0, and so standard differential inequalities can outperform their
Taylor model counterparts for large parameter host sets. It is also worth noting that the
combination with Taylor models entails a scaling in the size of the bounding system not only
with nx but also with np and q as O(nxnq

p). A trade-off can therefore be expected between
the enclosure tightness and the increase in computational time for larger expansion orders.

The propagation of ellipsoidal enclosures for the remainder function rq
x as Rq

x (t,P) :=
E (Qq

x(t)) was recently investigated in [66] as well. One way of applying the ellipsoidal
bounding technique of Theorem 2 involves rewriting the ODE (40) in the form

ṙq
x (t, p) = A f (t)rq

x (t, p)+N f (t,rq
x (t, p), p, p̂) , (44)

with A f (t) :=
∂ f
∂x

(t,Pq
x (t, p̂) , p̂) and N f (t,r, p) := rq

f (t,r, p)−A f (t)r .

Then, assuming that nonlinearity bounders Ω
q
t (Q),Ω q

0 ∈ IRnx can be constructed at each
t ∈ [0,T ] such that

∀(r, p) ∈ E (Q)×P , N f (t,r, p) ∈Ω
q
t (Q) (45)

and ∀p ∈ P , x0(p)−Pq
x0
(p) ∈Ω

q
0 , (46)

the following proposition follows directly on application of Theorem 2 to (44).

Proposition 5 Consider the initial value problem (1), and assume that the right-hand side
function f is jointly continuous in (t,x, p) and (q+ 1)-times continuously-differentiable in
(x, p) on [0,T ], with q ≥ 1, and the initial-value function x0 is (q+ 1)-times continuously-
differentiable on P, with P ⊂ Rnp compact. Let Pq

x : [0,T ]× P → Rnx be defined as in
(41), for a given reference point p̂ ∈ P. Suppose that nonlinearity bounders Ω

q
t (Q) and Ω

q
0

satisfying (45) and (46), respectively, are available, with Ω
q
t locally Lipschitz-continuous in
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Q on [0,T ]. Let κ : [0,T ]→ Rnx
++ be a continuous function, and let Qq

x : [0,T ]→ Snx
+ be a

Lipschitz-continuous function satisfying

a.e. t ∈ [0,T ] , Q̇q
x(t)� A f (t)Qq

x(t)+Qq
x(t)A f (t)T +

nx

∑
i=1

κi(t)Qq
x(t) (47)

+diag(κ(t))−1 diag rad
(
Ω

q
t (Q

q
x(t))

)2
,

with Qq
x(0)� diag rad

(
Ω

q
0

)
. Then, X(t)⊆ {Pq

x (t, p)|p ∈ P}⊕E (Qq
x(t)) for all t ∈ [0,T ].

Like with differential inequalities, the propagation of an ellipsoidal enclosure of the
remainder term in a higher-order Taylor model is often found to improve upon the standard
ellipsoidal bounds given by Theorem 2. In particular, it can be shown that the enclosures
obtained by considering a first-order Taylor model with ellipsoidal remainder or a standard
ellipsoidal approach are identical when the nonlinearity bounders Ω0,Ωt in the latter are
derived from first-order Taylor models; that is, {x(t, p̂)}⊕G(t)(p− p̂) and P1

x (t, p) match
and so do Q(t) and Q1

x(t). Here again, a main limitation of Taylor models with ellipsoidal
remainders is the size of the bounding system, which scales as O(nxnq

p +n2
x).

Example 2 (continued) We revisit the Lotka-Volterra system (18,19) in the context of non-
convex enclosures based on Taylor models. Second-order Taylor models (q = 2) are con-
sidered, as expanded at the midpoint p̂ = (3,0)T and with centered remainder bounds. Both
differential inequalities-based bounds and ellipsoidal bounds are considered for the remain-
der function rq

x and are computed via, respectively, (42,43) and (47), both with equalities.
Further details about the numerical solution procedure will be given later on in Sect. 7.

The results at t = 1 are shown in Figure 2. The actual reachable set (shaded area)
is contained in the reachable set enclosure (thick solid line), for Taylor models with ei-
ther interval (left plot) or ellipsoidal (right plot) remainder bounds. The former is ob-
tained as the Minkowsky sum of {P2

x (t, p)|p ∈ P} (dashed line) and the remainder in-
terval [r2,L

x (t),r2,U
x (t)] (dotted lines); the latter, as the Minkowsky sum of {P2

x (t, p)|p ∈ P}
(dashed line) and the remainder enclosure E (Q2

x(t)) (dotted lines). In comparing Taylor
models with different remainder bounds, it is evident that the wrapping effect and the de-
pendency problem transfers to the enclosures of the remainder function, although the over-
estimation is greatly reduced in this example by the use of Taylor models. Also note that
Taylor models with ellipsoidal remainders outperform their interval remainder counterparts.
�

6 Convergence Analysis

We already argued in the introduction section that convergence properties of the computed
enclosures to the actual reachable set are important in application areas such as global or
robust optimization. This section investigates conditions under which a family of enclosures
Y (·,P) that satisfy the generalized differential inequality in Theorem 3 exhibits a certain
convergence order k ≥ 1 with respect to the parameter host set P. This generic result is then
specialized to interval enclosures, ellipsoidal enclosures, and Taylor models with convex
remainders as a means for deriving sharp bounds on their convergence order. The results are
illustrated with a numerical example.
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Fig. 2 Left plot: Second-order Taylor model with interval remainder {P2
x (t, p)|p ∈ P}⊕ [r2,L

x (t),r2,U
x (t)]

of the reachable set X(t,P) at t = 1. Right plot: Second-order Taylor model with ellipsoidal remainder
{P2

x (t, p)|p ∈ P}⊕ E (Q2
x(t)) of the reachable set X(t,P) at t = 1. The reachable set and the ellipsoidal

enclosure are represented with a shaded area and a thick solid line, respectively.

6.1 General Convergence Theorem

This subsection investigates the convergence properties of enclosure functions that satisfy
the generalized differential inequality (26,27). A formal definition of the convergence order
of (the image of) a set-valued function is given below. We formulate this definition in terms
of representable sets, which can be described exactly by a finite number of parameters. The
class of representable sets of interest hereafter are interval vectors and ellipsoids.

Definition 2 Let S (Kn) be a class of representable sets in Kn. A set-valued function Ψ :
S (Kn)→Km is said to have convergence order k ≥ 1 on a set Z ∈S (Kn), if there exists a
constant C < ∞ such that

diam(Ψ(W ))≤C diam(W )k ,

for all W ∈S (Kn) such that W ⊆ Z with sufficiently small diam(W ).

In practice, the maximization problem defining the right-hand side of (26) may not be
solved exactly and the application of Theorem 3 typically relies on the availability of an
upper-bounding function Bt : Rnx ×Knx ×Knp → R such that

∀(c,Y,Z) ∈ Rnx ×Knx ×Knp , Bt(c,Y,Z) ≥ max
ξ ,ρ

cT f (t,ξ ,ρ)

∣∣∣∣∣∣∣
ξ ∈ Y

ρ ∈ Z

cT
ξ =V [Y ](c)

 ,

as well as another upper-bounding function B0 : Rnx ×Knp → R such that

∀(c,Z) ∈ Rnx ×Knp , B0(c,Z) ≥ max
ρ

{
cTx0(ρ) | ρ ∈ Z

}
.

With this notation, the generalized differential inequality (26) can be rewritten in the form

a.e. t ∈ [0,T ] , V̇ [Y (t,Z)](c) = Bt(c,Y (t,Z),Z) with V [Y (0,Z)](c) = B0(c,Z) .
(48)

The following technical assumptions on the upper-bounding functions Bt and B0 are made
in order to analyze the convergence rate of the enclosure family Y (·,Z) with Z ⊆ P on [0,T ].
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Assumption 1 Let S (Knx
C ) a class of representable sets in Knx

C . There exist integers m,n≥
1 and a set of constants 0≤ L0, . . . ,Ln < ∞ such that the functions Bt and B0 satisfy

[V [Y ](c)+V [Y ](−c) ]n−1 [Bt(c,Y,Z)+Bt(−c,Y,Z)] (49)

≤
n

∑
i=0

Li diam(Y )n−i diam(Z)im

and B0(c,Z)+B0(−c,Z)) = O(diam(Z)m) (50)

for all c ∈ Rnx with ‖c‖ ≤ 1, all Y ∈S (Knx
C ), and all Z ⊆ P.

Theorem 4 Let Assumption 1 be satisfied with m ≥ 1 for a class S (Knx
C ) of repre-

sentable sets, and let the right-hand side function f (t, ·, ·) be locally Lipschitz-continuous.
If V [Y (·,Z)](c) : [0,T ]→ R denotes the solution of the initial value problem (48) for all
c ∈ Rnx and all Z ⊆ P, then Y (t, ·) has convergence order m on P, for all t ∈ [0,T ].

Proof From conditions (49,50) of Assumption 1 and by property (4), there exist an integer
n ≥ 1 and a set of constants 0 ≤ L0, . . . ,Ln < ∞, C0,≥ 1 and 0 ≤ C1 < ∞ such that the
solutions V [Y (·,Z)](c) to the initial value problem (48) also satisfy

a.e. t ∈ [0,T ] ,
d
dt

[V [Y (t,Z)](c)+V [Y (t,Z)](−c)]n

≤ n
n

∑
i=0

Li

C1

[
max

c′∈Rn,‖c′‖≤1
V [Y (t,Z)](c′)+V [Y (t,Z)](−c′)

]n−i

diam(Z)im

and V [Y (0,Z)](c)≤C0 diam(Z)m ,

for all c ∈ Rnx with ‖c‖ ≤ 1, and all Z ⊆ P with sufficiently small diam(Z). Then, we have

a.e. t ∈ [0,T ] ,
d
dt

[
max

c∈Rn,‖c‖≤1
V [Y (t,Z)](c)+V [Y (t,Z)](−c)

]n

≤ max
c∈Rn,‖c‖≤1

d
dt

[V [Y (t,Z)](c)+V [Y (t,Z)](−c)]n

≤ n
n

∑
i=0

Li

C1

[
max

c∈Rn,‖c‖≤1
V [Y (t,Z)](c)+V [Y (t,Z)](−c)

]n−i

diam(Z)im .

The result of the theorem follows from the application of Lemma 3, with the choice of
u(t) := max

c∈Rn,‖c‖≤1
V [Y (t,Z)](c)+V [Y (t,Z)](−c), and property (4). ut

6.2 Convergence Rate of Standard Differential Inequalities and Ellipsoidal Bounds

Starting with the case of standard differential inequalities as given in Theorem 1, we follow
the same approach as in the proof of Proposition 2 by defining

Bt(c,Y,Z) := cT mid(Ft(Y,Z))+ abs(c)T rad(Ft(Y,Z)) ,

with the range bounder Ft(Y,Z) :=
[

f L
t (Y,Z), f U

t (Y,Z)
]
∈ IRnx such that

[
f L
t (Y,Z), f U

t (Y,Z)
]
⊇

min
ξ ,ρ

 fi (t,ξ ,ρ)

∣∣∣∣∣∣∣
ξi = yL

i

ξ ∈ Y

ρ ∈ Z

 ,max
ξ ,ρ

 fi (t,ξ ,ρ)

∣∣∣∣∣∣∣
ξi = yU

i

ξ ∈ Y

ρ ∈ Z


 .
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for each i ∈ {1, . . . ,nx}. Provided that Ft is such that

∀Y ∈ IRnx , ∀Z ⊆ P , diam
(
F i

t (Y,Z)
)
≤ O(diam(Y ))+O(diam(Z)) , (51)

it is easy to see that condition (49) in Assumption (1) can be satisfied with m = n = 1 for the
class of representable sets S (Knx

C ) := IRnx . In particular, we note that if the right-hand side
function f (t, ·, ·) is locally Lipschitz-continuous on Y × Z, then its range converges with
order at least, but in general no better than, m = 1; see, e.g., [11, Lemma 1]. Moreover,
Ft can be evaluated using natural interval extensions or other convergent forms of interval
extensions.

Likewise, provided that a range bounder X0(Z) :=
[
xL

0 (Z),x
U
0 (Z)

]
∈ IRnx is available

such that

X0(Z) ⊇
[

min
ρ
{x0 (ρ)|ρ ∈ Z} ,max

ρ
{x0 (ρ)|ρ ∈ Z}

]
,

and ∀Z ⊆ P , diam(X0(Y,Z)) ≤ O(diam(Y ))+O(diam(Z)) , (52)

condition (50) can be satisfied with m = 1 as well. This is the case, in general, when the
initial value function x0 is (locally) Lipschitz-continuous and natural interval extensions are
used.

With this in mind, the following convergence result follows readily from Theorem 4.

Corollary 1 Consider the initial value problem (1), and let the right-hand side function
f and the initial value function x0 be locally Lipschitz-continuous in all their arguments.
For any subset Z ⊆ P with sufficiently small diam(Z), let the trajectories yL(·,Z),yU(·,Z) :
[0,T ]→ Rnx , with −∞ < yL(·,Z)≤ yL(·,Z)< ∞, be Lipschitz-continuous and satisfy

a.e. t ∈ [0,T ] , ẏL
i (t,Z) = f L

t,i(
[
yL(t,Z),yU(t,Z)

]
,Z)

ẏU
i (t,Z) = f U

t,i(
[
yL(t,Z),yU(t,Z)

]
,Z) ,

and yL
i (0,Z) = xL

0 (Z), yU
i (0,Z) = xU

0 (Z) .

If conditions (51) and (52) hold, then the reachable set enclosure Y (t, ·) :=
[
yL(t, ·),yU(t, ·)

]
has convergence order m≥ 1 on P for all t ∈ [0,T ].

A direct consequence of Corollary 1 is that the convergence rate of Y (t,P) towards the
actual reachable set X(t,P) as diam(P)→ 0, in the sense of the Hausdorff metric, is itself
(at least) linear; that is,

d
([

yL(t,P),yU(t,P)
]
,X(t,P)

)
≤ O(diam(P)) .

We show in the following example that this bound is sharp.

Example 1 (continued) We revisit the linear ODE system (9) in the context of convergence
analysis. For any interval vector Z := ρ[−1,1]2, with 0≤ ρ ≤ 1, we have

X(t,Z) =

(
cos(t) sin(t)
−sin(t) cos(t)

)
Z and Y (t,Z) = exp(t)Z , (53)

from which it can be established that dH(X(t,Z),Y (t,Z))≥ (exp(t)−1) diam(Z). �



24 M.E. Villanueva, B. Houska, and B. Chachuat

Next, we analyze the convergence rate of the ellipsoidal bounding method as formulated
in Theorem 2. The class of representable sets of interest in this case is S (Knx

C ) := E (Q),
with Q ∈ Snx

+ . Using (36), the tight version of the sufficient condition (17)—that is, with
equality—can be rewritten in the form of (48) with

Bt(c,E (Q),Z) :=

cT

[
A(t)Q+QA(t)T +

nx

∑
i=1

κi(t)Q+(diag(κ(t))−1 diag rad(Ωt(Q))2

]
c

2
√

cTQc
,

as parameterized by some continuous function κ : [0,T ]→ Rnx
++. It follows that

[V [E (Q)](c)+V [E (Q)](−c)] [Bt(c,E (Q),Z)+Bt(−c,E (Q),Z)] (54)

= 2cT

[
A(t)Q+QA(t)T +

nx

∑
i=1

κi(t)Q+(diag(κ(t))−1 diag rad(Ωt(Q))2

]
c

≤ ‖c‖2 (C1‖Q‖+C2‖diag rad(Ωt(Q))‖) ,

for some constants 0≤C1,C2 < ∞. By definition, a nonlinearity bounder Ωt satisfying (15)
can always be constructed such that

∀Q ∈ Snx , ∀Z ⊆ P , ‖diag rad(Ωt(Q))‖ ≤ O(diam(E (Q))2)+O(diam(Z)2) . (55)

Combining (54) and (55) gives

[V [E (Q)](c)+V [E (Q)](−c)] [Bt(c,E (Q),Z)+Bt(−c,E (Q),Z)]

≤ O
(

diam(E (Q))2
)
+O

(
diam(Z)4

)
,

for all c ∈ Rnx with ‖c‖ ≤ 1, all Q ∈ Snx with sufficiently small diam(E (Q)), and all Z ⊆ P
with sufficiently small diam(Z). Therefore, condition (49) is satisfied with m = n = 2 when
(55) holds. In practice, Ωt can be computed as the remainder of a first-order Taylor model
of f (t, ·, ·) at (x̂(t), p̂) on {x̂(t)}⊕G(t)[P− p̂]⊕E (Q)×P in the case that f (t, ·, ·) is twice
continuously-differentiable [12, 48].

Likewise, a nonlinearity bounder Ω0 satisfying (16) can be constructed such that

∀Z ⊆ P , ‖diag rad(Ω0)‖ ≤ O(diam(Z)2) , (56)

and condition (50) can thus be satisfied with m= 2 as well. For instance, Ω0 can be computed
as the remainder of a first-order Taylor model of x0 at p̂ on P provided that x0 is twice
continuously-differentiable.

The following convergence result follows readily from Theorem 4 based on the forego-
ing considerations.

Corollary 2 Consider the initial value problem (1), and let the right-hand side function f
and the initial value function x0 be continuously-differentiable in all their arguments. For
any subset Z ⊆ P with sufficiently small diam(Z), let the matrix-valued functions Q(·,Z) :
[0,T ]→ Snx be Lipschitz-continuous and such that

a.e. t ∈ [0,T ] , Q̇(t,Z) = A(t)Q(t,Z)+Q(t,Z)A(t)T +
nx

∑
i=1

κi(t)Q(t,Z)

+diag(κ(t))−1 diag rad(Ωt(Q(t,Z)))2

and Q(0,Z) = diag rad(Ω0)
2 ,
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where Ωt and Ω0 satisfy the conditions (55) and (56), and κ : [0,T ]→Rnx is such that κ(t)∈[
κL,κU

]
with 0 < κL ≤ κU < ∞. Then, the ellipsoidal bound E (Q(t, ·)) has convergence

order m≥ 2 on P for all t ∈ [0,T ].

A direct consequence of Corollary 2 is that the convergence rate of Y (t,P) := {x̂(t)}⊕
G(t)[P− p̂]⊕E (Q(t,P)) towards the actual reachable set X(t,P) when diam(P)→ 0 is itself
(at least) quadratic; that is,

d ({x̂(t)}⊕G(t)[P− p̂]⊕E (Q(t,P)) , X(t,P)) ≤ O
(

diam(P)2
)
.

The sharpness of this bound will be established indirectly in Example 3, by checking the
convergence rate of first-order Taylor models with ellipsoidal bounds.

6.3 Convergence of Taylor Models with Convex Remainder Bound

The following analysis of the convergence properties of the remainder bounds in Taylor
models assumes that the right-hand side function f (t, ·, ·) and the initial value function x0
are both (q+1)-times continuously-differentiable. Here, the bounders Bt are defined such
that

Bt(c,Y,Z) ≥ max
ξ ,ρ

cTrq
f (t,ξ ,ρ)

∣∣∣∣∣∣
ξ ∈ Y
ρ ∈ Z
cTξ =V [Y ](c)

 ,

with the remainder function rq
f given by (40). By construction, rq

f satisfies∥∥∥rq
f (t,ξ ,ρ)

∥∥∥ ≤ ∥∥∥∥ f (t,Pq
x (t,ρ) ,ρ)−Ṗq

x (t,ρ)+
∂ f
∂x

(t,ηξ ,ρ)ξ

∥∥∥∥ for some η ∈ [0,1]

≤ O(‖ρ− p̂‖q+1) + O(‖ξ‖) ,

for all (ξ ,ρ)∈ E (Qq
x(t))×P, where the last inequality follows by the convergence properties

of qth-order Taylor models [12, 48]. An enclosure R f ,t(Y,Z)⊇{rq
f (t,ξ ,ρ) | (ξ ,ρ)∈Y×Z}

in Knx
C satisfying

∀Y ∈Knx
C , ∀Z ⊆ P , diam

(
R f ,t(Y,Z)

)
≤ O(diam(Y ))+O(diam(Z)q+1) (57)

can thus be obtained, e.g., based on a qth-order Taylor model of f
(
t,Pq

x (t, ·) , ·
)

on Z as
well as on an interval extension of ∂ f

∂x (t, ·, ·) on Y ×Z. It follows that condition (49) can be
satisfied with m = q+1 and n = 1 if condition (57) holds.

Likewise, the bounder B0 is defined such that

B0(c,Z) ≥ max
ρ

{
cT [x0(ρ)−Pq

x0
(ρ)
]∣∣ρ ∈ Z

}
,

and an enclosure Rx0(Z)⊇ {x0(ρ)−Pq
x0(ρ) | ρ ∈ Z} in Knx

C satisfying

∀Z ⊆ P , diam
(
Rx0(Z)

)
≤ O(diam(Z)q+1) (58)

can be obtained, e.g., as the remainder of a qth-order Taylor model of x0. Therefore, condi-
tion (50) can be satisfied with m = q+1 if (58) holds.
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At this stage, we note that various parameterization of the remainder enclosure Y (·,Z)
can be used, given that conditions (49) and (50) are satisfied. For instance, both interval
remainders and ellipsoidal remainders can be propagated, as described in Sect. 5.2. These
variants differ in the way the bounders Bt and B0 are constructed, similar in essence to the
constructions in Sect. 6.2.

The following convergence result follows readily from Theorem 4 and the above con-
siderations.

Corollary 3 Consider the initial value problem (1), and let the right-hand side function
f and the initial value function x0 be (q+ 1)-times continuously-differentiable in all their
arguments. For any subset Z⊆P with sufficiently small diam(Z), let the set-valued functions
Y (·,Z) : [0,T ]→ Knx

C be such that V [Y (·,Z)](c) is locally Lipschitz-continuous and satisfy
(48) for all c ∈ Rnx . If conditions (57) and (58) hold, then the remainder bound Rq

x (Y (t, ·))
has convergence order m≥ q+1 on P for all t ∈ [0,T ].

In turn, the convergence rate of the qth-order Taylor models Pq
x (t,P)⊕Rq

x (t,P) to the
actual reachable set X(t,P) as diam(P)→ 0 is of order (at least) q+1. For applications in
global optimization however, bounding the multivariate polynomial part too presents some
challenges. A variety of range-bounding strategies for the Taylor polynomial part have been
proposed, some of which enjoy quadratic or higher convergence rate to the actual polynomial
range; see, e.g., [33, 35, 48].

In order to keep our considerations general, we assume here that a set-valued function
T q

x (·,P) : [0,T ]→ Rnx is available such that

∀t ∈ [0,T ] , T q
x (t,P)⊇{Pq

x (t, p)|p∈P} and d (Pq
x (t,P) ,T

q
x (t,P))≤O

(
diam(P)φ(q)

)
,

for a known order function φ : N→ N. It follows from the triangular inequality (for the
Hausdorff metric d) that

∀t ∈ [0,T ] , d (T q
x (t,P)⊕Rq

x (t,P) , X(t,P))≤ O
(
‖P‖min{φ(q),q+1}

)
.

The convergence properties of Taylor models with interval and ellipsoidal remainder
bounds are illustrated in the following example, which assumes exact range bounding of the
multivariate polynomial part.

Example 3 The dynamic model of an artificial genetic circuit with three states [69], known
as repressilator, is considered:

ẋ1 =
p1

1+ x3
3
− p2x1 + p3, with x1(0) = 5.5 (59)

ẋ2 =
p1

1+ x3
1
− p2x2 + p3, with x2(0) = 3.5 (60)

ẋ3 =
p1

1+ x3
2
− p2x3 + p3, with x3(0) = 4.5 , (61)

with p∈ P := ([215,216] [0.995,1.005] [1.495,1.505])T. Taylor models are propagated con-
tinuously in time to enclose the reachable set X(t,P) of (59-61). These estimators are con-
structed in the same way as earlier in Example 2 and further details about the numerical
solution procedure will be given in Sect. 7 below.

The left plot of Figure 3 shows the projection of X(t,P) (shaded area) onto x1, as well as
the projections of the corresponding Taylor model enclosures Pq

x (t,P)⊕Rq
x (t,P) for both
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interval remainder bounds (dashed lines) and ellipsoidal remainder bounds (solid lines).
Notice how increasing the Taylor model order q, here from q = 1 to 5, delays the time
when the enclosure size blows up. Moreover, enclosing the remainder within ellipsoidal
bounds instead of interval bounds provides tighter bounds in this case. The right plot of
Figure 3 illustrates the corresponding convergence rate of dH(P

q
x (t,P)⊕Rq

x (t,P),X(t,P))
at time t = 10 as diam(P)→ 0. It is found that all qth-order Taylor enclosure converge with
order q+1, in agreement with the theory, for both types of remainder enclosures. This also
establishes that the convergence bounds derived previously are indeed sharp. �

Fig. 3 Left plot: Projections onto x1 of the reachable set X(t) and the enclosures Pq
x (t,P)⊕Rq

x (t,P) for
both interval and ellipsoidal remainder bounds. Right plot: Convergence of the Taylor model enclosure to the
actual reachable set at t = 10 in the Hausdorff metric dH(P

q
x (t,P)⊕Rq

x (t,P),X(t,P)). The reachable set is
represented with a shaded area and the Taylor model enclosures with interval and ellipsoidal remainders with,
respectively, dashed lines and solid lines.

7 Numerical Implementation and Case Study

This section describes the main implementation details for the bounding approaches pre-
sented in Sect. 5, before investigating a more challenging case study.

The main difficulty in using the sufficient conditions in Theorems 1 and 2 and Proposi-
tions 4 and 5 for computing bounds on the parametric solutions of (1) is constructing and
evaluating the right-hand sides of the auxiliary bounding systems (7,8), (17), (42,43) and
(47), respectively. Our implementation assumes that the right-hand side function f in (1)
and the corresponding initial value function x0 are both factorable. We use verified libraries
such as PROFIL (http://www.ti3.tu-harburg.de/) for interval analysis as well as the
library MC++ [43] for Taylor model arithmetic. For numerical ODE integration, we use
explicit Runge-Kutta schemes as this avoids computing the Jacobian of the right-hand side
of the auxiliary ODEs. More specifically, our implementation relies on the explicit solvers
with adaptive step-size control available as part of the GNU Scientific Library (GSL)—
function gsl odeiv2 in GSL ver. 1.5. The developed continuous-time set-propagation code
comes in the form of a C++ class called ODEBND GSL, which is made freely available at:
http://www3.imperial.ac.uk/environmentenergyoptimisation/software.

http://www3.imperial.ac.uk/environmentenergyoptimisation/software
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Standard Differential Inequalities Technique Theorem 1 is applied with equalities in (7,8),
and the resulting 2nx lower- and upper-bounding ODEs are integrated all together, forward
in time, as they are coupled. At a given time t ∈ [0,T ], the right-hand sides of these ODEs are
evaluated component-wise. For instance, the right-hand side of the ith lower-bounding ODE
(7) is evaluated by taking the lower bound from the natural interval extension of fi(t, ·, ·) on
Li×P, with Li

i := {minYi(t)} and Li
j := Yj(t) if j 6= i.

Ellipsoidal Bounding Technique Theorem 2 is applied with equality in (17), and the ODEs
describing x̂(t), G(t) and Q(t) are integrated all together, forward in time. Of the alterna-
tives to construct the right-hand sides of these auxiliary ODEs at a given time t ∈ [0,T ],
our implementation considers a q′th-order Taylor model of f (t, ·, ·) at (x̂(t), p̂) on Ξt ×P,
with q′ ≥ 1 and where Ξt denotes the interval hull of x̂(t)⊕G(t)[P− p̂]⊕E (Q(t)) and the
reference point p̂ is the midpoint of P. Writing such a Taylor model in the form

∀(ξ ,ρ) ∈ Ξt ×P , f (t,ξ ,ρ) ∈ c ft +Lx
ft (ξ − x̂(t))+Lp

ft (ρ− p̂)+B ft ,

with c ft ∈ Rnx , Lx
ft ∈ Rnx×nx , Lp

ft ∈ Rnx×np and B ft ∈ IRnx , it follows that B ft can be used as
the nonlinearity bounder Ωt in (15) and the right-hand side of the auxiliary bounding ODE
system can be evaluated as

˙̂x(t) = c ft

Ġ(t) = Lp
ft

Q̇(t) = (Lx
ft )Q(t)+Q(t)(Lx

ft )
T +

nx

∑
i=1

κi(t)Q(t)+diag(κ(t))−1 diag rad
(
B ft
)2

.

The ellipsoidal parameterization κ(t) in the latter ODE is so chosen as to minimize tr Q̇(t).
A direct evaluation of κ(t) as

∀t ∈ [0,T ] , κ(t) =
rad(B ft )√

trQ(t)
,

would nonetheless result in κ(t) → 0 as diam(E (Q(t))) → 0, thereby impairing the
quadratic convergence property established in Corollary 2. The following modification

∀t ∈ [0,T ] , ∀i ∈ {1, . . . ,N} , κi(t) =

√
ai(t)+ ε

TOL
√

ai(t)+ ε +
√

b(t)+ ε
(62)

with ai(t) =
1

si(t)
rad(B ft ) , b(t) = tr

(
diag(s(t))−1 Q(t)

)
,

and with scaling factors si(t) = 1 or si(t) = xi(t)2, ensures that κ(t) ≥ 1
1+TOL > 0 for

all t ∈ [0,T ]—and hence quadratic convergence. Our implementation uses ε = 2−52 and
TOL = 10−6 as default values. Finally, initial conditions for the auxiliary bounding ODEs
are evaluated as

x̂(0) = cx0 , G(0) = Lx0 and Q(0) = diag rad
(
Bx0

)2
,

based on a q′th-order Taylor model of x0 at p̂ on P given in the form

∀ρ ∈ P , x0(ρ) ∈ cx0 +Lx0(ρ− p̂)+Bx0 ,

with cx0 ∈ Rnx , Lx0 ∈ Rnx×np and Bx0 ∈ IRnx . Our implementation considers second-order
Taylor models of f (t, ·, ·) and x0 by default, i.e. q′ = 2. The use of higher-order Taylor
models can provide tighter enclosures by capturing more dependencies in some cases, but
this also causes a significant computational overhead.
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Taylor Model with Differential Inequalities Bounding Technique A qth-order Taylor model
with interval remainder, (Pq

x (t, ·), [rq,L
x (t),rq,U

x (t)]), is computed based on Proposition 4
with equalities in (42,43). The 2nx remainder bounds are propagated together with the coeffi-
cients ∂ κ x(·, p̂) of the Taylor polynomial (41), forward in time. At a given time t ∈ [0,T ] and
for each component i = 1, . . . ,nx, our implementation computes a qth-order Taylor model
on P at p̂ of the composite function

fi(t,(Pq
x (t, ·),Li

x), ·) =: (Pq
fi
,L fi) , with Li

x j
:=

{
[rq,L

x j (t),rq,U
x j (t)] if i 6= j,

{rq,L
xi (t)} otherwise.

By construction, the coefficients of the multivariate polynomial Pq
fi

match the time deriva-
tives ∂ κ ẋ(t, p̂) of the polynomial coefficients in (41), and the lower bound (minL fi) provides
the right-hand side of (42). The right-hand side of (43) is constructed in a likewise manner.

Taylor Model with Ellipsoidal Remainder Bounding Technique A qth-order Taylor model
with ellipsoidal remainder, (Pq

x (t, ·),Qq
x(t)), is computed based on Proposition 5 with equal-

ity in (47). Here, the shape matrix Qq
x of the ellipsoidal remainder is propagated with the

coefficients ∂ κ x(·, p̂) of the Taylor polynomial (41), forward in time. Of the alternatives
to construct the right-hand sides of these auxiliary ODEs at a given time t ∈ [0,T ], one
approach—referred to as the full approach subsequently—involves computing a qth-order
Taylor model (with interval remainder) of the composite function f (t,Pq

x (t, p) + r, p) at
(0, p̂) for (r, p) ∈ Rt ×P, where Rt denotes the interval hull of E (Qq

x(t)). Writing such a
Taylor model in the form

∀(r,ρ) ∈ Rt ×P , f (t,Pq
x (t,ρ)+ r,ρ) ∈ ∑

γ∈Nnp

|γ|≤q

α ft ,γ(ρ− p̂)γ +Lr
ft r+B ft ,

with α ft ,γ ∈ Rnx , Lr
ft ∈ Rnx×nx and B ft ∈ IRnx , we have that Lr

ft and B ft can be used, respec-
tively, as the matrix A f (t) in (44) and as the nonlinearity bounder Ω

q
t in (45); that is, the

right-hand side of the auxiliary bounding ODE system can be evaluated as

∂
γ ẋ(t, p̂) = α ft ,γ , for all γ ∈ Nnp , with |γ| ≤ q

Q̇q
x(t) = (Lr

ft )Qq
x(t)+Qq

x(t)(L
r
ft )

T +
nx

∑
i=1

κi(t)Qq
x(t)+diag(κ(t))−1 diag rad

(
B ft
)2

.

Moreover, the ellipsoidal parameterization κ(t) in (47) is chosen in a similar way as (62),
here for minimizing tr Q̇q

x(t), possibly after scaling.

The full approach involves Taylor expanding the function f (t,Pq
x (t, p) + r, p) jointly in

(r, p) up to order q, which can prove computationally demanding when either the dynamic
system size nx or the expansion order q is large. An alternative approach—referred to as the
mean-value approach hereafter—proceeds in two steps:

i. Compute a qth-order Taylor model (with interval remainder) of the composite function
f (t,Pq

x (t, ·), ·) at p̂ on P:

∀ρ ∈ P , f (t,Pq
x (t,ρ),ρ) ∈ ∑

γ∈Nnp

|γ|≤q

α ft ,γ(ρ− p̂)γ +B0
ft ,

with α ft ,γ ∈ R and B0
ft ∈ IRnx ;
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ii. Compute a q′th-order Taylor model (with interval remainder) of the Jacobian matrix
∂ f
∂x (t,P

q′
xt (p)+ r, p) at (0, p̂) for (r, p) ∈ Rq′

xt ×P, with 0≤ q′ ≤ q and where (Pq′
xt ,R

q′
xt )

is a q′th-order Taylor model of x(t, ·) on P at p̂:

∀(r,ρ) ∈ Rq′
xt ×P ,

∂ f
∂x

(t,Pq′
xt (ρ)+ r,ρ) ∈C∂x ft +B∂x ft ,

with C∂x ft ∈ Rnx×nx and B∂x ft ∈ IRnx×nx .

By construction, C∂x ft can be used as the matrix A f (t) in (44), whereas B0
ft + (B∂x ft −

C∂x ft )R
q′
xt can be used as the nonlinearity bounder Ω

q
t in (45). This way, the right-hand side

of the auxiliary bounding ODE system can be evaluated as

∂
γ ẋ(t, p̂) = α ft ,γ , for all γ ∈ Nnp , with |γ| ≤ q

Q̇q
x(t) = (C∂x ft )Qq

x(t)+Qq
x(t)(C∂x ft )

T +
nx

∑
i=1

κi(t)Qq
x(t)

+diag(κ(t))−1 diag rad
(

B0
ft +(B∂x ft −C∂x ft )R

q′
xt

)2
.

Our implementation of the simplified approach uses the automatic differentiation package
FADBAD++ (http://www.fadbad.com/fadbad.html) in order to compute the Jacobian
matrix ∂ f

∂x and first-order Taylor models are used to bound the entries of this matrix by
default (q′ = 1). The use of second- or higher-order Taylor models can provide tighter en-
closures by capturing more dependencies, but this also causes a significant computational
overhead.

7.1 Case Study: Anaerobic Digestion

Consider the following six-state model representing the dynamics of an anaerobic digester,
as originally proposed by [7]. Enclosing the solutions of this model is challenging as it
features complex dynamics due to pH self-regulation and liquid-gas transfer. Moreover, the
system presents both fast dynamics on a time-scale of hours and slow dynamics on a time-
scale of days.

Ẋ1 = (µ1(S1)−αD)X1 (63)

Ẋ2 = (µ2(S2)−αD)X2 (64)

Ṡ1 = D(Sin
1 −S1)− k1µ1(S1)X1 (65)

Ṡ2 = D(Sin
2 −S2)+ k2µ1(S1)X1− k3µ2(S2)X2 (66)

Ż = D(Zin−Z) (67)

Ċ = D(Cin−C)−qCO2 + k4µ1(S1)X1 + k5µ2(S2)X2 , (68)

with

qCO2 := kLa(C+S2−Z−KHPCO2) (69)

PCO2 :=
φCO2 −

√
φ 2

CO2
−4KHPt(C+S2−Z)

2KH
(70)

http://www.fadbad.com/fadbad.html
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φCO2 :=C+S2−Z +KHPt +
k6

kLa
µ2(S2)X2 (71)

µ1(S1) := µ̄1
S1

S1 +KS1

(72)

µ2(S2) := µ̄2
S2

S2 +KS2 +S2
2/KI2

. (73)

In this case study, uncertainty is in the initial conditions only, while all of the other model
parameters are considered constant; these values are taken from [7] and summarized in
Table 1 for the sake of reproducibility.

Table 1 Parameters in the anaerobic digestion model (63,73).

Parameter Value Parameter Value

µ̄1 1.2 day−1 k1 42.14 g(COD)g(cell)−1

KS1 7.1 g(COD)L−1 k2 116.5 mmolg(cell)−1

µ̄2 0.74 day−1 k3 268.0 mmolg(cell)−1

KS2 9.28 mmolL−1 k4 50.6 mmolg(cell)−1

KI2 256 mmolL−1 k5 343.6 mmolg(cell)−1

kLa 19.8 day−1 k6 453.0 mmolg(cell)−1

KH 16 mmolL−1 atm−1 Sin
1 5 g(COD)L−1

Pt 1 atm Sin
2 80 mmolL−1

α 0.5 − Zin 50 mmolL−1

D 0.4 day−1 Cin 0 mmolL−1

First, we consider initial conditions as X1(0) ∈ 0.5 × [0.94,1.06] g(COD)L−1,
X2(0) ∈ [0.94,1.06] g(COD)L−1, S1(0) = 1 g(COD)L−1, S2(0) = 5 mmolL−1, Z(0) =
50 mmolL−1, and C(0) ∈ 40× [0.94,1.06] mmolL−1; that is, the model contains three un-
certain quantities. Projections onto the variables X1 and S2 of the actual reachable set and of
the enclosures obtained with standard differential inequalities and the ellipsoidal bounding
technique as well as their Taylor model counterparts for various expansion orders are shown
in Fig. 4. Standard differential inequalities are found to produce rather weak bounds here,
blowing up after about t ≈ 0.09 day. Combining Taylor models with differential inequali-
ties delays this blow up time significantly, up to about t ≈ 4.01 day with 4th-order Taylor
models. In comparison, bounds computed with the ellipsoidal technique blow up around
t ≈ 1.61 day, thus outperforming 2nd-order Taylor models with differential inequalities re-
mainder bounds. When used in combination with ellipsoidal remainder bounds, Taylor mod-
els delay the blow up time significantly as well. It is even observed that 4th- or higher-order
Taylor models with ellipsoidal remainder bounds can stabilize the reachable set enclosure
for this level of uncertainty; that is, the bounds converge to the actual steady-state values as
t → ∞. These remarkable stability properties of the auxiliary bounding system will be the
topic of a follow-up paper.

The results reported in Table 2 are for reduced uncertainty in the initial conditions as
X1(0)∈ 0.5× [0.98,1.02] g(COD)L−1, X2(0)∈ [0.98,1.02] mmolL−1, S1(0)= 1 mmolL−1,
S2(0) = 5 mmolL−1, Z(0) = 50 mmolL−1, and C(0) ∈ 40× [0.98,1.02] mmolL−1. Here
again, standard differential inequalities produce the weakest bounds, with a blow up time
of t ≈ 0.40 day. The use of ellipsoidal calculus improves the bounds significantly, by de-
laying the blow up time to t ≈ 1.99 day and t ≈ 13.52 day when the nonlinearity bounder
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Fig. 4 Projections onto X1 (top plot) and C (bottom plot) of the reachable set X(t) and the enclosures Y (t)
computed with various approaches. The reachable set is represented with a shaded area. The enclosures
labelled with q= 0 correspond to standard differential inequalities (dashed lines) and the ellipsoidal bounding
approach (solid lines). The enclosures labelled q = 2, 3 and 4 are Taylor model enclosures with interval
remainders (dashed lines) and ellipsoidal remainders (with full approach; solid lines).

Ωt is constructed by using, respectively, 1st-order and 2nd-order Taylor models. The use
of Taylor models as a means of propagating nonconvex enclosures provides tighter bounds
as the Taylor model order is increased, which illustrates well the advantage of bounding
techniques enjoying higher-order Hausdorff convergence. Ellipsoidal remainder bounds are
found to outperform differential inequalities remainder bounds in this case as well. In par-
ticular, all three variants of Taylor models with ellipsoidal remainders appear to stabilize
the reachable set enclosures for small Taylor expansion orders—as small as q = 2 in the
mean-value approach with q′ = 1.

Comparisons of computational performance are made for a fixed integration horizon of
t ∈ [0,4]. As far as Taylor model-based techniques are concerned, the number of right-hand
side evaluations—and therefore the number of integration steps—increases slowly with the
Taylor expansion order between q = 2, . . . ,5, which is due to a larger size of the auxiliary
bounding system while the tolerances remain unchanged. For a particular Taylor expansion
order q, the use of various bounding schemes for the Taylor remainder does not affect the
number of right-hand side evaluations though; this suggests that the step-size is mainly deter-
mined by the propagation of the Taylor polynomial here. Regarding CPU times, a significant
increase is observed in the full approach of ellipsoidal remainder bounds with the Taylor ex-
pansion order between q = 2, . . . ,5 compared to differential inequalities remainder bounds.
This computational burden is greatly reduced by the use of the mean-value approach with
either q′ = 0 or 1. In particular, the ellipsoidal remainder bound variant with q′ = 0 appears
to be both faster and to provide tighter bounds than the differential inequalities remainder
bound technique as well as the standard ellipsoidal bounding technique.



Unified Framework for the Propagation of Continuous-Time Enclosures for Nonlinear ODEs 33

Table 2 Comparison of computational performance for various continuous-time enclosure methods. The
numerical integration algorithm used is the explicit embedded Runge-Kutta-Fehlberg (4, 5) method in GSL,
with relative tolerance RTOL = 10−6 and absolute tolerance ATOL = 10−8. The reported CPU times are
for an IntelTM CORETMi7 vProTM (4× 2.1 GHz) computer with 8Gb RAM, running Ubuntu 12.04.3 LTS
(GNU/Linux 3.5.0-45-generic x86 64) and gcc version 4.7.3 (with -O2 compilation option).

Differential inequalities (DI) and ellipsoidal bounding (EB) techniques
Technique q DI EB (q′ = 1) EB (q′ = 2)
Blow up time [day] 0.39 1.99 13.55
RHS evaluations for t ∈ [0,4] N/A N/A 812
CPU time in [s] for t ∈ [0,4] N/A N/A 0.54

Taylor model (TM) w/ differential inequalities remainder bounds
TM Order q 2 3 4 5
Blow up time [day] 3.07 5.31 7.58 9.89
RHS evaluations for t ∈ [0,4] N/A 1,077 1,191 1,272
CPU time in [s] for t ∈ [0,4] N/A 0.39 0.72 1.33

Taylor model (TM) w/ ellipsoidal remainder bounds – Mean-value approach (q′ = 0)
TM Order q 2 3 4 5
Blow up time [day] 4.23 11.12 ∞ ∞

RHS evaluations for t ∈ [0,4] 972 1,077 1,191 1,272
CPU time in [s] for t ∈ [0,4] 0.14 0.23 0.41 0.71

Taylor model (TM) w/ ellipsoidal remainder bounds – Mean-value approach (q′ = 1)
TM Order q 2 3 4 5
Blow up time [day] ∞ ∞ ∞ ∞

RHS evaluations for t ∈ [0,4] 954 1,077 1,191 1,272
CPU time in [s] for t ∈ [0,4] 0.98 1.20 1.47 1.85

Taylor model (TM) w/ ellipsoidal remainder bounds – Full approach
TM Order q 2 3 4 5
Blow up time [day] 39.84 ∞ ∞ ∞

RHS evaluations for t ∈ [0,4] 954 1,077 1,191 1,272
CPU time in [s] for t ∈ [0,4] 0.35 1.49 6.35 26.37

8 Conclusions

This paper has presented a unified framework for continuous-time propagation of enclo-
sures for the reachable set of parametric nonlinear ODEs. The main contribution is the for-
mulation of a generalized differential inequality, which provides sufficient conditions for
the construction of convex enclosures. This framework has been shown to encompass the
classical theory of differential inequalities as well as the ellipsoidal bounding technique.
Besides being directly applicable for the construction of other types of convex enclosures,
it can also be used for constructing nonconvex enclosures via its combination with Tay-
lor models. Another principal contribution has been using this generalized differential in-
equality to analyze the convergence properties of various kinds of enclosures, namely in-
terval, ellipsoidal, and Taylor model bounds. Sharp bounds on the convergence order of
these methods have been obtained and illustrated with numerical examples. Finally, imple-
mentation details for the various bounding techniques have been outlined, and we recall
that the developed C++ code can be obtained freely at: http://www3.imperial.ac.uk/
environmentenergyoptimisation/software. The numerical case study of a six-state
dynamic model of anaerobic digestion has shown the superior stability properties of noncon-
vex set-propagation techniques based on Taylor models with ellipsoidal remainder bounds
compared to either Taylor models with differential inequalities remainder bounds or convex

http://www3.imperial.ac.uk/environmentenergyoptimisation/software
http://www3.imperial.ac.uk/environmentenergyoptimisation/software
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set-propagation techniques. On the whole, this approach appears to be well suited for use in
global and robust dynamic optimization.
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A Technical Lemmata

The following two lemmata are used in the proof of Theorem 3. Although variants of these results can be
found in the literature [23], we provide short proofs for the sake of completeness.

Lemma 1 Let ϕ : Rn→ Rm be a continuous function. For any compact set D⊂ Rn and any finite tolerance
ε > 0, there exists a smooth function ϕε : Rn→ Rm such that

∀x ∈ D , ‖ϕε (x)−ϕ(x)‖ ≤ α(ε) , (74)

for some continuous function α : R+→ R+ with α(0) = 0.

Proof The proof follows by applying well-known standard analysis techniques [23], and we only summarize
the main idea here. Let σε : Rn→R, ε > 0 be a family of smooth functions parameterized in ε > 0, such that



Unified Framework for the Propagation of Continuous-Time Enclosures for Nonlinear ODEs 37

σε (x) = 0 for all x with ‖x‖ ≥ ε and
∫
Rn σε (x)dx = 1. Of the alternatives for constructing such a family of

‘mollifier’ functions, we consider the function

σε (x) :=

{
C(ε)exp

(
1

‖x‖2−ε2

)
if ‖x‖< ε

0 otherwise

}
with C(ε) :=

∫
‖x‖≤ε

exp
(

1
‖x‖2− ε2

)
dx .

In turn, the function ϕε can be defined as the convolution

∀x ∈ Rnx , ϕε (x) :=
∫
Rnx

σε (x− y)ϕ(y)dy ,

which is smooth by construction for any ε > 0. Observe that the function α : R+→ R+ defined by

∀ε ≥ 0, α(ε) := max
x∈D

max
y
{‖ϕ(x)−ϕ(y)‖ | ‖y− x‖ ≤ ε} ,

is is continuous since ϕ is itself continuous and D is compact, and such that α(0) = 0. In particular, this
choice of α satisfies the condition (74). ut

Lemma 2 Let Y : [0,T ]→Knx
C be a set-valued function such that V [Y (·)](c) is differentiable and V̇ [Y (·)](c)

is bounded for all c ∈ Rnx with cTc = 1. Then, there exists a family of functions gε : [0,T ]×Rnx → R pa-
rameterized by ε ≥ 0, such that gε (t, ·) is strictly convex and smooth for all ε > 0 and all t ∈ [0,T ], and the
associated sets Yε (t) := {x ∈ Rnx | gε (t,x)≤ 0} satisfy

∀ε ≥ 0, ∀t ∈ [0,T ] , Y (t)⊆ Yε (t) and dH(Y (t),Yε (t))≤ α(ε) ,

∀ε ≥ 0, ∀t ∈ [0,T ] , ∀c ∈ Rnx with cTc = 1, V̇ [Yε (t)](c)≥ V̇ [Y (t)](c)+Lα(ε) (75)

for some continuous function α : R+→ R+ with α(0) = 0, and any constant 0≤ L < 1
T .

Proof A proof can be obtained by passing through two steps.

S1 We start with any smooth function νε (t, ·) : Rnx → R such that

∀ε > 0, ∀c∈Rnx with cTc= 1, ∀t ∈ [0,T ], νε (t,c)≥ V̇ [Y (t)](c) and
∥∥νε (t,c)−V̇ (t,c)

∥∥≤α1(ε) ,

for some continuous function α1 : R+→ R+ with α1(0) = 0. Such a function is guaranteed to exist by
Lemma 1. Then, we define the set-valued function Zε : [0,T ]→Knx

C such that

∀c ∈ Rnx with cTc = 1, V [Zε (t)](c) := V [Y(0)](c)+
∫ t

0
νε (τ,c)dτ .

The following properties hold by construction of Zε , for every ε > 0:
a) For all c ∈ Rnx with cTc = 1, the function V [Zε (·)](c) is differentiable on [0,T ], and we have

∀c ∈ Rnx with cTc = 1, ∀t ∈ [0,T ] , V̇ [Zε (t)](c) ≥ V̇ [Y (t)](c) .

b) dH(Zε (t),Y (t))≤ T α1(ε), by property (6).

S2 We construct the set-valued function

Yε (t) := Zε (t)⊕ [T α1(ε)+ tLα(ε)] Bnx with α(ε) :=
2T

1−T L
α1(ε) ,

with 0 ≤ L < 1
T . Note that the function α is continuous and non-negative and it satisfies α(0) = 0 by

definition. Therefore, we have Yε (t) ⊇ Y (t) since Yε (t) ⊇ Zε (t) and dH(Yε (t),Zε (t)) ≥ dH(Zε (t),Y (t)).
It follows from Property a) that

V̇ [Yε (t)](c) = V̇ [Zε (t)](c)+Lα(ε)

≥ V̇ [Y (t)](c)+Lα(ε) ,
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for all t ∈ [0,T ], all c ∈ Rnx with cTc = 1, and all ε ≥ 0. Moreover, by Property b), we have

dH(Yε (t),Y (t))≤ dH(Zε (t),Y (t))+α0(ε)+T α1(ε)+T Lα(ε)

≤ 2α0(ε)+2T α1(ε)+T Lα(ε)

= α(ε) ,

for all t ∈ [0,T ], and all ε ≥ 0. Finally, by Theorem 1 in [6], there exists a functions gε : [0,T ]×Rnx →R
such that Yε (t) =: {x∈Rnx | gε (t,x)≤ 0} and gε (t, ·) is convex and smooth for all ε ≥ 0 and all t ∈ [0,T ].
In order for gε (t, ·) to be strictly convex for all ε > 0, one can always add a strictly convex and smooth
term of order O(ε) that is negative on the compact sets

⋃
t∈[0,T ]Yε (t). ut

The following lemma is used in the proof of Theorem 4. The result allows one to bound the solution of a
particular parametric differential inequality and can be regarded as a generalization of Gronwall’s lemma [24].

Lemma 3 Let v ∈ R+ and let u : [0,T ]→ R be a Lipschitz-continuous function satisfying the parametric
differential inequality

a.e. t ∈ [0,T ] ,
d
dt
[u(t)]n ≤ n

n

∑
i=0

Li u(t)n−i vim with u(0)≤C0vm , (76)

for some integers m,n ≥ 1 and a set of constants 0 ≤ L0, . . . ,Ln < ∞ and C0 ≥ 1. Then, u(t) ≤
C0 exp(∑n

i=0 Lit) vm, for all t ∈ [0,T ].

Proof The proof proceeds in two steps. It is assumed first that the function u is differentiable on [0,T ]. Then,
it is argued that the result still holds in extending this class of functions to Lipschitz-continuous.

Assuming that u is differentiable on [0,T ] and discretizing the differential inequality (76) with a step-size
h := T

N for a large enough N ∈ N gives

∀k ∈ {0,N−1} , [u((k+1)h)]n ≤[u(kh)]n +hn
n

∑
i=0

Li (u(kh))n−i vim +hα(h) ,

for some continuous function α : R+→ R+ with α(0) = 0. Now, supposing that u(kh)≤Ck vm with Ck ≥ 1,
we have

[u((k+1)h)]n ≤ (Ck+1)
n vnm + hα(h) with (Ck+1)

n :=

(
1+hn

n

∑
i=0

Li

)
(Ck)

n ≥ 1 .

In particular, the definition of (Ck+1)
n uses the result that

(Ck)
n +hn

n

∑
i=0

Li(Ck)
n−i ≤

(
1+hn

n

∑
i=0

Li

)
(Ck)

n ,

for all Ck ≥ 1. It follows by induction that u(kh)≤Ck vm +hα(h) for each k = 0, . . . ,N, with

Ck =

(
1+hn

n

∑
i=0

Li

)k/n

C0 .

Let t ∈ [0,T ] be such that t̄ := k0
N0

T for given 0≤ k0 ≤ N0, and consider the sequence {C j} given by

C j :=

(
1+

nT
j N0

n

∑
i=0

Li

) jk0/n

C0 ,

so that u(t)≤C j vm + T
j N0

α( T
j N0

) for all j ≥ 1. It follows from the definition of the exponential function as
exp(x) := lim j→∞(1+ x

j )
j that this sequence is convergent, and we have

lim
j→∞

C j = exp

(
n

∑
i=0

Lit

)
C0 .
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As u is continuous on [0,T ], and since the rationals are a dense subset of the real numbers, it follows that

∀t ∈ [0,T ] , u(t) ≤ C(t)vm with C(t) := exp

(
n

∑
i=0

Lit

)
C0 .

In a second step, the assumption of differentiability for u can be relaxed to Lipschitz-continuity, by a similar
argument as in part S3 of the proof of Theorem 3, namely that any (locally) Lipschitz-continuous function is
differentiable almost everywhere. ut


	Introduction
	Problem Statement
	Review of Existing Convex Set Propagation Methods
	Generalized Differential Inequalities
	Applications of Generalized Differential Inequalities
	Convergence Analysis
	Numerical Implementation and Case Study
	Conclusions
	Technical Lemmata

