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ABSTRACT 
Interfacial free energies strongly influence many materials properties, especially for 

nanomaterials that have very large interfacial areas per unit volume. Quantitative evaluation 

of interfacial free energy by means of computer simulation remains difficult in these cases, 

especially at finite temperature. Density Functional Theory (DFT) simulation offers a robust 

way to compute both the energies and structures of the relevant surfaces and interfaces at the 

atomic level at zero Kelvin, and can be extended to finite temperatures in solids by means of 

the harmonic approximation (HA). Here we study the Mg/MgO interface, employing DFT 

calculations within the HA to obtain its key physical properties. We calculate the free 

energies of several key surfaces/interfaces when the temperature (T) increases from 0 K to 

800 K, finding that all free energies decrease almost linearly with T. We have considered two 

surfaces, Mg(0001) (0.520 to 0.486 J/m
2
), and MgO(100) (0.86 to 0.52 J/m

2
), and two 

Mg(0001)//MgO(100) interfaces with the Mg-Mg and Mg-O stacking sequences at the 

interface planes (1.048 to 0.873 J/m
2
 and 0.910 to 0.743 J/m

2
 respectively). Using these 

values we determine the interfacial free energy as a function of temperature and size for MgO 

nanoparticles in solid Mg, an important metal matrix nanocomposite material. 

Keywords: interfacial free energy; density functional theory; metal matrix nanocomposite; 

Mg/MgO interface. 
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1. Introduction 
When the size of a material in at least one dimension is at the nanometer scale, the 

corresponding interfacial properties cannot be easily interpreted based on simple atomic or 

solid solution theories [1]. While significant effort has been made to understand the observed 

phenomena, even with the most advanced techniques for studying interfaces many 

observations remain to be fully explained [1]. A necessary first step is to formulate a 

quantitative method to compute the energy associated with interfaces; this will help us 

understand properties which are relevant to many areas of physics, chemistry, engineering, 

and other disciplines [2, 3].  

In the research field of structural materials, current eco-energy challenges, particularly 

in the aerospace and auto sectors, can only be met by a new generation of light metals that 

take us beyond the contemporary strength to weight limits [4, 5]. Embedding nanoparticles 

(NPs) into existing metallic alloys (termed metal matrix nanocomposites, or MMNCs) can 

yield a step change in mechanical properties [6-8]. However, to achieve the desired 

mechanical properties, reinforcing NPs must be distributed uniformly within the metallic 

matrix of the composite [9-11]; because NPs tend to agglomerate during metallurgy 

processing due to their low wettability, this is difficult to achieve. It is the interfacial energy 

between the NPs and the metal that governs the wettability, making this a key parameter. 

Despite the importance of interfacial energies for determining the MMNC properties, 

they are difficult to determine accurately by experiment, and hence quantitative analysis has 

rarely been performed and a full understanding has not been obtained. Computer simulation 

is an important alternative method to investigate interfacial properties. With the sustained 

exponential growth in computer resources, the impact of simulation can only increase [12].  

Various modelling methodologies at multiple scales such as density functional theory 

(DFT) [13, 14], molecular dynamics (MD) [15, 16], phase field (PF) modelling [17, 18] and 

Monte Carlo (MC) methods [19, 20] have been developed to calculate the interfacial energy 
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in condensed matters systems. The combination of DFT and MD is especially appealing as it 

allows us to retain an accurate description of the cohesion while including the nuclear 

dynamics associated with finite temperatures [21, 22]. However, it is a computationally 

expensive approach and for many cases less costly alternatives are necessary. 

In this work, we focus on the calculation of the interfacial free energy of heterophase 

interfaces in MMNCs using DFT within a harmonic approximation (HA) for the nuclear 

motion. This approximation is reliable at low temperatures when the amplitude of oscillation 

of the nuclei is small. It becomes less accurate as temperature increases, though it is expected 

to give the right trends. Thermodynamic Integration (TI) using constant pressure molecular 

dynamics could provide more accurate results at higher temperature, but is vastly more 

expensive; the use of TI to compute interfacial energies will be investigated in future work. 

As a representative example of the interfaces found in MMNCs, we consider one often found 

in Mg-based alloys, namely Mg/MgO. A quantitative understanding of its structure and 

interfacial free energy at the atomic level is important for the design and development of 

relevant nanocomposite alloys. In addition, Mg/MgO interfaces can also play an important 

role in several other applications such as interfacial superconductivity [23, 24] and tunnelling 

spin polarization [25, 26].  

2. Method 
We model the interface A-B as an atomically sharp junction between bulk phases A and B. 

Interfacial defects such as steps and roughness are not considered in this work which usually 

requires large interface unit cells containing thousands of atoms, resulting in our DFT 

simulations becoming too expensive. Even though HRTEM measurements [27] show that 

interfaces are not atomically flat over large distances, over the distances spanned by our 

computational cells, this is a valid approximation. The interfacial free energy γ(T) can be 

obtained as a function of temperature using a slab technique [28]. As shown in Fig. 1, there 
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are at least two approaches [28-30]: the first is to have alternating slabs of A and B (which 

are cleaved from bulk phases A and B along certain orientations) with identical atomic 

structures at the interface planes (Fig. 1a); in the second an interface slab containing one 

interface and two surface planes is separated from its periodic images by vacuum (Fig. 1b). In 

both types of models, the distance between neighbouring interface or surface planes should 

be large enough to avoid interactions so that the bulk features of components between 

interface planes are described properly. 

           

Fig. 1. Two approaches for constructing the interface model using slab techniques: (a) 

alternating slabs of A and B cleaved from bulk phases along certain crystallographic 

orientations; (b) surface/interface units are separated from their periodic images by vacuum. 

Surface and interface cell units repeat in the directions normal to the surface/interface planes. 

 

Each approach has both advantages and disadvantages. The first contains only one type 

of interface, so its energy can be readily computed by subtracting the energies of bulk phases 

of A and B from the energy of the slab. However, it requires the cell to be relaxed along the 

direction perpendicular to the interface (to remove artificial stresses at the interface), and can 

only be applied when both interfaces in the cell are identical. The second approach naturally 

allows for stress relief at the interface when the atoms relax, and can be applied to more 

general types of interface. However, there is extra computational expense associated with 

determining the energies of the exposed surfaces, as well as the slab and bulk calculations. 

(a) (b) 



5 
 

It should be noted that bulk phases are usually strained in order to match at the interface 

as they generally have different lattice parameters. Consequently, if we define the interfacial 

energy to be the difference in energy between the slab and the corresponding amounts of 

relaxed bulk material (see Fig. 2a), then the interfacial free energies include a contribution 

from stress due to the lattice mismatch between the two sides of interface. This is not a useful 

definition as the interfacial energy now depends on how many strained layers of the bulk are 

retained in the calculation. The interfacial energy thus needs to be defined relative to the 

strained bulks (see Fig. 2b). 

 

Fig. 2. Computing interfacial free energy based on DFT: (a) by subtracting off total energies 

of relaxed A and B from that of the relaxed interface unit, the result includes interfacial free 

energy (γ) and the strain energy (Es); (b) by subtracting off total energies of strained A and B 

from that of relaxed interface unit, the result includes only the interfacial free energy (γ). 

 

In the following we describe a method for computing the interfacial free energy and the 

strain energy associated with the lattice mismatch at the interface planes using the 

aforementioned first approach (see Fig. 1a) because of its lower computational cost in this 

case. We build our computational interface slab cell so that we have identical atomic 
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structure at the two interfaces between alternating slabs. The interfacial free energies γ can 

then be computed using: 

𝛾(𝑇) =
1

2𝑆𝑖𝑛𝑡
[𝐹𝑠𝑙𝑎𝑏

𝐴𝐵 (𝑇) − ∑ 𝐹𝑆
(𝑖)
(𝑇)𝑖∈{𝐴,𝐵} ]                                                        (1) 

where Sint denotes the area of an interface and the factor 2 is to account for the fact that there 

are two identical interfaces per computational cell. 𝐹𝑠𝑙𝑎𝑏
𝐴𝐵  is the Helmholtz free energy of the 

interface slab and 𝐹𝑆
(𝑖)

 is the free energy of the strained supercell of phase i (A or B) which 

consists of the same atomic numbers and in plane lattice parameters as that in the 

corresponding interface models, but allowing the z-direction (c lattice direction) of the 

supercell to relax.  

To quantify the strain contributions when calculating the interfacial free energies, we 

subtract off the strain free energy Es by taking the total energy difference between the 

distorted supercells which have the lattice parameters taken from the corresponding interface 

model, and the fully relaxed bulk phases. However, we should bear in mind that in reality 

dislocations may form to relieve the strain once a layer is thick enough that the strain energy 

exceeds the dislocation formation energy [31]. We calculate Es via: 

𝐸𝑆(𝑇) = ∑ (𝐹𝑆
(𝑖)(𝑇) − 𝑁𝑖𝐹𝑏𝑢𝑙𝑘

(𝑖) (𝑇))𝑖∈{𝐴,𝐵}                                                            (2) 

where 𝐹𝑏𝑢𝑙𝑘
(𝑖)

 is the free energy per formula unit of the relaxed bulk phase i and the interface 

slab contains Ni formula units of component phase i.  

In Eqs. (1) & (2), the Helmholtz free energy F at temperature T and volume V of 

crystalline solids can be written as the sum of the internal energy U0 in the static ground state 

(atoms relaxed to their lowest energy configurations, without any vibrations), the vibrational 

free energy, Fvib, and the electronic excitation free energy, Fel [32, 33]: 

𝐹(𝑉, 𝑇) = 𝑈0(𝑉) + 𝐹𝑣𝑖𝑏(𝑉, 𝑇) + 𝐹𝑒𝑙(𝑉, 𝑇)                                                 (3) 



7 
 

In the harmonic approximation the volume takes the ground state equilibrium value V0. In Eq. 

(3), U0 can be obtained from DFT calculations. Far below the melting point, Fvib is well 

described by the harmonic approximation [34]: 

𝐹𝑣𝑖𝑏 = 𝑘𝐵𝑇∑ 𝑙𝑛 {2 sinh [
ℏ𝜔𝒒,𝑖)

𝑘𝐵𝑇
]}𝒒,𝑖                                                               (4) 

where ωq,i is the frequency of the ith phonon mode with wave vector q, which is evaluated at 

constant volume in the framework of density functional perturbation theory (DFPT) [34]. The 

sum in Eq. (4) is over all phonon modes and over all wave vectors in the first Brillouin zone 

and ħ is the reduced Plank constant. The electronic contribution to the free energy Fel=Eel-

TSel is obtained from the electronic density of states using the standard formulae for Eel and 

Sel [35, 36]. The electronic excitation free energy is negligible at temperatures far below the 

melting point [34]. 

By combining the above equations, and ignoring the contribution from electronic 

excitations, the temperature dependence of the interfacial free energy in Eq. (1) can be 

expressed as: 

𝛾(𝑇) = 𝛾0 +
1

2𝑆𝑖𝑛𝑡
[𝐹𝑠𝑙𝑎𝑏𝑣𝑖𝑏

𝐴𝐵 (𝑇) − ∑ 𝐹𝑆𝑣𝑖𝑏
(𝑖) (𝑇)𝑖∈{𝐴,𝐵} ]                                          (5) 

where γ0 is the interfacial energy at the ground state (0 K), neglecting the zero point motion 

of the nuclei. Fslabvib and 𝐹𝑆𝑣𝑖𝑏
(𝑖)

 are the vibrational free energies of the interface slab and the 

strained supercell for phase i, respectively.  

The strain contribution to free energy in Eq. (2) can now be written as 

𝐸𝑆(𝑇) = ∑ [𝐸𝑆
(𝑖)(0𝐾) + 𝐸𝑆𝑣𝑖𝑏

(𝑖) (𝑇)]𝑖∈{𝐴,𝐵}                                                                    (6a) 

𝐸𝑆(𝑇) = ∑ [(𝑈𝑆
(𝑖),0 − 𝑁𝑖𝑈𝑏𝑢𝑙𝑘

(𝑖),0) + (𝐹𝑆𝑣𝑖𝑏
(𝑖) (𝑇) − 𝑁𝑖𝐹𝑏𝑢𝑙𝑘𝑣𝑖𝑏

(𝑖) (𝑇))]𝑖∈{𝐴,𝐵}                      (6b) 

In Eq. (6), the first term, 𝐸𝑆
(𝑖)(0𝐾) = 𝑈𝑆

(𝑖),0 − 𝑁𝑖𝑈𝑏𝑢𝑙𝑘
(𝑖),0

, represents the difference of total 

energies between the strained supercell and the relaxed bulk phase at the ground state, and is 
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the strain energy of the interface unit at 0 K. The second term, 𝐸𝑆𝑣𝑖𝑏
(𝑖) (𝑇) = 𝐹𝑆𝑣𝑖𝑏

(𝑖) (𝑇) −

𝑁𝑖𝐹𝑏𝑢𝑙𝑘𝑣𝑖𝑏
(𝑖) (𝑇), describes the vibrational contribution to the strain energy and 𝐹𝑏𝑢𝑙𝑘𝑣𝑖𝑏

(𝑖)
 is the 

vibrational free energy of the relaxed bulk phase i. 

Combining Eqs. (5) and (6), we can describe explicitly the strain contributions of each 

component phase in the interface unit when calculating the interfacial free energies by Eq. (7), 

𝛾(𝑇) = 𝛾0 +
1

2𝑆𝑖𝑛𝑡
[𝐹𝑠𝑙𝑎𝑏𝑣𝑖𝑏

𝐴𝐵 (𝑇) − ∑ (𝑁𝑖𝐹𝑏𝑢𝑙𝑘𝑣𝑖𝑏
(𝑖) (𝑇) + 𝐸𝑆𝑣𝑖𝑏

(𝑖) (𝑇))𝑖∈{𝐴,𝐵} ]                (7) 

To verify the accuracy of our calculations we would like to compare our results with 

those from previous work. For this we compute surface energies and the work of separation, 

as these appear in the literature. The ground state interfacial energy is related to the ground 

state ideal work of separation W
0

sep, which in turn is defined as the reversible work needed to 

separate the interface into two free surfaces [37]: 

𝑊𝑠𝑒𝑝
0 = 𝜎𝐴

0 + 𝜎𝐵
0 − 𝛾0                                                                                               (8) 

The surface energies σ0
A and σ0

B are similarly computed from the static ground state (at 

0 K). We note that the temperature dependence of a surface free energy (e.g., surface slab A 

in Fig. 1) can be calculated using: 

𝜎𝐴(𝑇) = [𝐹𝑠𝑙𝑎𝑏
(𝐴) (𝑇) − 𝑁𝐴𝐹𝑏𝑢𝑙𝑘

(𝐴) (𝑇)]/2𝑆𝑠𝑢𝑟                                                      (9) 

where Ssur is the surface area. The surface free energy 𝜎𝐴(𝑇) can then be expressed as: 

𝜎𝐴(𝑇) = 𝜎𝐴
0 + 𝜎𝐴

𝑣𝑖𝑏(𝑇)                                                                                   (10) 

where 𝜎𝐴
𝑣𝑖𝑏 is the temperature dependent vibrational contributions to the surface energy. 

3. Computational details 

3.1. Geometry of the Mg/MgO interface 
By oxidizing pure metal Mg, Hayden [38] and Kooi [39] et al. have identified two different 

crystal orientation relationships (ORs) of Mg/MgO interfaces utilizing different techniques 

such as low energy electron diffraction (LEED) [38] and high resolution transmission 
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electron microscopy (HRTEM) [39], as summarized in Table 1. DFT simulations (see 

Supplemental Material [40]) shows that the OR II, Mg(10-10)//MgO(110) interface possesses 

higher interfacial energy at the ground state (0 K) than OR I. Additionally, previous DFT 

simulations of Mg/MgO interfaces [41] have suggested that the ground state interfacial 

energy of OR I, Mg(0001)//MgO(100) is lower than that of the other low-indexed Mg/MgO 

interfaces, including Mg(0001)//MgO(110) and Mg(0001)//MgO(111). By combining 

experimental and simulation analyses, we conclude that the Mg(0001)//MgO(100) interface is 

the most stable, having the lowest interfacial free energy at 0 K. We therefore performed 

first-principles calculations at finite temperatures for the Mg(0001)//MgO(100) interface, 

which we model as a periodic layer structure without vacuum, as we have identical atomic 

arrangements at both interfaces in the computational cell at this particular orientation. 

 

Table 1. Experimental crystal orientation relationships (ORs) of Mg/MgO interfaces. 

ORs MgO(h k l)//Mg(h k j l) [u v w]MgO//[u v t w]Mg 

I [38, 39] (100) (0001) [110] [11-20] 

II [39] (110) (10-10) [001] [0001] 

 

An ideal interface unit cell model should preserve the lattice periodicities of both slab 

components and contain least number of atoms in the system while keeping the interfacial 

strain small enough not to change significantly the atomic arrangement of interface units. The 

smallest size of interface unit of Mg(0001)//MgO(100) consisting of one Mg(0001) (√3×1) 

cell matching an MgO(100) (1×1) cell. This results in very large lattice mismatch (e.g. 

│aMg(0001)-aMgO(100)│/aMgO(100)) at the interface plane, i.e. 83.6% and 7.8% along a and b 

direction, respectively, according to the measured bulk lattice constants of Mg (a=b=3.209 Å; 

c=5.218 Å) [42] and MgO (a=b=c=4.211 Å) [43]. This is practically not stable thus not be 

chosen for DFT simulation. We therefore chose the second smallest size of interface supercell 
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which is constructed from an Mg(0001) (√3×1) cell matching an MgO(100) (2×1) cell to 

represent the Mg(0001)//MgO(100) interface. This model preserves the lattice periodicities of 

both components and has a reasonably small lattice mismatch (a few percent) at the interface 

planes, i.e. the lattice mismatch at the interface planes is about 6.7% along a lattice direction 

and 7.8% along b lattice direction.  

We consider two different atomic stacking sequences at the Mg(0001)//MgO(100) 

interface, namely the Mg-Mg and Mg-O stacking, where Mg atoms from Mg(0001) 

component sit respectively on top of Mg and O atoms from the MgO(100) component. To 

illustrate the atomic structure of the interface models, an Mg(0001)//MgO(100) interface unit 

cell consisting of 5 atomic layers of each component (Mg-Mg stacking) and the 

corresponding Mg(0001) and MgO(100) surface slab units are presented in Fig. 3. Unless 

otherwise specified, all structures in this work are fully relaxed with respect to atomic 

coordinates and cell vectors in the framework of DFT. According to the DFT optimized 

lattice parameters of bulks Mg and MgO (see Table 3), the interfacial lattice mismatches are 

calculated to be about 7.0% and 7.5% along a and b lattice direction, respectively, consistent 

with the aforementioned experimental results. We note that, in the relaxed interface units, the 

bond lengths of Mg-Mg and Mg-O at the interface plane are different in the two interface 

units with different stacking sequence. This is due to the stronger chemical bonding between 

Mg and O as compared with Mg and Mg. We also note that we do not include the effect of O 

diffusion across the interface to produce a shallower concentration gradient. To determine 

this gradient would require a rather different approach from the one taken here. At higher 

temperatures the gain in configurational entropy is expected to outweigh the enthalpic penalty, 

but this is not expected to be significant at the room temperature, and so is neglected here.  
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Fig. 3. (Colour online) Atomic structures of computational cells used for the DFT 

calculations: (I) Mg(0001) surface; (II) MgO(100) surface; (III) Mg(0001)hcp/MgO(100)fcc 

interface (Mg-Mg stacking at the interface planes) viewed along an interface plane; and (IV) 

the corresponding top-views. a, b and c are the lattice parameters and the arrows show crystal 

orientations.  

 

In order to accommodate the lattice mismatch at interfaces, the Mg(0001) and 

MgO(100) slabs should be compressed or stretched to align at the interface plane. Table 2 

gives the strains (lattice distortions) of both components, i.e., Mg(0001) and MgO(100), 

along different lattice directions (a and b) at the interface plane for each interface model 

simulated from DFT. Note that the strains in Table 2 are calculated with reference to the 

optimized lattice parameters of Mg and MgO bulks (see Table 3) from DFT simulations 

computed using the same parameters (pseudopotential, planewave cutoff, etc) as for the 

interface models. It is seen that the strain behaviour at the interface plane for Mg-Mg and 

Mg-O stacking are different, suggesting different atomic bonding across the interface. It 

should be noted that the lattice mismatch in the interface plane along different directions (i.e., 

lattice a and b directions) does not vary significantly (<0.25%) with the number of atomic 
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layers for both slab components provided there are more than 5 layers. The variation 

observed is a result of the reduction in strain energy by cell relaxation in the plane of the 

interface. The strain energies of both components are quantified according to the method 

proposed in Section II and will be discussed in detail in Section IV. 

 

Table 2. Strains of Mg(0001) and MgO(100) slab components for the Mg(0001)//MgO(100) 

interface model from DFT full relaxations with respect to atomic coordinates and cell vectors.  

Stacking sequence 

at the interface planes 

Strains at the interface plane (+ stretched, - compressed) 

along a direction (%) along b direction (%) 

Mg(0001) MgO(100) Mg(0001) MgO(100) 

Mg-Mg +4.97 -2.36 -7.17 -0.29 

Mg-O +5.37 -1.97 -6.57 +0.36 

 

We carried out comprehensive convergence tests for the total energies of bulk phases 

and free surface slabs with regard to the planewave energy cut-off and the electronic k-point 

sampling; energy changes are converged to less than 0.01 eV/atom. We then investigated 

how many layers of atoms in the interface unit are needed to avoid significant interactions 

between adjacent interface planes, as will be discussed in more detail in Section IV. We find 

that an interfacial model geometry consisting of 5 atomic layers of each component (see Fig. 

3) is sufficient to compute the interfacial free energy for the Mg(0001)/MgO(100) interface to 

an accuracy of order of ~0.01 J/m
2
. This is consistent with reported DFT calculations where a 

5-layer slab of Mg(0001) was placed on 3-layers of MgO(100) to construct the interface unit 

cell [41]. For the surface calculations, a vacuum thickness of 10.5 Å [29] and 15-20 Å [14, 41, 

44] was added respectively for MgO(001) and Mg(0001) slabs in previous calculations, while 

in this work we found that a vacuum gap of about 11 Å for both Mg(0001) and MgO(100) 
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added in the c-axis direction is sufficient to avoid interactions between adjacent surfaces and 

converge the surface energy to ~0.01 J/m
2
. 

 

3.2. Computational details 
All calculations were performed using the plane wave DFT code Cambridge Serial Total 

Energy Package (CASTEP) [45]. The Perdew-Burke-Ernzerhof (PBE) functional [46] within 

the generalized gradient approximation (GGA) for the exchange and correlation energy was 

used. Brillouin zone integration was performed using k-points on a Monkhorst-Pack grid [47]. 

Norm-conserving pseudo-potentials were used with a plane-wave basis set energy cut-off of 

45 Ha. The k-point mesh with spacing of 0.022 Å
-1

 in the reciprocal space was used for all 

the calculations including bulks, surfaces and interfaces. Self-consistent field (SCF) 

calculations were converged to 10
-10

 eV/atom for the total energy calculations. The geometry 

optimizations were run until the atomic forces were below 0.001 eV/Å. The Broyden-

Fletcher-Goldfarb-Shannon (BFGS) algorithm [48] was applied to relax the atomic positions 

and cell vectors (unless specifically mentioned) automatically to achieve the minimum total 

energy of the system. These parameters converged the calculated properties to a degree 

measurable by experiments: 0.01 J/m
2
 for surface and interfacial energies, and 0.001 Å for 

lattice constants. 

The vibrational contribution is essential for calculating the temperature dependence of 

free energies of a solid crystal [49]. Phonons for bulk crystals, surfaces and interface were 

computed using the linear response method based on DFPT. The free energies as a function 

of temperature of these structures were obtained from the calculated phonon density of states 

utilizing standard thermodynamic expressions within the harmonic approximation (Section 

II). For the case of the Mg/MgO interface, we computed free energies for all relevant 
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structures at temperatures up to 800 K (well below the melting points of Mg (923 K) [42] and 

MgO (3125 K) [35]). 

4. Results and discussion 

4.1. Static ground state properties 
The calculated lattice constants of bulk Mg and MgO, and the surface energies of Mg(0001) 

and MgO(100) at the static ground state are obtained from DFT simulations, as shown in 

Table 3. Our calculated lattice constants of bulk phases are generally consistent with 

experimental measurements [42, 43]. Surface energies σMg(0001) and σMgO(100) under full 

relaxation of surface unit cells were obtained from σ=(Eslab-nEbulk)/2S where Eslab is the total 

energy of an n-layer slab at the ground state from DFT calculations, and the value of Ebulk can 

be taken as the slope that is extracted by the straight line fitted to all of the values of total 

energies of the n-layer slabs versus n. S is the surface area of the unit cell. The value of 

σMg(0001) agrees well with experiment [38] and reported DFT calculations (with GGA) [41, 44] 

while σMgO(100) is ~10% lower than previous results [41, 50, 51]  

 

Table 3. Calculated physical properties at 0 K of Mg and MgO bulks, Mg(0001) and 

MgO(100) surfaces in comparison to experimental measurements (298 K) and reported static 

ground state calculations. 

Structural 

models 
This work 

Experiments (298 K) or reported static ground 

state calculations 

 Lattice constant, (Å) 

Mg 
a=3.245, c=5.323; 

c/a=1.640 

a=3.209, c=5.218;  

c/a=1.626 [42] 

MgO a=4.273 a=4.211 [43] 

 Surface energy, σ (J/m
2
) 

Mg(0001) 0.52 0.44 [38]; 0.56 [44]
*
; 0.63 [41]

*
 

MgO(100) 0.86 1.15 [50]; 0.97 [41]
*
; 1.02 [51]

*
 

*
reported DFT calculations with GGA  



15 
 

 

 The ground state interfacial energy, work of separation and the corresponding strain 

energy of the two models with a (√3×1)/(2×1) supercell containing an Mg(0001)/MgO(100) 

interface and consisting of 5 layers of each component are obtained (see Table 4). The 

interface with the Mg-O stacking sequence possesses a lower interfacial free energy and 

higher work of separation at 0 K than that of the model with Mg-Mg stacking at the interface 

planes. This agrees with the reported DFT simulations with GGA [41]. The difference of 

these values between current work and reported calculations [41] is probably mainly due to 

the fact that the strain contributions are included in the reported interfacial free energies. In 

addition, the strain energies in the two interface models are slightly different. By summing up 

the contributions from each component, the total strain energy of the two interface models 

with Mg-Mg and Mg-O stacking at the interface planes are calculated to be 0.63 eV and 0.54 

eV, respectively. Note that there are 10 Mg atoms and 10 formula units of MgO atoms in the 

(√3×1)/(2×1) Mg(0001)/MgO(100) interface consisting of 5 layers of each component.  

 

Table 4. Calculated interfacial energies and work of separations of the (√3×1)/(2×1) 

Mg(0001)/MgO(100) interface consisting of 5 atomic layers of each component, and the 

corresponding strain energies. Reported values are listed where relevant for comparisons. 

Stacking 

Interfacial energies  

γ0, (J/m
2
) 

Work of 

separation 

Wsep, (J/m
2
) 

Strain energies, Es (eV)  

Es
5MgO(100)

, 

(eV/MgO) 

Es
5Mg(0001)

, 

(eV/atom) 

Mg-Mg 1.048 1.45
*
 0.332 0.14

*
 0.035 0.033 

Mg-O 0.910 1.20
*
 0.470 0.39

*
 0.028 0.026 

*
reported DFT calculations with GGA in Ref. [41]. 

 



16 
 

We also investigated the changes of strain energies and interfacial energies with further 

increase of the number of atomic layers in the interface units. For example, in the interface 

model with Mg-Mg stacking at the interface planes, we carried out DFT simulations for the 

interface models consisting of 5 atomic layers of MgO(100) and different numbers of layers 

of Mg(0001), and the results are shown in Table 5. The strain energy contribution from the 

Mg(0001) component is found to increase linearly with the increase in the number of its 

atomic layers and the strain energy contribution from MgO(100) component remains almost 

invariant. Consequently, the interfacial energies with different numbers of layers are obtained 

(see Table 5). As is seen, the strain-free interfacial energy at 0 K does not vary significantly 

when the number of atomic layers of both components is over 5. Finally, the interfacial 

energy and work of separation of Mg(0001)/MgO(100) with Mg-Mg stacking are then 

determined as 1.05±0.01 J/m
2
 and 0.33±0.01 J/m

2
, respectively. Similarly, the corresponding 

values of 0.91±0.01 J/m
2
 and 0.47±0.01 J/m

2
 are obtained for the interface model with Mg-O 

stacking at the interface planes.  

 

Table 5. Calculated strain energies and interfacial free energies at 0 K of 

nMg(0001)/5MgO(100) interface units with Mg-Mg stacking at the interface plane (n=5, 7 

and 9).  

n 
Strain energy, Es (eV) Interfacial free energy, 

γ (J/m
2
) Es

nMg(0001)
 Es

nMgO(100)
 

5 Es
5Mg(0001)

=0.352 Es
5MgO(100)

=0.284 1.048 

7 Es
7Mg(0001)

=0.490 Es
5MgO(100)

=0.281 1.056 

9 Es
9Mg(0001)

=0.631 Es
5MgO(100)

=0.279 1.045 
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4.2. Temperature-dependent properties 
Based on the aforementioned DFT calculations to optimize geometry, we performed phonon 

calculations using density functional perturbation theory (DFPT) for all the units listed in 

Tables II and III. The phonon spectra of Mg and MgO bulks (both contain two atoms in the 

primitive unit cell) have six phonon branches: one longitudinal-optical (LO), one 

longitudinal-acoustical (LA), two transverse-optical (TO) and two transverse-acoustical (TA) 

[35]. Phonon dispersions of surfaces and interfaces, defined within the two-dimensional 

Brillouin zone, contain as many branches as the number of atoms in the slab unit cell 

multiplied by three. As a consequence, the phonon spectra of surfaces and interfaces are 

rather complicated. The phonon calculations were performed over the entire Brillouin zone 

and the phonon spectra, including several high symmetry points in the first Brillouin zone, 

are presented here. 

The calculated phonon spectrum including high symmetry points (Γ, X, W, K, L) for 

bulk FCC (B1) MgO is presented in Fig. 4(a). The theoretical results agree well with 

experimental values [52] (solid squares). For the MgO(100) surface slab, vibrational modes at 

Γ, X, M high symmetric points are included in the spectrum in Fig. 4(b). The few existing 

experimental measurements [53, 54] (solid circles in Fig. 4b) suggest our phonon calculations 

for MgO(100) surfaces give reasonable results. Based on our phonon calculations, the 

Helmholtz free energies as a function of temperature for bulk MgO and for the MgO(100) 

slab were calculated using Eqs.(1)-(5); the results are shown in Fig. 5. It can be seen that the 

free energies of bulk MgO bulk (dotted line) and the MgO(100) slab (dashed line) decrease 

with increasing temperature. The resultant surface free energy for MgO(100) (solid line) 

deceases from 0.86 J/m
2
 to 0.52 J/m

2
 as the temperature varies from 0 K to 800 K. In Fig. 5, 

the slope of the surface energy is the negative of the surface entropy (𝑆𝑠𝑢𝑟𝑓𝑎𝑐𝑒 = −
𝜕𝛾

𝜕𝑇
). This 

follows from the Gibbs-Duheim equation. Details of this derivation can be found in [55].  
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Fig. 4. Phonon spectra of (a) MgO bulk; (b) MgO(100) slab (inset represents the 2D first 

Brillouin Zone indexed with high symmetric points). Solid lines are present calculations; 

solid squares and circles are experimental measurements [52-54]. 

 

Fig. 5. Helmholtz free energy as a function of temperature of MgO bulk (dashed line), 

MgO(100) slab (dotted line) and MgO(100) surface (solid line). 

The phonon spectra of Mg bulk and a Mg(0001) slab including several high symmetry 

points (Γ, K, M, A for bulk, Γ, K, M for the surface slab) are shown (solid lines) in Fig. 6(a) 

and (b), respectively, together with experimental data [56]. Good agreement between the 

calculated and experimental values is observed. Fig. 7 shows the Helmholtz free energy as a 

function of temperature (<800 K) for bulk Mg, the Mg (0001) slab and the Mg(0001) surface, 

all of which decrease with increasing temperature. The surface free energy of Mg(0001) 
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decreases from 0.520 J/m
2
 to 0.486 J/m

2
 when the temperature increases up to 800K. Again, 

the slope is the negative of the surface entropy.  

 

Fig. 6. Phonon spectra of (a) Mg bulk; (b) Mg(0001) (inset represents the 2D first Brillouin 

Zone indexed with high symmetric points) slab: solid lines – present calculations; solid 

squares and circles – experimental measurements [56]. 

 

Fig. 7. Helmholtz free energy as a function of temperature of Mg bulk (dash line), Mg (0001) 

slab (dotted line) and Mg(0001) surface (solid line). 

 

 As has been shown above, good agreement between experiments and current phonon 

calculations for bulk phases and surface slabs are reached. In the following, we perform 

phonon calculations for the two interface models and calculate their temperature dependent 
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interfacial free energies according to Eq. (5). First of all, the phonon spectra (including four 

high symmetry points) of the two interface models with Mg-Mg and Mg-O stacking at the 

interface planes are shown in Fig. 8(a) and (b), respectively. Based on the phonon spectra in 

Fig. 8(a), the vibrational free energy of the interface slab (the term 𝐹𝑠𝑙𝑎𝑏𝑣𝑖𝑏
𝐴𝐵  in Eq. 5) with Mg-

Mg stacking sequence is obtained, as shown by the open-square symbol-line in Fig. 9. In 

addition, we performed phonon calculations and calculated the vibrational free energies 

(open-circle & open-triangle symbol-lines in Fig. 9) for the two strained supercells of the 

component phases (the term Fsvib in Eq. 5) of this interface model (Mg-Mg stacking). Finally, 

the interfacial free energy (according to Eq. 5) as a function of temperature for the 

Mg(0001)/MgO(100) interface with Mg-Mg stacking at the interface planes is obtained, as 

shown by the filled-square symbol-line in Fig. 10(a). Similar calculations have been done for 

the interface model with Mg-O stacking at the interface plane. Its vibrational free energies of 

the interface slab and the two strained supercells are shown by the solids lines in Fig. 9, from 

which the interfacial free energy for the Mg(0001)/MgO(100) interface with Mg-O stacking 

at the interface planes is calculated as a function of temperature (thick solid line in Fig. 10a).  

We also investigated the vibrational strain energy of each component in the interface 

models according to the second term in Eq. (6). Fig. 10(b) gives the vibrational strain 

contributions of component phases in the two interface models. The vibrational strain 

energies are dependent on temperature and increase linearly with the increase of temperature. 

However, we notice that the magnitude of these values is very small, up to ~0.02 eV and 

~0.03 eV per unit interface for the MgO(100) and Mg(0001) component, respectively, when 

the temperature is increased to 800 K.  

The influences of the vibrational strain energies to interfacial free energy are 

demonstrated in Fig. 10(a). The filled-triangle symbol-line and the thin solid line represent 

the interfacial free energies excluding the vibrational strain contribution of the 
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Mg(0001)/MgO(100) interface with Mg-Mg and Mg-O stacking at the interface planes, 

respectively. These are computed using Eq. (7) by neglecting the term ESvib(T). The 

difference of interfacial free energy between cases of with and without the vibrational strain 

contribution is no more than ~0.02-0.03 J/m
2
 when the temperature is increased to 800 K. 

This is very much reaching the limit of the current calculation accuracy, i.e., ~0.01 J/m
2
. 

Therefore, we think that, at low temperatures (e.g., <~800 K), it makes sense to neglect the 

vibrational strain contribution to the interfacial free energy when a very high accuracy of 

simulation is not necessary. In this case the second term in Eq. (6) can be omitted. Eq. (6) can 

then be replaced by Es(T) = Es(0K) = U
0

S-NU
0
bulk. Consequently, interfacial free energies as a 

function temperature can be approximately calculated using Eq. (7) by eliminating the term 

ESvib(T). However, this term ESvib(T) may be crucial at high temperatures close to the melting 

point (e.g., >800 K for Mg bulk). The strain could also play a complicated role in frequency 

shifting (positively or negatively) of different modes (LO, LA, TO, TA) in the phonon 

dispersions for different systems [57]. It has also been suggested that the compressive (tensile) 

strain decreases (increases) the specific heat capacity at constant pressure (i.e., CV) and the CV 

trend with strain is controlled by the high energy phonon dispersion [58]. 

According to first-principles calculation results shown in Fig. 10(a), the interfacial 

free energies decrease with increasing temperature. The temperature dependence of 

interfacial free energies (according to Eq. 5) of the Mg(0001)/MgO(100) interface, γ(T) (unit: 

J/m
2
), can be well described with the following piecewise function:  

For Mg-Mg stacking: 

γ(T) = 1.048 - 3.534×10
-5

T - 3.231×10
-7

T
2
           (0 K < T < 300 K)  

1.095 - 2.797×10
-4

T                                 (300 K < T < 800 K)                   (11) 

For Mg-O stacking: 

γ(T) = 0.910 – 2.546×10
-5

T - 3.232×10
-7

T
2
            (0 K < T < 300 K)  
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0.957 - 2.700×10
-4

T                                  (300 K < T < 800 K)                  (12) 

 

 

 

 

 

 

 

 

Fig. 8. Phonon spectra of Mg(0001)/MgO(100) interface models with (a) Mg-Mg and (b) 

Mg-O stacking sequences at the interface planes.  

 

Fig. 9. Vibrational free energies of an interface slab and the two strained supercells of 

component phases in the (√3×1)/(2×1) Mg(0001)/MgO(100) interfaces (Mg-Mg and Mg-O 

stacking at the interface planes) consisting of 5 atomic layers of each component. 
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Fig. 10. (a) interfacial free energies as a function of temperature and (b) the corresponding 

vibrational strain energies (the term ESvib(T) in Eqs. 6 & 7) of each component of the two 

Mg(0001)/MgO(100) interfaces with Mg-Mg and Mg-O stacking sequences at the interface 

planes. 

 

To summarize, the temperature dependence of the interfacial free energy of the 

Mg(0001)/MgO(100) interface was calculated using first-principles calculations. In principle, 

the temperature dependencies of interfacial free energies for various crystal orientations of 

Mg/MgO interfaces and different solid interfaces can be obtained using this method (Section 

II). This is applicable to a wide range of problems involving solid state interfacial 

thermodynamics and kinetics. In the following, we show how our first-principles calculations 

can be applied to model the interfacial free energy as a function of both temperature and 

particle size in an MgO NPs reinforced Mg matrix nanocomposite material.  

5. Free energy and strengthening of metal matrix nanocomposites 
By adding up to 1.0 vol% of nanosize MgO particles into Mg, Goh et al. [59] have obtained 

improved microhardness, yield and tensile strengths, and modulus in the composites relative 

to pure metal Mg. It is generally considered that the enhanced mechanical properties (e.g. 

microhardness) of nanocomposites can be mainly attributed to the pinning effect of nanosized 
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particles which hinder the movement of dislocations in the matrix. However, reducing the 

sizes of NPs results in higher interfacial tension (or interfacial energy) between melts of 

matrices and the solid NPs [60], and hence higher energies for the NPs in the melts to be 

dispersed. Reducing the interfacial energies also stabilises the solid particles, reducing the 

rate at which coarsening occurs. Though molecular dynamics simulations to calculate the 

interfacial free energy of the solid-liquid Mg/MgO interfaces are not available due to the lack 

of potentials to describe the interatomic interactions at the interfaces, our DFT calculations on 

solid state Mg/MgO interfaces in the nanocomposites may be able to provide useful insights 

into the stability of the particles in the solid matrix. 

The total free energy of a metal matrix nanocomposite, Ftot(T,D), as a function of 

temperature T and NP size D, including the contribution from the heterophase interfaces 

between matrix and embedded particles is given by: 

𝐹𝑡𝑜𝑡(𝑇, 𝐷) = 𝑁𝑚𝐹𝑚(𝑇) + 𝑁𝑝𝐹𝑝(𝑇) + 𝛾(𝑇)𝑆𝑡𝑜𝑡(𝐷)                                                 (13) 

where Nm and Np are the number of atoms in the matrix and NPs, respectively. Fm and Fp are 

the free energies per atom in the regions of matrix and NPs, respectively, and γ is the 

interfacial free energy. The product γStot is the excess (interfacial) free energy (Fexc) of the 

nanocomposite relative to the corresponding bulk systems. If the NPs are spherical then the 

total area of the heterophase interfaces is 𝑆𝑡𝑜𝑡(𝐷) = 𝜋∑ 𝐷𝑛
2

𝑛 , where Dn is the diameter of the 

n
th

 NP. Using Eq. (13) we can obtain the free energy for a composite system of metal Mg 

reinforced by MgO NPs using the results of our first-principles calculations presented in Figs. 

5, 7 & 10(a). 

We consider when 0.5 and 1.0 vol% MgO NPs are added to solid metal Mg, and obtain 

the excess free energies as a function of temperature and NP size as shown in Fig. 11(a) and 

(b), respectively. It is seen that the excess free energy increases with a decrease of particle 

size at fixed temperature; this is a consequence of the increase in both the number of particles 
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and the surface area to volume ratio as the particle size decreases (see Fig. 11c). The excess 

free energy in the nanocomposites is increased ~10 times when the particle size is reduced 

from 100 nm to 10 nm. For example, the excess free energies of nanocomposites with 

additions of 0.5 and 1.0 vol% MgO NPs are increased from 4.3 to 42.8 J/mol and from 8.8 to 

88.0 J/mol, respectively. This implies that, at a given concentration, nanocomposites with 

smaller NPs have a stronger tendency to reduce the energy of the system by coarsening or 

coalescing to reduce the total interfacial area. As a result, the mechanical properties of the 

nanocomposite materials may degrade.  

    

 

Fig. 11. (Colour online) Excess free energy Fexc as a function of temperature and particles 

size: (a) 0.5 vol % MgO, (b) 1.0 vol % MgO; (c) number density of NPs and total area of 

heterophase interfaces as a function of particle size for the system of metal Mg reinforced by 

MgO NPs. 
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Nanoparticle composites strengthen the matrix by impeding the movement of 

dislocations [62]. For NPs that are small relative to the spacing between them, dislocations 

are likely to cut through the NP, and the strengthening is then described by Eq. (14) [62], 

𝜏 =
𝜋𝐷𝛾

2𝐿𝑏
                                                                                                                      (14) 

where τ is the strength of nanocomposites, D is the MgO NP size, γ is the NP/matrix 

interfacial free energy, L is the distance between NPs, and b is the Burgers vector of 

dislocations. The degree of strengthening thus depends strongly on the NP size, as well as the 

NP/matrix interfacial free energy. With an increase of NP size, cutting through becomes more 

and more difficult, and dislocations are thus more likely to bow around the NPs at large 

enough size. This leads to Orowan strengthening [63], which can be described by Eq. (15) 

[62]. 

𝜏 =
𝐺𝑏

𝐿−𝐷
                                                                                                                      (15) 

where G is the shear modulus of Mg. If we take note of the linear relationship between 

particle size (D) and separation (L) at fixed concentration, then we find from Eq. (15) that for 

dislocation bowing the strength is inversely proportional to the NP size. Therefore, there 

exists a concentration dependent critical NP size (Dc) at which the strengthening is a 

maximum: this is obtained when Eq. (14) and (15) are equal. The larger the interfacial energy 

and the larger the concentration of nanoparticles, the smaller the particles need to be. So we 

have a tension between wanting large particles to reduce their surface area, and thus making 

them more stable, and not allowing the particles to become too large so that they provide 

sufficient strengthening. If we can reduce the interfacial energy, then we can allow for larger 

particles without reducing the strengthening, while also improving stability. 

It should be noted that Eqs. (14) and (15) are only valid when neighbouring NPs in the 

matrix are well separated so that there is no significant interaction between them. This is only 

true when the NP concentration is relatively low, e.g. << 1.0 vol%. In addition, a number of 
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simplifying assumptions have been made in the above model. (I) We considered only the 

heterophase interfaces between NPs and matrix, as the free energy contribution from grain 

boundaries within the metal matrix is negligible when the grain size is in excess of the 

nanometer scale. (II) The atomic structure at the interface is invariant as the particle size is 

reduced to the nanoscale, as well as when there is a change of temperature in the system. 

However, the interface thickness may increase when the particle size and/or the grain size in 

the matrix are below a few nanometers [61]. Our calculations thus only apply to systems with 

NPs of size greater than 10 nm embedded in matrices with a negligible grain boundary 

component (i.e., grain size of matrix >> 100 nm). (III) Only the Mg(0001)/MgO(100) 

interfacial orientation is considered. It has been reported that the other crystal orientations of 

Mg/MgO interfaces possess much higher interfacial energies in the ground state, e.g., 

1.40~1.71 J/m
2
 of Mg(0001)/MgO(110) and 4.30~4.92 J/m

2
 of Mg(0001)/MgO(111) [41]. 

Therefore, the interfacial free energy in Fig. 10 is actually the lower bound for the Mg/MgO 

MMNC as the consideration of other crystal orientations of Mg/MgO interfaces will increase 

the interfacial energy of the Mg/MgO MMNC. 

6. Conclusions 
In this paper, we used DFT to compute bulk, surface and interfacial Helmholtz free energies 

as a function of temperature for a heterophase system found in solid nanomaterials formed 

from Mg and MgO. When temperature increases from 0 K to 800 K, the Helmholtz free 

energies of Mg(0001), MgO(100) surfaces decrease from 0.520 J/m
2
 to 0.486 J/m

2
, from 0.86 

J/m
2
 to 0.52 J/m

2
, respectively, and the Mg(0001)/MgO(100) interfaces with Mg-Mg and 

Mg-O stacking sequences at the interface planes are reduced from 1.048 J/m
2
 to 0.873 J/m

2
 

and 0.910 to 0.743 J/m
2
, respectively. These results were used to analyse the interfacial free 

energy of MgO nanoparticles within an Mg metal matrix nanocomposite as a function of 

temperature and nanoparticle size. It was found that interfacial free energy increases with the 
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decrease of particle size at a constant temperature and the excess free energy in the 

nanocomposites is increased ~10 times when the particle size is reduced from 100 nm to 10 

nm. 
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Captions: 

Fig. 1. Two approaches for constructing the interface model using slab techniques: (a) 

alternating slabs of A and B cleaved from bulk phases along certain crystallographic 

orientations; (b) surface/interface units are separated from their periodic images by vacuum. 

Surface and interface cell units repeat in the directions normal to the surface/interface planes. 

 

Fig. 2. Computing interfacial free energy based on DFT: (a) by subtracting off total energies 

of relaxed A and B from that of the relaxed interface unit, the result includes interfacial free 

energy (γ) and the strain energy (Es); (b) by subtracting off total energies of strained A and B 

from that of relaxed interface unit, the result includes only the interfacial free energy (γ). 

 

Fig. 3. (Colour online) Atomic structures of computational cells used for the DFT 

calculations: (I) Mg(0001) surface; (II) MgO(100) surface; (III) Mg(0001)hcp/MgO(100)fcc 

interface (Mg-Mg stacking at the interface planes) viewed along an interface plane; and (IV) 

the corresponding top-views. a, b and c are the lattice parameters and the arrows show crystal 

orientations. 

 

Fig. 4. Phonon spectra of (a) MgO bulk; (b) MgO(100) slab (inset represents the 2D first 

Brillouin Zone indexed with high symmetric points). Solid lines are present calculations; 

solid squares and circles are experimental measurements [52-54]. 

 

Fig. 5. Helmholtz free energy as a function of temperature of MgO bulk (dashed line), 

MgO(100) slab (dotted line) and MgO(100) surface (solid line). 
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Fig. 6. Phonon spectra of (a) Mg bulk; (b) Mg(0001) (inset represents the 2D first Brillouin 

Zone indexed with high symmetric points) slab: solid lines – present calculations; solid 

squares and circles – experimental measurements [56]. 

 

Fig. 7. Helmholtz free energy as a function of temperature of Mg bulk (dash line), Mg (0001) 

slab (dotted line) and Mg(0001) surface (solid line). 

 

Fig. 8. Phonon spectra of Mg(0001)/MgO(100) interface models with (a) Mg-Mg and (b) 

Mg-O stacking sequences at the interface planes. 

 

Fig. 9. Vibrational free energies of an interface slab and the two strained supercells of 

component phases in the (√3×1)/(2×1) Mg(0001)/MgO(100) interfaces (Mg-Mg and Mg-O 

stacking at the interface planes) consisting of 5 atomic layers of each component. 

 

Fig. 10. (a) interfacial free energies as a function of temperature and (b) the corresponding 

vibrational strain energies (the term ESvib(T) in Eqs. 6 & 7) of each component of the two 

Mg(0001)/MgO(100) interfaces with Mg-Mg and Mg-O stacking sequences at the interface 

planes. 

 

Fig. 11. (Colour online) Excess free energy Fexc as a function of temperature and particles 

size: (a) 0.5 vol % MgO, (b) 1.0 vol % MgO; (c) Number density of nanoparticles and total 

area of heterophase interfaces as a function of particle size for the system of metal Mg 

reinforced by MgO nanoparticles. 


