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Abstract—We introduce a total variation (TV) regularization
model for synthetic aperture radar (SAR) image despeckling.
A dual-formulation-based adaptive TV (ATV) regularization
method is applied to solve the TV regularization. The parameter
adaptation of the TV regularization is performed based on the
noise level estimated via wavelets. The TV-regularization-based
image restoration model has a good performance in preserving im-
age sharpness and edges while removing noises, and it is therefore
effective for edge preserve SAR image despeckling. Experiments
have been carried out using optical images contaminated with
artificial speckles first and then SAR images. A despeckling eval-
uation index (DEI) is designed to assess the effectiveness of edge
preserve despeckling on SAR images, which is based on the ratio
of the standard deviations of two neighborhood areas of different
sizes of a pixel. Experimental results show that the proposed
ATV method can effectively suppress SAR image speckles without
compromising the edge sharpness of image features according to
both subjective visual assessment of image quality and objective
evaluation using DEI.

Index Terms—Adaptive total variation (ATV) regularization,
despeckling, evaluation index, synthetic aperture radar (SAR).

I. INTRODUCTION

SYNTHETIC aperture radar (SAR) is an important tech-
nology for various remote sensing applications such as

Earth environment monitoring, geohazard investigation, etc.,
with the capability of all-weather and all-time observation.
However, due to its imaging mechanism, SAR images suffer
from speckles that subdue the visual quality of images for inter-
pretation and hinder the automatic information extraction using
image processing tools [1]. Hence, despeckling is an important
issue in SAR image processing.

Many algorithms have been developed for speckle suppres-
sion. In general, there are two major classes of despeckling
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methods. One class is multilook processing, which is mainly an
incoherent addition of independent images (looks) of the same
scene. The major drawback of this method is degradation of
image resolution. The other class is filtering. The Lee [2], Frost
[3], Kuan [4], and adaptive median filters are typical examples
of such techniques. These conditional low-pass filtering based
techniques are simple and have high processing efficiency
but show limitations on either preserving image sharpness or
effective speckle suppression, and the performance is scene de-
pendent. With increased complexity, wavelet-based algorithms
[5]–[7] as well as the methods based on the so-called second
generation wavelets [8], curvelets [9], shearlet [10], bandelets
[11], etc., formulate another brunch of despeckling techniques.
These techniques can deliver better performance on edge pre-
serve despeckling, but artifacts often occur. Despeckling can
be considered as a statistical estimation problem which can
be resolved with linear filtering constrained under maximum
a posteriori (MAP) or maximum likelihood criterion [12].
However, it is difficult to provide an accurate probability distri-
bution of scene for the MAP filtering; moreover, its processing
efficiency is low. By exploiting image self-similarity following
the structure of block-matching 3-D algorithm, nonlocal filter-
ing [13] takes the wavelet subband mean vector of a group of
pixels surrounding a target pixel to suppress the speckles. The
algorithm can achieve impressive despeckling results; however,
it exhibits a remarkable complexity with high computing cost,
and its performance is dependent on a user input parameter.

The total variation (TV) regularization based image restora-
tion model was introduced by Rudin, Osher, and Fatemi [14],
and it has raised wide research interests in digital image pro-
cessing and computer vision. It has a good performance in
preserving image sharpness and edges while removing noises.
TV regularization is based on the minimization of the energy,
which is the combination of two types of information: a data
fitting term and a regularization term. The data fitting term
ensures the processed image to be an approximation of the
original, and the regularization term imposes restrictions for
smoothness. The TV regularization has been adopted as a
reconstruction method in compressed sensing [15] for sparse
signal processing. The link between the TV regularization and
sparse representation is given in [16].

This paper presents a SAR image despeckling method based
on adaptive TV (ATV) regularization. First, the speckle noise
level of the SAR image is estimated based on the wavelet
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analysis. Then, a parameter adaptation of TV regularization
is exploited according to the estimated noise level. Finally, a
semi-implicit gradient descent method is proposed to solve the
dual formulation of TV regularization. For objective assessment
of the performance of SAR image despeckling, a despeckling
evaluation index (DEI) is designed and tested. The experimental
results show that the proposed ATV method can effectively
suppress the speckles of SAR image with good preservation of
the sharpness of edges as confirmed by both the DEI and visual
assessment.

This paper is organized as follows. In Section II, we de-
scribe the model and the algorithm of the TV-regularization-
based SAR image despeckling method. Section III introduces
the evaluation index for despeckling performance. Section IV
presents the experimental results and assessment. The conclu-
sion is presented in Section V.

II. MODEL AND ALGORITHM:
TV-REGULARIZATION-BASED SAR IMAGE DESPECKLING

A. TV Model

We presume that the despeckled SAR image f can be ob-
tained from a SAR image g by minimization of the objective
function given as

min
f

{
1

2
‖f − g‖2 + λTV(f)

}
(1)

where λ > 0 is a regularization parameter and TV(f) =
‖∇f‖1 is the TV norm of f . The objective function is the
weighted sum of a fit to the data and a regularization term.
The regularization parameter λ controls the balance between
the two terms. If λ is too large, the despeckled image will be
oversmoothed, and otherwise, if λ is too small, the speckles
will not be sufficiently eliminated.

To solve the model (1), we first estimate the noise variance σ
of the image. Supposing that σ is additive white Gaussian noise
(AWGN), it can then be estimated by the formula [17]

σ = median(|dk|)/.6745 (2)

where dk is the elements of the detail wavelet coefficient vector
of the speckled image.

Here, we need to indicate that the speckle noise in SAR
image is usually modeled as g = f + r × f , where r is the
random noise with mean of zero and variance of σ� [1]. This is
a multiplicative noise. However, for image display, a logarithm
transform is usually applied to the original speckled image. In
this case, log(g) = log(r + 1) + log(f). The logarithm opera-
tion transforms the multiplicative noise of the SAR speckling
model into an additive one and thus fits to formula (2) under
the hypothesis of the AWGN noise model.

Many algorithms have been proposed for the TV regular-
ization (1), such as time-marching scheme [14], Newton’s
method [18], fixed-point iteration method [19], Bregman iter-
ative [20], and Chambolle’s method [21]. Here, we choose the
Chambolle’s method to solve the TV regularization. The idea of
the Chambolle’s method is to achieve the optimization of image

TABLE I
ESTIMATION OF NOISE VARIANCE σ USING FIVE WAVELETS

FOR DIFFERENT SCENES OF AN ERS SAR IMAGE

TABLE II
DEI OF DIFFERENT WINDOW SIZES FOR AN ALOS

SAR IMAGE (WITHOUT DESPECKLING)

f by the optimization of vector field ω�. The despeckled image
f is related to ω� by f = g − λdiv(ω�). The optimization of
vector field can then be solved by projected gradient descent
method as

ωk+1 = proj
(
ωk − τ∇

(
div(ωk − g/λk)

))
(3)

where proj denotes the orthogonal projector on the constraint
‖ω‖. It can be proved that, when the step size τ satisfies 0 <
τ < 1/4, g − λdiv(ωk) converges to f for k → ∞ [21].

In [22], an adaptation algorithm for parameter λ is proposed
based on the noise level and the current estimation of the de-
speckled image by transforming (1) to the following constraint
minimization:

min
f

TV(f), s.t. ‖f − g‖ ≤ ε

where ε =
√
Nσ is the noise level and N is the total number of

pixels of the SAR image. Recall that the solution at the step k
is fk = g − λdiv(ωk); then, λk at step k is updated as

λk+1 = λk
√
Nσ/‖fk − g‖. (4)

B. Choice of σ

Obviously, the choice of σ, the noise variance, is a key issue
for the initiation and update of parameter λ. Supposing that
a nonspeckle SAR image is piecewise smooth, then after a
wavelet transform, most of the detail (high-frequency informa-
tion) coefficients of the wavelet should be close to zero. This
implies that the small nonzero detail coefficients of the wavelet
of an original SAR image approximate the detail coefficients
of the wavelet of speckle noise. In other words, “most” of
the empirical wavelet detail coefficients are corresponding to
noise. Thus, σ is estimated using (2), but this is only a rough
estimation because of the following.

1) The estimation of σ varies considerably with the wavelet
algorithm and parameters used.

2) The estimation of σ is not scene independent. The esti-
mated σ value from a smooth scene will be lower than a
scene with complicated edge textures.
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Fig. 1. (a) Plot of σ against NCC between the original and despeckled Lena images. (b) Plot of σ against DEI (window size: numerator 3 × 3; denominator
19 × 19). (c) Plot of σ against DEI (window size: numerator 5 × 5; denominator 19 × 19). The circles denote the values corresponding to (2) predicted σ, and
the squares denote the maximum/minimum values of NCC and DEI.

Estimation of σ varies with the choice of wavelet algorithms
and the scene complexity. Table I presents the estimation of
σ using different types of wavelets for different scenes in a
European Remote Sensing Satellite (ERS) image including sea,
mountain, and plain. In Table I, bior 4.4 and bior 6.8 represent
the biorthogonal wavelets with 4/4 and 6/8 vanishing moments,
and db5, db6, and db7 represent Daubechies wavelets with 5, 6,
and 7 vanishing moments. We have chosen bior 4.4 wavelets
empirically for the experiments presented in this paper. The
variation of σ is about 20% between different scenes and
between different algorithms. This means that it is not realistic
and practical to achieve a precise and unique estimation of σ;
instead, we shall demonstrate in experiments that, because of
the adaptive optimization mechanism of the ATV algorithm, a
rough estimation of σ is adequate to initiate the ATV despeck-
ling in the range of a global optimization, and then, the adaptive
iteration will reach the local optimization of despeckling.

III. DEI

The performance assessment for SAR image despeckling is
not straightforward because the original nonspeckle SAR image
is unknown. We therefore first used simulated speckled images
to evaluate the performance of our method in comparison with
that of other commonly used and new techniques. In this case,
both the original speckle free images and added speckles are
known, and the despeckling results can be visually compared
with the original images as well as benchmarked using evalua-
tion indices. Then, the same performance assessment procedure
can be applied to the SAR images of various landscapes.

For simulated speckled images, the normalized cross-
correlation coefficient (NCC) can be used to assess the simi-
larity between the despeckled image and the original.

To assess the performance of edge preserve despeckling for
SAR images, a DEI is designed based on a ratio between the
standard deviation (std) over a small neighborhood and that
over a larger neighborhood, as defined in the following:

DEI =
1

N

∑
i,j

min
|p−i|<s,|q−j|<s

(
std(Wm

p,q)
)

std(Wn
i,j)

, m < n (5)

where N is the total number of pixels in the SAR image; Wn
i,j

denotes the moving window centered at pixel (i, j) with size

TABLE III
NCC AND DEI OF EIGHT DESPECKLING METHODS

FOR THREE STANDARD TEST IMAGES

of n× n in the denominator; the same notation applies for the
numerator and m < n. The numerator is the minimum standard
deviation of the m×m window roaming in a neighborhood
no greater than s× s, and s < n, around and include the pixel
(i, j). The summation is performed over the whole image.

For a despeckled SAR image of a smooth area without
topographic edges

std(Wn
i,j) ≈ min

|p−i|<s,|q−j|<s

(
std(Wm

p,q)
)

and the DEI as a ratio defined in (5) approximates to 1. In areas
which are rich of edges, the denominator of (5) calculated using
a larger window would be much greater than the numerator
calculated as the minimum of a smaller window roaming in a
neighborhood if the despeckling is effective, and thus, the ratio
should be much less than 1. Thus, the smaller the DEI is, the
better the edge preserve despeckling ability. As a ratio of stan-
dard deviation, DEI is robust to the contrast variation of images.

The choice of window size can affect the performance of the
DEI. The denominator window must be large enough to cover
at least one true edge feature, and therefore, the window size
relates to image textual feature characteristics and image spatial
resolution. Table II presents the DEI values calculated from
the original single-look Advanced Land Observation Satellite
(ALOS) SAR image used in our experiments (see Fig. 3) for
different window sizes of numerator and denominator. The data
show that DEI varies with the size of calculation windows;
it increases with the increase of numerator window size and
decreases with the increase of the denominator window size.
This is because, in this edge-rich mountainous area covered by
the image, increasing window size will include more edges and
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Fig. 2. Despeckling experimental results of the Lena image. The filters used in (c)–(g) are 5 × 5. (a) Original image. (b) Speckled. (c) Lee. (d) Frost. (e) Mean.
(f) Median. (g) Adaptive median. (h) Shearlet. (i) ATV. (j) Nonlocal.

thus generally increase the standard deviation for either numer-
ator or denominator. The increase of the numerator increases
DEI, while the increase of the denominator decreases DEI.

The DEI is used for relative assessment among different
despeckling techniques applied to the same image, and the
lowest DEI indicates the most effective edge preserve de-
speckling technique. In this sense, the DEI is robust to its
scene dependence of window size for effective assessment and
ranking of despeckling performance, as further discussed based
on experiments in the end of the following section. In all
circumstances, 0.1 drop in DEI value indicates a significant
improvement in despeckling.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Simulated Speckled Images

The experiments were carried out using several well-known
test optical images, including Pepper, Lena, and Boat. These
images were contaminated by adding white Gaussian noise
with a variance of 18. The variances estimated by (2) for three
images are 18.2145, 17.8563, and 18.2454, respectively, indi-
cating that the noise variance estimation by (2) is considerably
accurate.

We first investigated the influence of the noise variance σ in
our algorithm to confirm that the updating of λ in (4) is reason-
able. For the Lena image, plots of σ against NCC between the
original and despeckled images, and σ against DEI (numerator
window size = 3 and 5 and denominator window size = 19) are
presented in Fig. 1. It is interesting to notice that the σ value
of the maximum NCC is about 1.5 shifting to the left from
the predicted σ value by (2) and those of the minimum DEIs
of 3 × 3 and 5 × 5 numerator windows are about 1 shifting
to the left and only 0.3 shifting to the right, respectively. The
discrepancies are less than the variation of σ values that resulted
from the choice of wavelet algorithms and scene dependence

presented in Table I. As the predicted σ values by (2) and the σ
values corresponding to the maximum NCC and minimum DEI
are all in the relatively flat peak and trough parts of the curves in
Fig. 1, their variation within a range is insensitive to the values
of NCC and DEI. For instance, the NCC value at the predicted
σ is ∼0.0003 below the maximum NCC, while the DEI values
at the predicted σ are less than 0.0004 above the minimum DEIs
for both two numerator window sizes.

Depending on the numerator window size, the σ value of the
minimum DEI can be either slightly greater or smaller than the
σ predicted by (2). This indicates that the estimation of σ by (2)
is nearly optimal and surely robust. For both numerator window
sizes, the σ values corresponding to the minimal DEIs are
greater than that corresponding to the maximum NCC, which
is ∼1.7 less than the true σ value of 18. This implies that NCC
based on areal comparison is overly favorable to smoothness
(despeckling), while DEI keeps a balance between smoothness
and edge preservation. In particular, the σ corresponding to the
DEI minima calculated using 5 × 5 numerator window is very
near the true noise σ (18); this numerator window size was
thus chosen in further despeckling experiments using simulated
speckled images and SAR images.

We then compared our algorithm with seven other despeck-
ling methods: Lee filter [2], Frost filter [3], average filter, me-
dian filter, adaptive median (A-mean) filter, shearlet transform
[10], and nonlocal filtering [13]. The shearlet transform and
nonlocal filtering algorithms are new and complicated. We
downloaded the author-provided codes to carry out the despeck-
ling experiments using the default parameters which produced
the best results. Table III presents the NCC values between the
original and despeckled images using these algorithms and the
corresponding DEIs calculated using 5 × 5 numerator window
and 19 × 19 denominator window; in the table, the numbers in
bold font are the highest NCC and lowest DEI. For the Pepper
and Boat images, ATV achieved the highest NCC, while for
the Lena image, ATV is 0.0001 lower than nonlocal filtering.
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Fig. 3. Despeckling experimental results of an ALOS L-band SAR image. The filters used in (b)–(f) are 5 × 5. (a) Original image. (b) Lee filter. (c) Frost filter.
(d) Adaptive median filter. (e) Mean filter. (f) Median filter. (g) Shearlet transform. (h) Nonlocal filtering. (i) ATV regularization.

The variation in performance between different test images may
due to the image features. ATV achieved the lowest DEIs for
the Lena and Boat images, while the lowest DEI of the Pepper
image was delivered by nonlocal filtering. The ranking orders
of DEIs for the three test images are largely consistent to that
of NCC. The only exception is shearlet transform that is always
ranked much lower by DEI than by NCC. We shall explain.

For illustration, Fig. 2 presents the results of the Lena image.
It is visually self-evident that the performance of ATV is supe-

rior to the conventional despeckling filters [Fig. 2(c)–(g)]. The
result of shearlet transform [Fig. 2(h)] with high NCC appears
to be good viewed in small image with reduced resolution
but in full resolution, severe artifacts of crackle texture occur,
which will be further illustrated later in the discussion of SAR
image despeckling results [see Fig. 4(a)]. The artifacts cannot
be eliminated by fine-tuning the software parameters. This is
why shearlet transform is consistently depicted by DEI as a
poor performer (the third worst among the eight algorithms)
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Fig. 4. Artifacts introduced by shearlet transform and nonlocal filtering despeckling algorithms. (a) Shearlet transform. (b) Nonlocal filtering. (c) ATV
regularization. (d) Original.

with relatively high values, showing that DEI is very effective in
spotting the defects of artificial textures. The image of nonlocal
filtering [Fig. 2(i)] looks slightly better than the ATV image
in terms of both patchwise smoothness and edge preservation,
although its DEI value is slightly higher than that of ATV.
In the SAR image experiment, we found that the nonlocal
filtering may introduce subtle textural artifacts [see Fig. 4(b)].
Moreover, ATV is nearly 45 times faster than nonlocal filtering;
it took 2.8873 s for ATV to complete Lena image despeckling,
while for nonlocal filtering, it is 128.8119 s using the same
desktop PC.

B. Results From SAR Images

Several scenes of L-band SAR images of Japanese ALOS
and C-band SAR images of ERS were processed to test the de-
speckling performance of the ATV regularization in comparison
with the other seven despeckling techniques.

Fig. 3 presents the despeckling results for a single-look
ALOS L-band SAR amplitude (intensity) image of a mountain-
to-hill transition area with some urban features and roads. Such
an area is effective in testing the despeckling performance in
high relief as well as in flat landscape. For effective illustration,
only part of this 1024 × 1024 scene is presented in Fig. 3
to show the despeckling results of 5 × 5 Lee, Frost, median,
mean, and adaptive median filters; shearlet transform; nonlocal
filtering; and ATV regulation. Observing Fig. 3, it is visually
obvious that both nonlocal filtering and ATV regularization
images [Fig. 3(g) and (h)] are better edge preserve despeckled
than other techniques. The effectiveness of edge preservation is
particularly demonstrated by the road junction and its nearby
urban area in the upper-middle part of the images. With much
longer processing time, the nonlocal filtering is more effective
in despeckling than ATV, although its result is a bit overly
smoothed, making the edges less sharp. The shearlet transform
image appears to be smooth and edge sharp, but it is severely
subdued by “ghost” texture artifacts (the same as in the Lena

TABLE IV
DEI OF EIGHT DESPECKLING METHODS

FOR MOUNTAIN AREA SAR IMAGES

image experiment) as clearly illustrated in the zoomed-in image
in Fig. 4(a). In the flat area, the reservoir in the bottom-right
corner of the image presents a good benchmark of despeckling.
The reservoir in the ATV image is clean without speckles. The
5 × 5 mean filter achieved similar despeckling performance but
at the cost of significant edge blur. In the rest of despeckled
images using conventional filtering algorithms, residual speck-
les are obvious in this still water body. The result of nonlocal
filtering shows very effective despeckling; however, in the
reservoir, some artificial ripples can be observed on the water
surface by close look as illustrated in Fig. 4(b). This artifact
largely in horizontal direction can also be faintly observed in
areas other than the still water body. Careful screening also
revealed that the algorithm may generate homogenous artificial
blobs of several tens of pixels in size. In comparison, the ATV
image [Fig. 4(c)] appears blockier than the nonlocal filtering
image, but it has higher fidelity to the original image [Fig. 4(d)];
there is slight intensity variation in the reservoir corresponding
to the trend encoded in the original image. The DEI values of
all of the despeckled images are calculated using 5 × 5 numer-
ator window and 19 × 19 denominator window as shown in
Table IV, listed in a descending order of DEI. The DEI value of
nonlocal filtering image is the second lowest but considerably
(32%) greater than that of the ATV image. The possible reasons
are oversmoothed patchwisely and stealth artifacts. The visual
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Fig. 5. Despeckling experimental results of an ERS C-band SAR image. The filters used in (b)–(f) are 5 × 5. (a) Original image. (b) Lee filter. (c) Frost filter.
(d) Adaptive median filter. (e) Mean filter. (f) Median filter. (g) Shearlet transform. (h) Nonlocal filtering. (i) ATV regularization.

observation and the DEI suggest that the ATV algorithm is more
loyal to the true ground feature information encoded in the
speckles in SAR images. Visual assessment indicates that the
DEI decreases with the improvement of despeckling from
the original to adaptive median filter, Lee filter, Frost filter,
shearlet transform, and mean filter and then further decreases
with the improvement of edge sharpness from the median
filter to nonlocal filtering and ATV regularization (Fig. 3 and
Table IV).

Fig. 5 illustrates the despeckling results of a single-look ERS
C-band SAR image of a coastal area with mountain and sea
using the same algorithms as that for the ALOS SAR example.
The original ERS image [Fig. 5(a)] looks very noisy, and its
visual quality is badly degraded by speckles. It is interesting to
notice that the despeckling performance of different techniques
may be scene and SAR band dependent according to the DEI
values in Table IV, where the performance ranking order is
changed. For this image, nonlocal filtering is ranked behind
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TABLE V
DEI VALUES CALCULATED FROM AN ALOS SAR IMAGE DESPECKLED BY EIGHT DESPECKLING METHODS

USING DIFFERENT WINDOW SIZES OF NUMERATOR(m)AND DENOMINATOR(n)

mean filter and median filter with slightly higher DEI, while the
ATV is a clear-cut leading algorithm with the lowest DEI. Our
visual assessment more favors to the nonlocal filtering result
to be the second best as the mean filter result is noticeably
blurred and the median filter result is less sharp than the
nonlocal filtering. The fact of its higher DEI may be due to the
visually stealth artifacts as revealed in Fig. 4(b) and patchwise
over smoothness. In both SAR image processing examples,
the shearlet transform was picked out by relatively high DEI
values for its problem of introducing severe “ghost” textures,
although the images may look impressive at first glance in
nonfull resolution display.

To further investigate the robustness and validity of DEI to
the variation of calculation window size, the DEI values are
calculated from the despeckled ALOS SAR images (Fig. 3)
of all of the algorithms tested using different window sizes
as presented in Table V. The data in Table V show the same
trend as shown in Table II: DEI increases with the increase
of numerator window size and decreases with the increase of
denominator window size; however, the DEI values of all of the
algorithms in Table V are lower than that of the original image
in Table II for the corresponding window size. As expected,

the phenomena verify the principle of DEI defined in (5). For
this image of a mountain-to-hill transition area, the despeckled
image is locally smoother than the original image, but with
the increase of numerator window size, edges are included to
increase the standard deviation in the numerator of DEI and
thus the value of DEI. The increase of denominator window size
ensures more edges to be included and results in larger standard
deviation in the denominator; thus, the DEI value decreases. In
Table V, the lowest DEI values are in bold font, and the second
lowest values are in italic font. We can observe that the ranking
order of the DEI values for different algorithms changes with
the increase of numerator window size but is stable with the in-
crease of denominator window size. For all numerator window
sizes, ATV has the lowest DEIs, except for 9 × 9, where the
nonlocal filtering produced the lowest DEIs. For 3 × 3 numera-
tor window, median filter has the second lowest DEIs for all of
the denominator windows, while the nonlocal filtering ranks the
third. The order drop of nonlocal filtering in 3 × 3 numerator
window is again possibly caused by its edge enhancement
artifacts that increase the standard deviation of the denominator
in small window. While for 9 × 9 numerator window, the
patchwise smoothness of nonlocal filtering is advantageous,
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ensuring the lowest DEIs for all of the denominator windows.
The ranking order for all of the algorithms maintains the same
for numerator windows 5 × 5 and 7 × 7. This means that the
DEI is most stable and robust within this numerator window
range. Also, according to the experiments, using simulated
speckled images, the minimum DEI of 5 × 5 numerator win-
dows is at the position very close to the true noise σ [Fig. 1(c)].
Although DEI is insensitive to the variation of denominator
window size, the differentiation of despeckling performance
becomes less significant when the denominator window is not
significantly larger than the numerator window. We therefore
recommend DEI calculation window size 5 × 5 for numerator
and 19 × 19 for denominator.

V. CONCLUSION

In this paper, we have presented an edge-preserving despeck-
ling method based on the TV regularization model, with its
regularization parameter adaptive to the noise level estimated
by wavelets. We call the algorithm ATV. The noise removal
using TV regulation is based on an additive noise model, while
radar speckles are multiplicative. A logarithmic transformation
of the SAR image is applied as the initial step of the ATV to
convert the multiplicative speckles to an additive component
that is statistically independent of the scene.

The ATV regularization despeckling method uses wavelets
to estimate the noise level of a SAR image. The regularization
parameter updates in every step of the iteration in relation to
noise variance σ. The estimation of σ can hardly be precise and
unique; it varies with the types of wavelets used and the scene
complexity. However, because of the adaptive optimization
mechanism of the algorithm, an automatic rough estimation of
σ is adequate to initiate the despeckling within the near range
of a global optimal and then to achieve the local optimization
for edge preserve despeckling. Experiments indicate that the
estimation of noise variance σ in our method is robust and
almost optimal.

To assess the performance of edge preserve despeckling for
SAR images, the DEI is designed, which is based on the ratio
of local standard deviations calculated from a small window
for the numerator and large window for the denominator. In
principle, the DEI indicates a better edge-preserving despeck-
ling performance by a lower value. The window sizes for
the numerator and denominator of DEI can be determined
empirically for optimal sensitivity, but DEI is fairly robust to
considerable variation of the window size. The experiments
using simulated speckled images and ALOS L-band SAR and
ERS C-band SAR images demonstrated that the quantitative
indication by DEI values matches the visual assessment for five
conventional despeckling filters in comparison. Always with
the lowest DEIs, the ATV results show obvious better visual
quality in terms of despeckling smoothness and edge sharpness.
It is interesting to notice that the DEI consistently indicates the
simple median filter as a competent performer for despeckling.

For further test, we have compared the ATV with two recent
new despeckling algorithms: shearlet transform and wavelet-
based nonlocal filtering. Shearlet transform is effective for
despeckling; however, it introduces severe artifacts of “ghost”

textures which do not exist in the original images. This defect
has been effectively indicated by rather high DEI values. The
despeckling results from nonlocal filtering are visually more
appealing than those from ATV in terms of patchwise smooth-
ness and edge sharpness, but ATV always achieves the lowest
DEI. The investigation then revealed that the nonlocal filtering
algorithm introduces subtle artifacts of horizontal ripples and
homogenous blobs. The finding implies that ATV is more loyal
to original images, not compromising fidelity for good looking.
It also demonstrates that DEI is diagnostic to the true quality
of edge preserve despeckling for SAR images. The ATV is
simple in concept, fast in computing, and straightforward in
operation without user-tuned parameters. Achieving consistent
good performance for SAR image despeckling at high speed,
ATV is practical for real applications.
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