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Abstract—Equalization of room transfer functions (RTFs) is an important topic with several applications in acoustic signal processing. RTFs are often modelled as finite impulse response filters, characterized by orders of thousands of taps and non-minimum phase. In practice, only approximate estimates of the actual RTFs are available due to measurement noise, limited estimation accuracy and temporal variation of source-receiver position. These issues make equalization a difficult problem. In this paper, we discuss multichannel equalization with focus on estimation accuracy and temporal variation of source-receiver position. These issues make equalization a difficult problem.

The problem of equalization is to find \( G_m(z) \). When \( H_m(z) \) is a minimum phase system, a stable inverse filter can be found by replacing the zeros of \( H_m(z) \) with poles [4]

\[
G_m(z) = \frac{1}{H_m(z)}.
\]

However, RTF equalization is not that straightforward in practice because:

(i) RTFs are non-minimum phase in general [5] and hence (3) does not give a stable causal solution for \( G_m(z) \);

(ii) the average difference between maxima and minima in RTFs are in excess of 10 dB [6]–[8] and therefore RTFs typically contain spectral nulls that, after equalization, give strong peaks in the spectrum causing narrow band noise amplification;

(iii) equalization filters designed from inaccurate estimates of \( H_m(z) \) will cause distortion in the equalized signal [8];

(iv) the length \( L \) of \( h_m \) at a sampling frequency \( f_s \) is related to the reverberation time, \( T_{60} \), in a room by \( L \propto f_s T_{60} \) and can be several thousand taps in length [6].

Several alternative approaches, both for single and for multiple microphones, have been proposed to address these issues. There are two common methods for single channel equalization: single channel least squares (SCLS) and homomorphic equalization [9]. SCLS equalization filters are designed by minimizing an error formed from (2) as [9], [10]

\[
\hat{g}_m = \arg \min_{g_m} \| H_m g_m - d \|_2^2,
\]

where \( || \cdot || \) denotes Euclidean distance. In homomorphic inverse filtering [9], [11]–[13], the RTF is decomposed into
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I. INTRODUCTION

Equalization of room transfer functions (RTFs) is an important research topic with several applications in acoustic signal processing, including speech dereverberation [1] and sound reproduction [2]. Although, in theory, exact equalization is possible when multiple observations are available [3], there are many obstacles for practical application of RTF equalization algorithms.

Consider the \( L \)-tap room impulse response of the acoustic path between a source and the \( m \)th microphone in an \( M \)-element microphone array, \( h_m = [h_{m,0} \ h_{m,1} \ \ldots \ h_{m,L-1}] \), with a \( z \)-transform \( H_m(z) \) constituting the RTF. The objective of equalization is to apply an inverse system with transfer function \( G_m(z) \) such that

\[
H_m(z)G_m(z) = \kappa z^{-\tau}, \quad m = 1, 2, \ldots, M
\]

where \( \tau \) and \( \kappa \) are arbitrary delay and scale factors respectively. Equivalently, considering the \( L_i \) tap impulse response of \( G_m(z) \), \( \hat{g}_m = [g_{m,0} \ g_{m,1} \ \ldots \ g_{m,L-1}]^T \), (1) can be written in the time domain as

\[
H_m g_m = d,
\]

where

\[
H_m = \begin{bmatrix}
 h_{m,0} & 0 & \ldots & 0 \\
 h_{m,1} & h_{m,0} & \ldots & 0 \\
 \vdots & \ddots & \ddots & \vdots \\
 h_{m,L-1} & \ldots & \ldots & 0 \\
 0 & h_{m,L-1} & \ldots & 0 \\
 \vdots & \vdots & \ddots & \vdots \\
 0 & \ldots & 0 & h_{m,L-1}
\end{bmatrix}
\]

is a \((L + L_i - 1) \times L_i\) convolution matrix, and

\[
d = [0 \ldots 0 \ \kappa \ 0 \ \ldots 0]^T
\]

is the \((L + L_i - 1) \times 1\) vector with the impulse response of the equalized RTF.
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minimum phase and all-pass components. An exact inverse can be found for the minimum phase component with (3), while the all-pass component can be equalized, for example, using a matched filter [12]. Equalizing only the magnitude was considered in [5], [12], but was found to result in audible residual echoes. In a comparative study between these two techniques, Mourjopoulos [9] concluded that SCLS, although sometimes less accurate than homomorphic inversion, is more efficient in practice.

Single channel methods typically result in large processing delay, which is problematic for many communications applications, extremely long and non-causal inverse filters, and provide only approximate equalization [3]. Due to the approximate nature of these inverse filters, they are less sensitive to noise and inexact RTF estimates [1]. Inherently, SCLS inverse filters only partially equalize deep spectral nulls, which can be advantageous in avoiding problems due to points (ii) and (iii) above.

In the multichannel case, the non-minimum phase problem is eliminated and exact inversion can be achieved using the Bezout’s theorem [3], [14]; given a set of $M$ RTFs, $H_m(z)$, and assuming that these do not have any common zeros, a set of filters, $G_m(z)$, can be found such that [3], [14]

$$
\sum_{m=1}^{M} H_m(z)G_m(z) = 1. \tag{5}
$$

MINT [3] was the first multichannel equalization method based on (5). Adaptive versions have also been considered [2]. Unlike single channel equalization filters, the length of the multichannel equalization filters is of similar order as the length of the room impulse response and there is no processing delay [3], [14]. However, it has been observed that exact equalization is of limited value in practice, when the RTF estimates contains even moderate errors [1], [8].

Various alternatives have been proposed for improving robustness to RTF inaccuracies. Bharitkar et al [15] use spatially averaged RTFs for the design of the equalization filter. In [16], the authors modify the desired signal in the multichannel inverse filter design, such that the late reverberation is equalized while the early reflections are preserved. Haneda et al [17], [18] form an IIR filter by decomposing the RTFs into common acoustical poles and non-common zeros. Mourjopoulos [10] uses an AR model of the RTFs rather than the all-zero model in order to reduce the filter order. The AR model of RTFs is also exploited by Hopgood and Rayner in a single channel subband equalization approach [19], Hikichi et al [20], [21] introduce regularized multichannel equalization which adds robustness to noise and RTF fluctuations.

In this paper, we propose a new method for equalization filter design. Given a set of multichannel RTFs, we decompose the RTFs into their subband equivalent filters. These are then used to design the subband equalization filters and the equalization is performed in each subband before a full-band equalized signal is reconstructed. It is shown that this approach not only reduces the computational load, but also reduces the sensitivity to estimation errors and the effect of measurement noise in the RTFs. An important result is that this method accommodates multichannel equalization of large order systems, taking advantage of the shorter length of multichannel equalization filters and low sensitivity to RTF inaccuracies.

The remainder of the paper is organized as follows. Multichannel equalization is described in Section II. The effects on equalization filter design from inexact RTFs are demonstrated in Section III. The subband equalization method is developed in Section IV. Section V presents a computational complexity analysis of the subband method. Simulation results demonstrating the operation of the proposed algorithm are given in Section VI and, finally, conclusions are drawn in Section VII.

II. MULTICHANNEL EQUALIZATION

The relation in (5) can be written in the time domain as

$$
\sum_{m=1}^{M} H_m g_m = H g = d, \tag{6}
$$

where $H = [H_1\ H_2\ \ldots\ H_M]$, and $g = [g_1^T\ g_2^T\ \ldots\ g_M^T]^T$. An optimization problem can then be formulated as

$$
g = \arg \min_{\hat{g}} \|Hg - d\|^2, \tag{7}
$$

and the multichannel equalization (MCEQ) filters can be calculated according to [14]

$$
\hat{g} = H^+ d, \tag{8}
$$

where $H^+$ is the matrix pseudo-inverse [22]. The choice of equalization filter length, $L_i$, and, consequently, the dimensions of $H$, $(L+L_i-1)\times ML_i$, define the solution obtained with (8). If $L + L_i - 1 \leq ML_i$, then

$$
L_i \geq \frac{L - 1}{M - 1}, \quad M \geq 2 \tag{9}
$$

and the system is underdetermined such that several exact solutions exist [23]. Then the pseudo-inverse in (8) is defined as $H^+ = H^T (HH^T)^{-1}$ and gives the minimum norm solution to (7). In the special case when the length in (9) results in an equivalence, the matrix $H$ becomes square and the pseudo-inverse in (8) reduces to a standard matrix inverse. The exact solution is then unique and equivalent to that of MINT [3].

However, as pointed out in [14], it is not always possible to choose such length for $M > 2$, since the relation in (9) may not give an integer result. Instead, a greater length is often chosen [14], [24]. A third case arises when $L_i$ is chosen such
that \((L + L_i - 1) > ML_i\), which results in an overdetermined system of equations and only a least squares solution can be obtained [23]. For this work, we consider the former, minimum norm exact solutions, and set the equalization filter length to
\[
L_i = \left\lfloor \frac{L - 1}{M - 1} \right\rfloor, \quad M \geq 2, \tag{10}
\]
where \(\left\lfloor a \right\rfloor\) denotes the ceiling operator giving the smallest integer greater than or equal to \(a\). The relation between an input signal \(s(n)\), RTFs \(H_m(z)\), equalizers \(G_m(z)\), and an output signal \(\hat{s}(n)\) is depicted in Fig. 1 where \(\hat{s}(n) = KS(n-\tau)\) for ideal equalization.

### III. Equalization with Inexact Impulse Responses

In this Section we demonstrate the effects of equalization filter design when using inexact \(h_m\), considering both single channel (approximate) equalization with SCLS and multichannel (exact) equalization with MCEQ. We define an inexact system impulse response, \(\hat{h}_m = [\hat{h}_{m,0} \ h_{m,1} \ldots \ h_{m,L-1}]^T\), as an impulse response with system mismatch \(M_m > -\infty\) dB, with
\[
M_m = 20 \log_{10} \left( \frac{\|h_m - \hat{h}_m\|}{\|h_m\|} \right) \text{ dB}, \tag{11}
\]
where \(\| \cdot \|\) denotes Euclidean distance. In the remainder of this work we model system mismatch, as in [25], according to
\[
\hat{h}_m = (I + \epsilon_m)h_m, \tag{12}
\]
where \(\epsilon_m = \text{diag}\{\epsilon_{m,0} \ \epsilon_{m,1} \ldots \ \epsilon_{m,L-1}\}\), \(I\) is the identity matrix, and \(\epsilon_{m,i}\) is a zero mean Gaussian variable with the variance set to the desired system mismatch, \(M_m = 10 \log_{10}(\text{var}(\epsilon_{m,i}))\) dB.

We now study the design of an equalization filter for \(h_m\) using \(\hat{h}_m\) when \(M_m > -\infty\) dB. Furthermore, we define the equalized system \(d = Hg\) with \(I\)-point discrete Fourier transform \(D(f) = |D(f)|e^{j\phi(f)}\), where \(I\) is set to the nearest integer power of two larger than the length of \(d\). For evaluation purposes we consider the magnitude and the phase separately as follows.

(i) **Magnitude deviation** is defined here as the standard deviation of the equalized magnitude response [8]
\[
\sigma = \sqrt{ \frac{1}{T} \sum_{f=0}^{T-1} 10 \log_{10} |\hat{D}(f)| - \bar{D}^2 }, \tag{13}
\]
with
\[
\bar{D} = \frac{1}{T} \sum_{f=0}^{T-1} 10 \log_{10} |\hat{D}(f)|.
\]
This measure is scaling independent and equal to zero for exact equalization.

(ii) **Linear phase deviation** is defined as the deviation of the unwrapped phase from a linear fit to its values and is defined here as
\[
\Delta = \sqrt{ \frac{1}{T} \sum_{f=0}^{T-1} (\theta(f) - \bar{\theta}(f))^2 }, \tag{14}
\]
where \(\bar{\theta}(f)\) is the least squares linear approximation to the phase at frequency bin \(f\).

Two key effects regarding equalization filter design from inexact impulse responses are to be demonstrated: A. the performance degradation caused by increased system mismatch and B. the performance degradation caused by increased system length \(L\) for a fixed system mismatch.

#### A. Effects of System Mismatch

An illustrative comparison experiment was performed using an arbitrary system with two random channels \(h_m, m = 1, 2\) of length \(L = 64\). System mismatch ranging from 0 to \(-80\) dB was modelled using (12). For each case, the impulse response was equalized using the MCEQ method with \(L_i = L - 1, \tau = 0\) and with the SCLS method with \(L_i = 15L, \tau = L/2\). The results, averaged over 100 different random channels, are displayed in Fig. 2. It is seen that equalization using the MCEQ method introduces large spectral distortion for \(M_m > -60\) dB, a level of system mismatch which is the operating range of many current (blind or non-blind) RTF estimation techniques. In contrast, the single channel SCLS equalizer degrades much more gracefully, although equalization filters of very high orders are required. The better performance of the SCLS is a result of the least squares approximation not being able to equalize deep spectral nulls. Furthermore, it is observed that for \(M_m < -70\) dB the multichannel method results in exact equalization while the single channel counterpart reaches a performance bound. These observations are also in accordance with the results reported in [8], [26], where the authors studied equalization of RTF measured at a different location to that at the point of processing.

#### B. Effects of System Length

We examine next the interrelation between system mismatch, impulse response length and equalization accuracy. We consider an arbitrary system with two random channels...
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Fig. 3. Magnitude and phase distortion vs. impulse response length for (a) exact equalization with MCEQ from (8) and (b) approximate equalization with SCLS from (4), both with system mismatch $M_{m} = -30$ dB.

In summary, we have seen that exact multichannel equalization with inverse filters obtained from inexact system lengths gives worse results than approximate single channel equalization. However, SCLS inverse filter length of the order $15L$ is not suitable for realistic applications involving acoustic impulse responses and the achieved equalization is limited even when the system mismatch is low. In addition, the deteriorating effects of exact multichannel equalization, for a fixed system mismatch, were seen to increase with increased channel length. These observations lead us to the conclusion that when equalization filters are designed from inexact system estimates, approximate solutions and short system lengths are preferable. The system length due to RTFs is a function of the room and its reverberation time and, therefore, not a controllable system parameter. This motivates the development of a multichannel subband equalizer, where shortened channel length is an inherent feature.

IV. Multichannel Subband Equalization

We now derive the subband multichannel least squares (SB-MCEQ) equalizer. Figure 4 shows a conceptual system diagram of the SB-MCEQ where the full-band system depicted in Fig. 1 is applied to each subband. This emphasizes three key issues to consider in such design: (i) the choice of the filter-bank, (ii) the mapping of full-band to subband RTFs and (iii) the equalizer design using the subband equivalent filters. Each of these is discussed in the remainder of this Section.

Multirate processing [27] has been applied successfully in acoustic signal processing problems such as, for example, acoustic echo cancellation where significant improvements have been demonstrated in the convergence of the subband adaptive filters [28]–[31]. A subband version of MINT was first investigated in [32]. This approach uses a critically decimated filter-bank. The subband transfer functions to be equalized are estimated using a least squares estimate using the observation of a known reference signal. A different multichannel subband method was proposed by Wang and Itakura [33] for a critically decimated filter-bank. Single channel least squares equalizer is applied to each subband and each microphone and the full-band signal is reconstructed using the best microphone in each subband. The best microphone is selected for each subband using a normalized estimation error criterion from the estimation of the SCLS filters. In [19], a rigourous approach was taken and the relation between full-band and subband filters was studied for an AR model of the room impulse response. An adaptive method for multichannel equalization in oversampled subbands was proposed in [30] and was shown to provide significant improvement over the full-band counterpart.

The relation between full-band and subband filtering was studied, for example, by Lanciani et al [34] for filtering of MPEG audio signals and by Reilly et al [31] with applications to acoustic echo cancellation. The former authors derive the relations between the full-band and subband filters for critically decimated cosine modulated filter banks [27], which are shown to require cross-band filtering. On the other hand, Reilly et al [31] show that good approximations can be obtained with a diagonal filtering matrix, involving only one filter per subband for complex oversampled filter-banks since these sufficiently suppress aliasing in adjacent subbands [30]. We now extend this approach to the multichannel case with application to RTF equalization. This method differs from the previously proposed methods in that it uses oversampled subbands in conjunction with the explicit relation between the full-band and the subband RTFs.

A. Oversampled Filter-banks

The generalized discrete Fourier transform (GDFT) filter-bank [29] is employed in the subsequent development work. The advantages of this filter-bank include straightforward implementation of fractional oversampling and computationally efficient implementations [29]. Within the framework of the GDFT filter-bank, the analysis filters, $u_{k,i}$, are calculated from a single prototype filter, $p_{i}$, with bandwidth $\frac{N-1}{N}$ according to
where \( L \) the filter-bank. Although this filter design results in complex conjugates of these.Processed since the remaining subbands are straightforward complex conjugated version of the analysis filters perfect reconstruction can be obtained from the time-reversed, conjugated version of the analysis filters

\[
H^*_0(z)G_0(z) = 1, \quad H^*_i(z)G_i(z) = 1, \quad i > 0.
\]

where \( L_{pr} \) is the length of the prototype filter and, consequently, the length of all analysis and synthesis filters of the filter-bank. Although this filter design results in complex subband signals, for \( K \) even, only \( K/2 \) subbands need to be processed since the remaining subbands are straightforward complex conjugates of these.

The choices of decimation factor, \( N \), and number of subbands, \( K \), has several consequences on the algorithm. A large number of subbands requires a long prototype filter to suppress aliasing effectively. On the other hand, too few subbands are used, the benefit of shorter subband equalization filters is reduced. The choice of oversampling ratio \((N/K)\) affects the performance of the equivalent subband filters. A good trade off between these parameters was found in the filter-bank used for the illustrative experiments in this paper with \( K = 32 \) subbands and decimation factor, \( N = 24 \). An \( L_{pr} \) tap prototype filter was designed using the iterative least squares method \[29\], giving an estimated aliasing suppression of 82 dB. From the properties of the GDFT outlined here, the following two properties can be assumed to be valid:

**P1:** Aliasing is sufficiently suppressed in the subbands

\[
U_k(zW^*_N)V_k(z) \approx 0, \quad i > 0, \quad \forall k,
\]

where \( W_N = e^{-j2\pi/N} \).

**P2:** Magnitude distortion of the filter-bank is negligible

\[
\sum_{k=0}^{K-1} U_k(z)V_k(z) \approx \kappa z^{-\tau},
\]

where \( U_k(z) \) and \( V_k(z) \) are the z-transforms of the subband analysis and synthesis filters respectively.

### B. Subband Decomposition
Consider the \( K \) subband, \( M \) microphone system in Fig. 4. It is clear that, in order to design the subband equalizers \( G_{km}(z) \), the subband RTFs \( H_{km}(z) \) must be found using, for example, complex subband decomposition \[31\] of their full-band counter parts \( H_m(z) \). The objective of the subband decomposition is to find a set of subband filters, \( H_{km}(z) \), \( k = 0,1,\ldots,K/2-1 \), given the full-band filter \( H_m(z) \), such that the total transfer function of the filter bank, \( F_m(z) \), is equivalent to the that of the full-band filter up to an arbitrary scale factor, \( \kappa \), and an arbitrary delay, \( \tau \). This can be written

\[
F_m(z) = \kappa z^{-\tau}H_m(z), \quad \forall m.
\]

The total transfer function of the filter-bank for the \( m \)th channel is given by

\[
F_m(z) = \frac{1}{N} \sum_{k=0}^{K/2-1} \sum_{i=0}^{N-1} U_k(zW^*_N)H_{km}(z^N)V_k(z),
\]

Evoking property P1 in (17), the filter-bank transfer function reduces to

\[
F_m(z) \approx \frac{1}{N} \sum_{k=0}^{K/2-1} U_k(z)H_{km}(z^N)V_k(z),
\]

which allows for a single filter per subband.

![Fig. 4. Subband multichannel equalization system.](image_url)
Next, following the approach in [31], we choose the filters in each subband, \( H_{km}(z) \), such that they satisfy the relation
\[
U_k(z)H_{km}^\prime(z^N) = U_k(z)H_m(z), \quad \forall k.
\] (22)

Substituting, (22) into (21) we obtain
\[
F_m(z) \approx H_m(z) \frac{1}{N} \sum_{k=0}^{K/2-1} U_k(z)V_k(z).
\] (23)

Finally, due to property P2 in (18), we find that the overall filter-bank transfer function is
\[
F_m(z) \approx \frac{K}{N} z^{-\tau} H_m(z),
\] (24)

which is the desired result. Thus, the remaining problem is to solve for \( H_{km}^\prime(z) \) in (22).

Decimating (22) by a factor of \( N \), the following approximation can be formed
\[
\frac{1}{N} \sum_{i=0}^{N-1} U_k(z^{1/N}W_N^i)H_{km}^\prime(z) \approx \frac{1}{N} \sum_{i=0}^{N-1} U_k(z^{1/N}W_N^i)H_m(z^{1/N}W_N^i),
\] (25)

which in the time domain is equivalently written
\[
U_{N,k} h_{km}^\prime \approx r_{N,km}
\] (26)

where \( h_{km}^\prime = [h_{km,0}^\prime \ldots h_{km,L-1}^\prime]^T \) are the \( L' \)-tap subband impulse responses, \( r_{N,km} = [r_{km,0} \ldots r_{km,N(L-1)}]^T \) is an \( (L + L_{pr} - 1)/N \times 1 \) vector with \( L_{pr} = L_{pr'} \) as the length of the analysis filters. The convolution on the left hand side of (26) is of length \( (L_{pr}/N) + L' - 1 \), and consequently, the length of the subband filters is
\[
L' = \left\lceil \frac{L + L_{pr} - 1}{N} \right\rceil = \left\lceil \frac{L_{pr}}{N} \right\rceil + 1.
\] (27)

The estimates of the subband filters \( \hat{h}_{km}^\prime \) are then found by solving the following optimization problem [31]
\[
\hat{h}_{km}^\prime = \arg\min_{\hat{h}_{km}^\prime} \| U_{N,k} \hat{h}_{km}^\prime - r_{N,km} \|^2.
\] (28)

The \( 4 \)th subband, \( m \)th channel filters are then obtained in the least squares optimal sense according to
\[
\hat{h}_{km}^\prime = U_{N,k}^+ r_{N,km}.
\] (29)

In summary, given a full-band RTF, \( H_m(z) \), and \( K/2 \)-band filter bank satisfying perfect reconstruction and aliasing suppression in the subbands, a set of subband filters, \( H_{km}^\prime(z) \), of order \( L/N \), can be found such that the overall subband transfer function is equivalent to the full-band filter response.

We now aim to exploit the significant order reduction in the subbands of the very long full-band room impulse responses.

C. Subband multichannel equalization

The multichannel equalization filters, \( \hat{G}_{km}(z) \), can be calculated for each subband using the filters \( H_{km}^\prime(z) \) obtained from (29). Here, this is done utilizing the multichannel equalization filter design from (8), which now becomes
\[
\hat{g}_{km}^\prime = \hat{H}_{k}^\prime d, \quad k = 0, 1, \ldots, K/2 - 1,
\] (30)

such that for each subband
\[
\sum_{m=1}^{M} \hat{G}_{km}(z)H_{km}^\prime(z) = 0, \quad k = 1, 2, \ldots, K/2 - 1.
\] (31)

Thus, equalization is achieved by applying the inverse filters, \( \hat{g}_{km}^\prime \), to the subband signals of the reverberant observations in each subband \( k \), \( \forall k \) and an equalized full-band signal is constructed. Assuming that exact equalization is achieved in each subband, the accuracy of the final result will depend on the reconstruction properties of the filter-bank, the level of aliasing suppression and, consequently, on the design of the prototype filter. Therefore, the overall equalization of the subband method will not be exact in practice, which can be beneficial as discussed in Section III. These dependencies will be explained through illustrative simulations in Section VI.

V. Computational complexity

In this section we present a comparative analysis of the number of computations required for the solution of the full-band MCEQ equalizer design and the SB-MCEQ equalizer design (including the computational cost of the subband decompositions). The comparison is made in terms of floating point operations (flops), where one flop is defined as either one real multiplication or one real addition [22]. We consider the general optimization problem \( \min_{\mathbf{x}} \| \mathbf{A} \mathbf{x} - \mathbf{b} \|^2 \), which has a minimum norm solution \( \hat{x} = \mathbf{A}^T(\mathbf{A} \mathbf{A}^T)^{-1} \mathbf{b} \), where \( \mathbf{A} \) is an arbitrary real valued \( p \times q \) matrix and \( \mathbf{b} \) is a real valued \( p \times 1 \) vector. The number of flops required to solve this problem using the normal equations is given by [22]
\[
pq^2 + \frac{q^3}{3}.
\] (32)

From the dimensions of the full-band equalization filter calculation in (8), the number of flops required for the MCEQ design is
\[
(ML_3)^2(L + L_1 - 1) + \frac{(ML_3)^3}{3}.
\] (33)

The subband equalization filter design takes into consideration two separate calculations for each of the \( K/2 \) subbands: the cost of the subband inverse filter computation in (30) and the cost of the subband decomposition in (29). The data for these calculations is complex where, generally, one complex multiply requires four real multiplies and two real additions and one complex addition requires two real additions. Under
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Fig. 5. Floating point operation count vs. system length for the full-band (×) and subband (◦) equalizers.

the assumption that an equal number of complex multiplications and complex additions are required to solve the system of equations considered here, we multiply the expression in (32) by a factor of four. The total flops required for the subband inverse filter design can be expressed as

\[ 2K \left( (ML_i)^2(L' + L'_1 - 1) + (L_rL'_r)^2 + \frac{(ML_i)^3 + L'_3}{3} \right). \]  

(34)

The key factor of the computational complexity is the system length and thus, the improvement achieved by the subband method will depend on the number of subbands and on the decimation ratio. An example is given in Fig. 5 where the computational complexity is calculated with (33) and (34) respectively. The subband implementation for this example is that presented in Section IV-B with \( K = 32 \) subbands decimated by \( N = 24 \). On average over all lengths, the subband approach reduces the computational complexity by a factor of 120.

VI. SIMULATIONS AND RESULTS

The following simulation results are presented to demonstrate the performance of the proposed SB-MCEQ equalization method. Three experiments were performed to show: (i) a comparative performance evaluation with the full-band MCEQ using randomly generated channels, (ii) the applications of the SB-MCEQ to simulated room impulse responses and (iii) illustrative examples of the algorithm.

A. Experiment 1: Simulated RTFs

The experiment demonstrates the performance of the SB-MCEQ equalizer, compared with the full-band MCEQ using simulated RTFs. A linear array of \( M = 5 \) uniformly distributed microphones with 0.1 m separation between adjacent sensors was simulated using the source-image method [11] for a room with dimensions \( 6 \times 5 \times 3 \) m. The impulse response at one of the microphones, \( h_1 \), and the corresponding magnitude response are depicted in Figs. 6(a) and 6(b) respectively. The sampling frequency was \( f_s = 16 \) kHz and the room reverberation time was \( T_{60} = 0.3 \) s, resulting channel lengths of \( L = 4800 \) taps. Moreover, keeping the source-microphone configuration fixed, RTFs were simulated at 100 different locations in the room. System misalignment, \( M_{mis} \), varying between 0 and \( -80 \) dB was simulated with (12). The full-band equalization filters in (8) were computed with the SLICOT toolbox [35] according to the method discussed in [23].

Figure 7 shows the results in terms of magnitude and phase distortion, as an average of the 100 measurement locations for (a) the full-band MCEQ and (b) for the proposed subband implementation. Notably, the SB-MCEQ exhibits much more graceful performance degradation with increased misalignment compared to the full-band MCEQ and with a similar behaviour as the single channel SCLS equalizer shown...
Fig. 8. Equalized (a) time domain impulse response and (b) magnitude response, using the SB-MCEQ method $M_m = -80$ dB. The magnitude distortion is $\sigma = 0.03$. (Note that the magnitude scaling of the equalized impulse response is of no significance.)

in Fig. 2. Thus, the SB-MCEQ method is shown in these results to be less sensitive to inexact impulse responses, while benefiting from the shorter filters of multichannel inversion. This improvement is a consequence of the reduced filter length in the subbands, which in Section III-B was demonstrated to improve the MCEQ equalizer performance. In addition, nearly perfect equalization is achieved with the SB-MCEQ method for $M_m \leq -40$ dB.

Finally, we provide two characteristic examples of the subband equalizer output for the simulated RTFs. Figure 8a shows a typical outcome of the equalized room impulse response in the time domain and Fig. 8b shows the corresponding magnitude response for $M_m = -80$ dB. It can be seen that near perfect equalization is achieved with only small spectral distortion ($\sigma = 0.03$); this distortion results from the approximations in the subband filter decomposition and in the filter-bank reconstruction. Thus, the accuracy depends on the ability of the prototype filter to suppress aliasing and on the oversampling ratio. The delay in the equalized impulse in Fig. 8a is due to the filter-bank and is governed by the order of the prototype filter $L_{pr}$. As a further illustration for a less accurate RTF estimation, a characteristic outcome for $M_m = -10$ dB is shown in Fig. 9, where a more significant spectral distortion is observed, which is due to the room impulse response inaccuracies.

B. Experiment 2: Speech Dereverberation

In Experiment 2, we used the impulse responses and the equalizing filters from Experiment 1 and applied these to speech dereverberation. The sentence ‘Hoist the load to your left shoulder.’ uttered by a male talker, drawn from the IEEE corpus [36], was used as an example. The Segmental Signal to Reverberation Ratio (SRR) [1] was used as an objective evaluation metric. The results, averaged over 100 different source-microphone configurations, are shown in Fig. 10 for

(a) speech equalized with the proposed subband approach, (b) speech equalized with the full-band MCEQ and (c) unprocessed speech at the microphone closest to the talker. It can be seen that equalizing with channel estimates with misalignment larger than $M_m = 40$ dB results in lower Segmental SRR than in that of the unprocessed reverberant signal. The reduced sensitivity to errors in the channel estimates of the subband SB-MCEQ method is manifested here by showing that equalization can be beneficial down to misalignments of $M_m = 20$ dB; for this example, there is, on average over all misalignments, 9 dB improvement in Segmental SRR using the subband method compared to the full-band method.

Fig. 9. Equalized (a) time domain impulse response and (b) magnitude response, using the SB-MCEQ method for $M_m = -10$ dB. The magnitude distortion is $\sigma = 2.63$. (Note that the magnitude scaling of the equalized impulse response is of no significance but the relative scaling between Figs. 8a and 9a is significant.)
Fig. 11. A measured (a) room impulse response and (b) the corresponding magnitude response.

Fig. 12. Equalized (a) time domain impulse response and (b) magnitude response, using the full-band MCEQ method for $M_m = -50$ dB.

C. Experiment 3: Measured RTFs

Finally, we provide an example of equalization using measured RTFs obtained from the MARDY database [37]. An example (a) impulse response and (b) the corresponding magnitude response are shown in Fig. 11. System misalignment corresponding to $M_m = -50$ dB was simulated with (12) and the resulting RTFs were employed in the design of equalization filters using both the full-band and the subband methods. The equalized RTF using the full-band MCEQ and the SB-MCEQ are shown in Fig. 12 and Fig. 13, respectively. The smaller spectral distortion caused by the subband method is conspicuous.

VII. CONCLUSIONS

Equalization of acoustic impulse responses has been discussed both for single and multiple microphones. Single microphone approaches can provide only approximate equalization, require very long inverse filters and result in long processing delay due to the non-minimum phase property of the RTFs. On the other hand, exact equalization with no delay and with inverse filters of similar order to the room impulse responses is possible in the multimicrophone case. However, multichannel methods are very sensitive to inaccuracies in the estimated systems to be equalized, causing significant distortions to the equalized signal.

Consequently, a new algorithm was derived operating on decimated oversampled subband signals, where the full-band impulse response is decomposed into equivalent filters in the subbands and multichannel least squares equalization is applied to each subband. It was shown that this method results in substantial computational savings at the cost of very small spectral distortion due to the filter bank. Simulation results were presented to evaluate the performance of this method and equalization of channels of several thousand taps was demonstrated. Most importantly, experimental results indicated that the new method is more robust to errors in the impulse responses of the system to be equalized, which is due to a combination of shorter filters and approximation of the filtering in the subbands. Thus, the proposed subband multichannel least squares equalization benefits from the reduced sensitivity to channel estimation errors, shorter equalization filters, no delay due to the equalization (the delay due to the filter bank is less than 32 ms in our examples), giving significant advantages over existing single and multichannel techniques.
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