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Abstract: Manufacturing companies continuously capture shop floor information using 
sensors technologies, Manufacturing Execution Systems (MES), Enterprise Resource 
Planning systems. The volumes of data collected by these technologies are growing and 
the pace of that growth is accelerating. Manufacturing data is constantly changing but 
immediately relevant. Collecting and analysing them on a real-time basis can lead to 
increased productivity. Particularly, prioritising improvement activities such as cycle time 
improvement, setup time reduction and maintenance activities on bottleneck machines 
is an important part of the operations management process on the shop floor to improve 
productivity. The first step in that process is the identification of bottlenecks. This paper 
introduces a purely data-driven shifting bottleneck detection algorithm to identify the 
bottlenecks from the real-time data of the machines as captured by MES. The developed 
algorithm detects the current bottleneck at any given time, the average and the non-
bottlenecks over a time interval. The algorithm has been tested over real-world MES data 
sets of two manufacturing companies, identifying the potentials and the prerequisites of 
the data-driven method. The main perquisite of the proposed data-driven method is that 
all the states of the machine should be monitored by MES during the production run.
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1. Introduction
Digital solutions are helping manufacturing companies to improve productivity and remain globally 
competitive. The manufacturing companies generate and store data from a multitude of sources, 
using sensor technologies, Manufacturing Execution Systems (MES), Enterprise Resource planning 
(ERP) and other production planning systems. Operations in many organisations are experiencing 
much more voluminous data environments because of real-time information, which could facilitate 
the improvement in manufacturing efficiency and effectiveness (Zelbst, Green, Sower, & Abshire, 
2011). A preliminary study at an automotive manufacturing company in Sweden reveals that, on an 
average, 100 data rows are collected per hour per machine by the MES. This means that 500,000 
data rows are collected per year per machine (Subramaniyan, 2015). The increasing complexity of 
production processes and layouts produced by big data has brought about a situation in which the 
human mind is not capable of analysing such large amounts of production data for decision-making. 
Many manufacturing companies have therefore started to explore better ways to utilise big data, 
using advanced analytics to make fact based decisions (O’Donovan, Leahy, Bruton, & O’Sullivan, 
2015). Big data has the potential to enable data-driven decision-making, which helps to make better 
decisions (Bean & Kiron, 2013; Davenport, Barth, & Bean, 2012).

The production rate, often referred to as throughput, is a major indicator of the production system 
performance. The production system throughput is constrained by one or more machines in the sys-
tem, called bottlenecks (Goldrat & Cox, 1992). The bottleneck is defined as the machine to which the 
overall system throughput has the largest sensitivity (Li, Chang, & Ni, 2009). The resources (e.g. ma-
chines, robots, operators etc.) available for the production are usually scarce, and hence, the decisions 
on improving the throughput requires the efficient utilisation of these resources (Li, Ambani, & Ni, 
2009). Therefore, it is very important for the manufacturing companies to identify the machines con-
straining the system and then make efforts to increase the throughput of those machines. For exam-
ple, efforts on cycle time improvement (Nishimura, 1997) and downtime variability reduction (Langer 
et al., 2010) can be focused on bottleneck machines to improve the throughput from the system. 
Furthermore, prioritizing various maintenance activities on bottleneck machines has proved a great 
potential to improve the throughput (Gopalakrishnan, Skoogh, & Christoph, 2014; Li & Ni, 2009). For 
example, the information on planning maintenance activities on bottlenecks is available in mainte-
nance decision support systems such as Computerised Maintenance Management System (CMMS) or 
Plant Level Maintenance Decision Support tool (PMDSS) (Li, Ambani, et al., 2009; Li & Ni, 2009). To do 
all this, a system-level decision support tool is required to identify the bottlenecks. The tool should aid 
decision-making by individuals through easier access to problem recognition (Santana, 1995).

Most current bottleneck detection methods are simulation-based approaches using a simulation 
model of the production system. This approach is time consuming and requires huge efforts in terms 
of developing the simulation model of the production system, updating the simulation model with the 
changes made in the real production system (Skoogh, 2011). Moreover, there are a lot of assumptions 
and approximations made to input data in building the simulation model (Skoogh, 2011). Also, it takes 

Figure 1. Simulation tool 
and data-driven method for 
decision support system.
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a lot of time to run the analysis and therefore it is difficult to obtain results on a real-time basis (Li, 
Chang, et al., 2009). With the development of computer technology and the amounts of data col-
lected by MES, data-driven algorithms using the online production data present a new way to detect 
the bottlenecks on a real-time basis. Data-driven algorithms can detect the bottleneck in shorter time 
and improve the performance through a fact based decision-making process. Fortunately, consider-
able research has been done on how to detect the bottlenecks using available online data without 
building a model of the production system. For instance, Li, Chang, et al. (2009) developed a novel 
method called turning point method, which uses the blockage and the starvation online data of ma-
chines to detect the bottlenecks. However, the online measurements of blockage and starvation times 
of the machines are greatly affected by the buffers in the production system and therefore fail to de-
tect the true bottlenecks in a completely decoupled system with large buffers and frequent small 
stoppages in the machines. On the other hand, there is limited research or previous contributions ex-
plaining how the various existing simulation based bottleneck detection techniques can be used over 
real-world MES data to detect bottlenecks without building a model of the production system.

The primary purpose of this paper is to increase the productivity and the robustness in the production 
system by providing faster decision-making in identification of the bottlenecks from the emerging sets 
of data in MES systems using data-driven algorithms. The aim of this paper is to develop and test the 
data-driven algorithm for the active period bottleneck detection method called shifting bottlenecks.

The theory of the shifting bottleneck detection method was developed by Roser, Nakano and 
Tanaka (2002a). It was tested and validated in a simulation environment (Roser, Nakano, & Tanaka, 
2002a, 2002b, 2003a, 2003b) using the discrete simulation model of the production system as 
shown in Figure 1. This method includes more information on the bottlenecks (e.g. information on 
current, average and non-bottleneck) when compared to the data-driven turning point method as 
proposed by Li, Chang, et al. (2009) which only gives information on the average bottlenecks. In this 
paper, a data-driven shifting bottleneck detection algorithm is developed which uses the MES infor-
mation to identify the bottleneck, as shown in Figure 1. Also, examples are provided on how the deci-
sion support based on data-driven shifting bottleneck can be used. The practical uses of the 
data-driven shifting bottleneck detection in production management are explained in this paper.

2. Literature review
In the first part of this section, the different bottleneck detection methods and the tools used to 
develop and illustrate those methods are presented. Also, the motivation of choosing the simulation 
based shifting bottleneck detection for data-driven approach is explained. In the second part of this 
section, the theory of the shifting bottleneck detection method and the types of information the 
method gives on the bottlenecks are explained.

Table 1. Bottleneck detection methods with the support tools used for development
Support tool Method Reference
Analytical Queue length Lawrence and Buss (1994)

Utilisation Hopp and Spearman (2000)

Simulation Active period percentage (also known 
as machine workload, Utilisation)

Roser, Nakano, and Tanaka (2001)

Average active period Roser et al. (2001)

Shifting bottleneck detection Roser et al. (2002a)

Queue time Faget et al. (2005)

Inactive period Sengupta, Das, and VanTil (2008)

Inter-departure time variance Betterton and Silver (2012)

Simulation model coupled with 
real-time input data

Sensitivity based bottleneck detection Chang et al. (2007)

Data-driven Turning point Li, Chang, et al. (2009)
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2.1. Bottleneck detection methods and development tools
Existing studies on bottleneck detection methods can be classified into three categories: Analytical, 
simulation and data-driven approach as shown in Table 1. The relevant explanations are available in 
Betterton and Silver (2012).

Most of the aforementioned works in bottleneck detection as shown in Table 1 are model-based 
approaches, heavily reliant on the explicit process of modelling or developing closed form solutions 
of mathematical models. However, as the system characteristics change along with the time and 
the ageing of the machine, modelling errors are introduced in the simulation and in the analytical 
models, leading to inaccurate bottleneck detection. Moreover, the input data modelling of the pa-
rameters of simulation model (e.g. processing times, setup times, Mean Time between Failures 
(MTBF) etc.) is done using statistical or empirical distributions and is a time consuming activity and 
includes approximations (Leemis, 2004; Skoogh, 2011). Due to these characteristics, the explicit 
analytical solution or simulation based solution is not easy to construct for complex production sys-
tems. Incorporating real-time data into the simulation model of the production system can greatly 
improve the accuracy of the bottleneck detection (Chang, Ni, Bandyopadhyay, Biller, & Xiao, 2007). 
But this approach still needs a simulation model of the production system, which consumes a lot of 
time and introduces error because of its computational abstraction (Fowler & Rose, 2004).

Motivated by the works on data-driven approaches as shown in Table 1, this paper introduces a 
data-driven algorithm for an existing simulation based shifting bottleneck detection method (Roser 
et al., 2002a). The shifting bottleneck detection method was chosen over other bottleneck detection 
techniques as it provides more information about the bottlenecks e.g. it detects the current bottle-
necks at any given time, average bottlenecks and the non-bottlenecks in the production system over 
the time interval of interest. Also, the information on current bottlenecks and where and when the 
previous bottleneck was shifting to the current bottleneck helps to better understand the behaviour 
of the dynamic bottlenecks on the shop floor. This in turn will help to identify the machines for prior-
itization of improvement activities on a short-term basis e.g. machine working time improvement to 
improve the throughput, dynamic buffer allocation, prioritization of reactive and preventive mainte-
nance on bottleneck machines. Moreover, it has been proved by Roser et al. (2002a) that this method 
detects the bottlenecks with more accuracy.

3. Theoretical framework on shifting bottleneck detection
Roser et al. (2002a) demonstrates the shifting bottleneck method using the simulation model of the 
production system. The term shifting bottleneck is based on the active periods of the machines. The 
term active period is defined as the state of the machine when the machine is producing a part or 
some actions are being performed on the machine, such as repair activities during breakdowns, 
setups, tool changes etc. (Roser et al., 2002a). An example timeline of the states of a machine during 
a production run is shown in Figure 2.

The main idea of this method is that, at any given time instant t, the machine with the longest 
uninterrupted active period among the other machines in the production line is called the momen-
tary bottleneck or current bottleneck at the time instant t. If no machines are active at time t, then 
there is no bottleneck. The overlap of the active period of the bottleneck machine with the previous 

Figure 2. Active and inactive 
states of the machine.

Source: Adopted from Roser  
et al. (2002a).
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or the subsequent bottlenecks represents the shifting of the bottleneck from one machine to the 
other. If the bottleneck is not shifting, then the current bottleneck machine is the sole bottleneck. For 
example, Figure 3 shows the shifting bottlenecks and sole bottlenecks of two machines (M1 and M2) 
in a production system during a production run. The amount of time during the production run when 
machines M1 and M2 are sole bottlenecks and shifting bottlenecks is shown in Figure 4. From Figure 
4, it can be seen that, on an average, machine M1 had the highest impact in limiting the throughput 
of the production line. Hence machine M1 is the main bottleneck.

Figure 3. Shifting bottlenecks.

Source: Adopted from Roser  
et al. (2002a).

Figure 4. Average bottlenecks.

Source: Adopted from Roser  
et al. (2002a).

Figure 5. Overview of the 
approach.
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4. Methodology
The main aim of this paper is to develop data-driven algorithms for the simulation based shifting 
bottleneck detection method. The methodology adopted was based on the Cross-Industry Standard 
Process for Data Mining (Pete et al., 2000). Figure 5 shows the work flow of the methodology 
adopted.

Before developing the algorithm, a detailed literature study was carried out, focussing on step by 
step logics and methodology used to develop the shifting bottleneck detection method in the simu-
lation environment as proposed by Roser et al. (2002a). In addition to that, a detailed study on a MES 
data-set of an automotive production line as shown in Table 2 was carried out. This was to get a 
clear understanding of the structure of the MES data-set and the machine information as captured 
by the MES. The knowledge gained by studying the MES data-set of a production line in combination 
to the detailed literature studies, was used to develop the data-driven algorithm for a shifting bot-
tleneck detection method. This constitutes the algorithm development phase.

The next phase is the verification and validation phase, in which the algorithm is tested in a real 
world scenario. Verification is defined as the process of evaluating the rule definitions of the algo-
rithm satisfying the necessary conditions and validation is defined as process of evaluating the 
rules satisfying the end user requirements (Lengyel, 2015). The algorithm was tested on the MES 
data of two production lines to verify whether the algorithm is in accordance with the shifting 
bottleneck theory developed by Roser et al. (2002a) and validated this by evaluating whether it 
satisfies the types of decision support required by the production and maintenance personnel in 
charge of the production lines. The data preparation step in this phase includes the preparation 
and the cleaning of the MES data. The cleaning of the MES data includes removal of the duplicate 
data rows and removing the non-production days log information from MES. In modelling step, 
the algorithm is applied to the cleaned real-time MES data. The results obtained from applying 
the algorithms are interpreted in order to identify the bottleneck machines in the production line 
in the evaluation step.

5. Data-driven shifting bottleneck algorithm
A data-driven shifting bottleneck detection algorithm is proposed with the step-by-step construction 
of the algorithm in the first part of this section, followed by an example to illustrate the working 
methodology of the algorithm.

Table 2. Example MES record of one machine with the machine status and time stamps
Production area Work area Date with time State of the machine
Line 1 M1 01-09-2014 06:28:02 Not active

Line 1 M1 01-09-2014 06:28:25 Comlink up

Line 1 M1 01-09-2014 06:29:20 Not active

Line 1 M1 01-09-2014 06:29:34 Waiting

Line 1 M1 01-09-2014 06:29:34 Waiting

Line 1 M1 01-09-2014 06:42:46 Producing
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5.1. Construction of the algorithm
In order to find the current bottleneck, average bottleneck and the non-bottlenecks over the time 
interval, the first step is to identify the different potential bottlenecks and the second step is to iden-
tify the shifting and sole bottlenecks within the potential bottlenecks. The following are the nota-
tions used to develop the algorithm.

m = number of machines; n = number of time instants; A = states matrix of size m × n; B = accu-
mulated states matrix of size m × n; C = bottlenecks matrix of size m × n; D = sole bottlenecks matrix 
of size m × n; E = shifting bottlenecks matrix of size m × n; i = index of machine; i* = index of current 
bottleneck machine; j = index of time instant; sj = number of bottlenecks at time instant j; ai,j, bi,j, ci,j, 
di,j, ei,j = Elements in the matrix A, B, C, D and E.

The algorithm starts with a matrix A of size m × n. Each entry in the matrix, ai,j, corresponds to the 
binary state of the machine i at time j and takes the value 1 if the machine is active and 0 if the 
machine is inactive as shown in Figure 6.

The matrix A is then transformed in three steps to reveal the sole and the shifting bottlenecks. The 
three step transformations are shown in Figure 7. The sole bottlenecks in the matrix E are calculated 
as the element-wise difference between matrices C and D.

The following is the general description of the step by step procedure in the sole and the shifting 
bottleneck detection algorithm.

Figure 6. Input matrix A.

Figure 7. Overview of the 
algorithm.
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Algorithm: Sole and shifting bottleneck detection method

Input: Matrix A

Output: Current bottleneck, average bottlenecks and non-bottlenecks

 States Accumulation transformation

1 Set i = 0 and j = 0

2 If i < m go to Step 3. Otherwise go to Step 7

3 If j < n go to Step 4. Otherwise set j = 0 and go to Step 6

4 If j is 0 set bi,j = ai,j. Otherwise set bi,j = ai,j * (bi,j−1 + 1)

5 Set j = j + 1 and go to Step 3

6 Set i = i + 1 and go to Step 4

 Potential Bottlenecks detection transformation

7 Set j = n−1 (last time instant)

8  Find machine i* with the highest accumulated state, bi,j, at time instant j and set ci*,j = 1. If all 
elements are zero set j = j−1 and go to Step 11. Otherwise go to Step 9

9  Set every element ci*,j* = 1 for k < j* < l, where k is the last time instant machine i* was inactive 
before j and l the first inactive state after j

10 Set j = k

11 If j < 0 go to Step 13. Otherwise go to Step 8

12 Machine i* is the current bottleneck

 Shifting bottlenecks

13 Set j = 0

14 Calculate sj =
m−1
∑

i=0

ci,j If sj > 1 set di,j = ci,j for all i

15 Set j = j + 1

16 If j < n go to Step 14. Otherwise go to Step 18

17 Calculate the shifting bottleneck percentage of machine i according to equation below,

 Sole Bottlenecks

18 Set ei,j = ci,j − di,j

19 Calculate the sole bottleneck percentage of machine i according to equation below,

The output of the algorithm is the current bottleneck and the average bottlenecks. The non-bottle-
necks are those machines which do not have any sole and the shifting bottlenecks empirics. The al-
gorithm detects the bottlenecks at any instant of time as the newly streamed data will consist of a 
new column that is appended to matrix A and matrix B is trivially updated with a new column filled 
with values according to Step 4. C is updated by finding i*, as in Step 8, and updated as in Step 9. D is 
updated by Step 14 for the new column. Finally, E is updated by Step 18.

(1)r
(shifting)

i
=
1

n

n−1
∑

j=0

di,j

(2)ri
(sole)

=
1

n

n−1
∑

j=0

ei,j
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5.2. Illustration of the algorithm
Consider three machines in a serial production line with two buffers (3M2B). The current bottleneck 
and the average bottlenecks are calculated at the tenth second after the production run starts. 
Matrix A represents the states of the machines at each time instant as shown in Figure 8. “1” repre-
sents the active of the machine and “0” represents inactive state of the machine. In the states’ ac-
cumulation transformation, the active states are accumulated through time for each machine and 
are reset when there is an inactive state as shown in Figure 8.

The potential bottlenecks are found from highest accumulated active state in the matrix B for each 
time instant. Since a machine could be active before it becomes a bottleneck, it is necessary to go 
back in time to find the new potential bottleneck until the machine is inactive as shown in Figure 9.

The shifting bottlenecks are then revealed by the potential bottlenecks matrix C, where there is an 
overlap between two bottlenecks as shown in Figure 10.

The sole bottlenecks are then revealed by subtracting the matrix D from matrix C as shown in 
Figure 11.

Figure 8. State accumulation 
transformation.

Figure 9. Potential bottlenecks 
detection transformation.

Figure 10. Shifting bottlenecks.

Figure 11. Sole bottlenecks.
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The sole and the shifting percentages of each machine are then calculated using Equations (1) 
and (2) as shown in Table 3.

The result from the algorithm shows that machine M1 is the current bottleneck at the tenth sec-
ond after production started, the average bottlenecks are machines M1 and M2 and the non-bottle-
neck is machine M3.

When the new data of the machine states is available, e.g. when the data is available for the elev-
enth second for all the three machines, then matrix A gets updated as shown in Figure 12 and the 
new set of sole and shifting bottlenecks calculations can be carried out as described in Section 5.2.

6. Industrial test results
To test and verify the implementation and efficiency of the developed data-driven shifting bottle-
neck detection algorithm, this was implemented in two production lines taken from two different 
automotive manufacturing companies. The two production lines, referred to as Test Study 1 and 2, 
are described here along with the results. Production and maintenance engineers working at these 
two production lines face challenges on where to allocate the resources and prioritize the improve-
ment and maintenance activities in order to increase the throughput. Therefore, it is important to be 
aware of the bottleneck machines at any given point of time from a production system perspective 
in order to improve the throughput of the system.

Table 3. Sole and shifting empirics
Machine Sole (%) Shifting (%) Total (%)
M1 30 40 70

M2 30 40 70

M3 – – –

Figure 12. Updated Matrix A for 
the new data.

Table 4. Definition of the states of the machine
Machine states Explanation
Producing Machine is engaged in producing a product

Part changing Machine in undergoing a setup

Error Machine is taken down due to tool or machine failure 

Comlink down Connection between MES system and the main server is interrupted

Comlink up Connection between MES system and the main server is resumed

Waiting When the machine is blocked or starved

Not active When the machine stops apart from above mentioned reasons

Empty run When the machine produces new products or trial products 
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6.1. Test study 1
The first test study was made on the production system from an automotive manufacturing com-
pany consisting of parallel machines. The production and the maintenance team of this line are 
looking for methods that can use the MES real-time data to detect the bottlenecks more quickly and 
accurately. The production system consists of 12 machines as shown in Figure 13. The machines M1 
and M2, M3 and M4, M5 and M6, M7 and M8, M9 and M10 and M11 and M12 are parallel machines. 
There are buffers between the parallel set of machines. Each of the machines is connected to the 
MES. The machine activities at different time instants are recorded by the MES.

There are eight states of the machine as recorded by the MES. These are Producing, Partchanging, 
Error, Comlink down, Comlink up, Waiting, Not active and Empty run. The definitions of each state are 
explained in Table 4. All the machines are at one of the eight given states at a given time. An exam-
ple of the MES of machine M1 is shown in Table 4.

From Table 5, it can be seen that the MES monitors all the different states of the machine along 
with the time stamps in a continuous manner. This satisfies the primary requirement for the data-
driven algorithm to be implemented.

Figure 13. Layout of the 
production line.

Figure 14. Sole and shifting 
patterns of the machines at 
09:30:00.

Table 5. MES data structure of the M2 machine
Production area Work area Date with time State of the machine
Line 1 M2 01-09-2014 06:28:02 Not active

Line 1 M2 01-09-2014 06:29:30 Producing

Line 1 M2 01-09-2014 06:33:59 Part changing

Line 1 M2 01-09-2014 06:45:02 Waiting

Line 1 M2 01-09-2014 07:00:05 Producing

Line 1 M2 01-09-2014 07:30:12 Error
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6.1.1. Steps involved in the application of shifting bottleneck detection algorithm
Data Preparation: The data-driven shifting bottleneck algorithm detects the bottleneck at any time 
of interest during the production run. So the MES data of all the individual machines are collected 
from the time interval of interest. Thereafter the time stamps of each individual machine are checked 
for overlaps. Also, the data rows outside the shift time interval of interest are then removed. The 
cleaned MES data records of all the machines are then integrated into one single data file.

Figure 15. Average sole and 
shifting bottlenecks until 
09:30:00.

Figure 16. Sole and shifting 
patterns of the machines at 
12:30:00.

Figure 17. Average sole and 
shifting bottlenecks till 
12:30:00.
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Modelling: In this step the machine states are classified into active and not-active. The active 
states of the machine includes Producing, Part changing, Error, Comlink down, Comlink up and Empty 
run. The inactive states of the machine include Not active and Waiting. The time interval is distrib-
uted for every second and the machines active and inactive states are then mapped with respect to 
the time instants by 1 and 0 respectively for all machines. This forms the matrix A. The developed 
data driven algorithm is then applied at the time instant of interest over the MES data sets of differ-
ent machines. And the sole and the shifting bottleneck periods are then calculated for the time 
interval.

Evaluation: The potential bottlenecks and the current bottleneck are found by interpreting the re-
sults. The information on the various types of bottleneck is then used as a decision support system 
to frame strategies to mitigate the bottleneck.

6.1.2. Application examples
The algorithm is tested at three different time instants during the production run on one particular 
day. The three examples referred to as Example 1, 2 and 3 and are described here along with the 
results. In Example 1, the bottleneck is found at 09:30:00 i.e. 180 min after the start of production. In 
Example 2, the bottleneck is found at 12:30:00, 360 min from the start time instant of production. In 
Example 3, the bottleneck is found at 14:30:00, 480 min from the start time instant of production. 
The product starts at 06:30:00 and the ends at 14:30:00. The three examples are taken to verify the 
scalability of the algorithm. The data preparation (which includes collection of MES data from all 
machines and data cleaning) and data modelling step (classification of active and not active states) 
remains the same for all the three examples. However, the evaluation step is different for each ex-
ample as it involves the interpretation of the results obtained from the application of the algorithm.

Figure 18. Sole and shifting 
patterns of the machines at 
14:30:00.

Figure 19. Average sole and 
shifting bottlenecks till 
14:30:00.
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Example 1 At time instant 09:30:00

The shifting bottlenecks using the data-driven algorithm are determined during the production 
run at time instant 09:30:00. The shifting and the sole patterns of the machines across the entire 
duration are shown in Figure 14 and the empirics are shown in Table 6. The results are also shown in 
the graphical form in Figure 15.

Evaluation: From Figure 14, it can be seen that the current bottleneck at 09:30:00 is machine M1. 
On the other hand, it can be seen from Figure 15 that the machines M1 and M2 are the only ma-
chines that were limiting the system throughput during this time interval and hence these are aver-
age bottleencks, with M1 having the largest effect. The remaining machines are non-bottlenecks.

Example 2 At time instant 12:30:00

The algorithm is applied at time 12:30:00 and the shifting and the sole patterns across the ma-
chines are observed from the start time of production and 12:30:00 as shown in Figure 16. The aver-
age sole and shifting bottlenecks are shown in graphical form in Figure 17 and the empirics are 
presented in Table 6.

Evaluation: From Figure 16, it can be seen that the current bottleneck at 12:30:00 is machine M12. 
Also, it can be seen from Figure 17 that the machines M1, M3, M6 and M12 were responsible for limit-
ing the throughput of the production system and hence those are the average bottlenecks. However, 
the main average bottleneck out of these four machines is M1. The non-bottlenecks are M2, M4, M5, 
M7, M8 M9, M10, M11.

Example 3 At time instant 14:30:00

The algorithm is applied at the time instant 14:30:00, which is the end time instant of the produc-
tion run during that day, and the shifting and the sole patterns across the machines are observed from 
the start time instant of production and 14:30:00. These are represented in Figure 18. The average sole 
and shifting bottlenecks on that day from the start time instant of the production run to the end time 
instant of production run are presented in Table 6 and are shown in graphical form in Figure 19.

Table 6. Average sole and shifting bottleneck empirics
Machine Example 1 Example 2 Example 3

Sole 
(%)

Shifting 
(%)

Sum 
(%)

Sole 
(%)

Shifting 
(%)

Sum 
(%)

Sole 
(%)

Shifting 
(%)

Sum 
(%)

M1 39.40 37.31 77.71 15.62 17.35 33.15 11.72 13.15 24.86

M2 1.09 37.31 38.40 – – – – – –

M3 – – – 11.68 20.02 31.70 8.76 15.02 23.78

M4 – – – – – – – – –

M5 – – – – – – – – –

M6 – – – 9.62 21.41 31.03 7.22 16.06 23.28

M7 – – – – – – – – –

M8 – – – – – – 22.25 0.18 22.43

M9 – – – – – – – – –

M10 – – – – – – – – –

M11 – – – – – – – – –

M12 – – – 20.28 4.85 25.13 17.78 3.82 21.60
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Evaluation: From Figure 18 it can be seen that the current bottleneck at 14:30:00 is machine M8. 
On the other hand, it can be seen from Figure 19 that machines M1, M3, M6, M8 and M12 were aver-
agely responsible in limiting the output during the time interval, and hence those are average bot-
tlenecks. However, the main average bottleneck machine out of these four machines is M1. The 
non-bottleneck machines are M4, M5, M9, M10, and M11.

6.2. Test study 2
The second study was of a serial production line from automotive industry. The production line de-
velopment team of this production line is looking for quicker methods to identify the bottlenecks on 
a real-time basis using MES data. The main purpose of identifying the bottlenecks is to evaluate the 
possible buffer locations and prioritise the production improvement projects. Figure 20 shows the 
serial production line layout. The production line starts with station S1 and ends at Station S10. Each 
station is connected to the MES. The MES collects the data on the downtimes of the different stations 
along with the time stamps. An example MES data structure of station 1 is shown in Table 7. The 
production shift starts 16:30:00 and ends at 22:30:00.

The Error state of the machine is that state when the machine is undergoing maintenance. As can 
be seen from Table 7, the MES does not capture all of the machine state information. The MES cap-
tures only the Error information of the machine, leaving out the other active states of the machine 
such as producing, part changing etc. Hence the machine states are not captured on a continuous 
time scale and as a result the active duration of the machine cannot be computed from the given 

Figure 20. Layout of the 
production line.

Table 7. Example MES record of one station including the station status and time stamps
Location Start time End time State of the machine
1 01-09-2015 16:41:07 01-09-2014 16:43:36 Error

1 01-09-2015 16:58:20 01-09-2014 17:01:43 Error

1 01-09-2015 18:40:45 01-09-2015 18:41:20 Error

1 01-09-2015 21:17:07 01-09-2014 21:19:00 Error

1 01-09-2015 21:28:46 01-09-2014 21:30:43 Error

1 01-09-2015 21:54:05 01-09-2015 21:55:25 Error

Figure 21. Differences between 
the data-driven algorithm and 
the simulation based approach 
for shifting bottleneck 
detection.
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MES. Therefore, the shifting bottleneck detection cannot be performed over this MES data structure. 
But, if the other states of the machines are also captured by the MES in the same format as shown 
in Table 7, then the developed data-driven algorithm for the shifting bottleneck detection approach 
could be directly be applied over the MES data sets without any modifications to the algorithms.

7. Discussion
This paper is aimed at developing a data-driven algorithm for an existing simulation based shifting 
bottleneck detection technique as proposed by Roser et al. (2002a). In this paper, the current bot-
tleneck, average bottleneck and non-bottlenecks as proposed by Roser et al. (2002a) were achieved 
directly from MES data and without using a simulation model of the production system. The devel-
oped algorithm was tested and verified over the MES data sets of two different real-world production 
lines. The algorithm requires only the different states of the machine and the time stamps of those 
states. The algorithm was validated by evaluating the results with the requirements of production 
and maintenance engineers in identifying the bottleneck machines from the production system per-
spective at any given time instant during the production run.

The developed data-driven shifting bottleneck algorithm has many advantages over simulation 
based shifting bottleneck detection. Firstly, it uses easily obtained real-time production line data as 
captured by the MES. Secondly, it processes the latest data feed available and indicates the real-time 
bottleneck at any time instant during the production run. Thirdly, it does not use a model of the 
production system and therefore no approximations of the inputs are made as in simulation (Fowler 
& Rose, 2004) and no assumptions are made as in simulation when building the model (Skoogh, 
2011). Also, the algorithm eliminates the steps of condensing the raw input data into statistical 
distributions for the input parameters for the simulation model, as is required in a simulation envi-
ronment (Leemis, 2004; Skoogh, 2011) as shown in Figure 21. Moreover, the use of the data-driven 
algorithm eliminates the frequent calculations required in simulation to obtain such parameters as 
processing times, setup-times etc. which makes the algorithm more suitable for use on a real-time 
basis to obtain accurate insights on bottlenecks at any given time. Additionally, it takes a lot of effort 
and time to update the simulation model of the production system with improvements and develop-
ments made in the real production (Fowler & Rose, 2004). For example, change in layout, in which 
case the old simulation model cannot be used and the model needs to be re-built again, taking a lot 
of time and effort, whereas the algorithm can still be applied without any modifications made to the 
algorithm over the recent MES data collected from the machines to detect the bottlenecks. Fourthly, 
it can be easily integrated with the MES for decision support interface as shown in Figure 21. Fifthly, 
the algorithm can be used to reveal the bottlenecks in production systems with parallel machines, 
with buffers in-between the machines as proved in the test studies. It is also proved that this algo-
rithm not only gives information on current and average bottlenecks, but also provides information 
on non-bottlenecks, whereas the data-driven turning point method, which is also a data-driven 
method proposed by Li, Chang, et al. (2009) gives less information on the non-bottlenecks of the 
production system. Moreover, the accuracy of the turning point method is less when there are small 
stoppages in the production line (for example, when the stoppage time is less than the machine 
cycle time) due to the buffers, whereas the active period method of shifting bottlenecks also takes 
this into consideration when detecting the bottlenecks. Lastly, the algorithm facilitates interaction 
with production personnel in terms of the type and the number of machines needed to be analysed, 
thus making the algorithm more flexible to the end-user, which is one of the criteria as mentioned 
by Davenport et al. (2012).

The information on bottlenecks from the application of the data-driven algorithm is extremely 
helpful to production and maintenance engineers when allocating resources on a real-time basis for 
bottleneck machines and avoids spending time on improving the non-bottleneck machines. For ex-
ample, prioritising the maintenance activities on the bottleneck machines will reduce the waiting 
time for repairs (Gopalakrishnan et al., 2014; Langer et al., 2010), while buffers could be increased 
both upstream and downstream of the bottleneck machines to avoid blockage and starvation of the 
machines (Lawrence & Buss, 1994). On the other hand, the performance of the non-bottleneck 
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machines can be reduced in order to match the overall production rate, thus improving the balance 
losses in the production system. Information on average bottlenecks of the previous production shift 
or day can be used at the traditional planning meetings which take place before the next production 
shift or day to frame strategies to mitigate the bottleneck. This can help effectively utilise finite 
maintenance and production resources by allocating them to the bottleneck machines (Li, Ambani, 
et al., 2009; Li & Ni, 2009). Furthermore, the algorithm can be used as an integrated part of the 
Computerised CMMS or PMDSS (Li, Ambani, et al., 2009; Li & Ni, 2009) in order to give better preven-
tive maintenance to bottlenecks and to prioritize reactive repairs to the momentary bottlenecks of 
the system in order to increase the throughput (Gopalakrishnan et al., 2014). These types of integra-
tion can enhance decision-making by individuals (Santana, 1995) and help them to frame effective 
strategies to mitigate the bottleneck.

Considering the growth foreseen in the availability of the real-time information in production sys-
tems as indicated by Zelbst et al. (2011), the developed data-driven algorithm for the shifting bot-
tleneck detection method can be used to aid effective decision-making by exposing the relevant 
information on bottleneck. The companies, when using the voluminous real-time data from the MES, 
can understand the production constraints at a more granular level, thus improving the visibility and 
reducing the uncertainty in detecting the bottlenecks at the operational level. Thereby, the resourc-
es can be allocated to the bottleneck machines on a real-time basis and improvement activities can 
be prioritised to improve the productivity and robustness of the production system.

8. Future work
The algorithm presented in this paper provides descriptive information on bottlenecks using histori-
cal data. Future work would consist of testing the algorithm over other manufacturing companies’ 
MES data sources in order to investigate the generalisability of the algorithm and to explore the limi-
tations. After descriptive algorithms, the natural way forward is to develop predictive and prescrip-
tive algorithms to predict the bottlenecks by using machine performance metrics and other product 
related data and to prescribe necessary mitigating actions to improve the throughput.

9. Conclusion
In this paper, the data-driven shifting bottleneck detection algorithm was developed, verified and 
validated. The algorithm can detect the current bottleneck, average bottlenecks and the non-bottle-
necks by using the data obtained directly from MES systems. This work addresses the problem of 
locating the right bottleneck in quicker time and suggests a practical data-driven approach to ac-
complish that end. The algorithm is tested on two automotive manufacturing production lines to 
identify the benefits and the prerequisites of the algorithm. It requires only the different machine 
state information and the time stamps for input. The algorithm can be used over big data sets of log 
files of different machines as collected by MES and identifies the different bottlenecks in the produc-
tion system. The paper show that it can be helpful for production and maintenance engineers in or-
der to allocate resources such as buffers and manpower, and to prioritize such improvement 
activities as cycle time reduction, setup time reduction and preventive and reactive maintenance on 
bottleneck machines. The application of this algorithm is expected to result in increased robustness 
and efficiency of production systems.
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