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Abstract  
 

Despite the many benefits associated with structural reforms, the literature has thus far failed 
to establish a positive significant effect of reforms on growth. Using data from 43 
econometric studies, we show that one third of the coefficients (of reform on growth) are 
positive and significant, another third are negative and significant, and the final third are not 
statistically significant. In trying to understand this remarkable variation, we find that the 
measurement of reform and controlling for institutions and initial conditions are the main 
factors in decreasing the probability of reporting a significant and positive effect of reform on 
growth. 
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Nontechnical Summary 

In the last two decades or so, a great deal of effort has been dedicated to understanding the 
determinants and the implications of macroeconomic stabilisation and structural reforms. A large 
number of reform programmes have been designed and implemented with varying degrees of 
success across the world. The reform-growth puzzle refers to the fact that the econometric 
literature has not yet succeeded in uncovering the expected positive and significant effect of 
structural reforms on economic growth.  

In this study we summarise and evaluate the existing econometric evidence on the effect of 
reforms on economic performance. We put together a unique data set which incorporates 
information from 43 econometric studies and contains more than 300 coefficients on the effects of 
reform on growth. Our results show that approximately one third of these coefficients are positive 
and significant, another third are negative and significant, and the final third are not statistically 
significant different from zero. We investigate the direction of the effect of structural reforms on 
economic performance and its statistical significance in relation to more than 40 features or 
characteristics of the underlying econometric studies, encompassing estimation method, 
measurement and specification. 

In trying to understand this remarkable variation, we apply recently developed meta-regression 
analysis techniques, in which the dependent variable is a summary statistic while the independent 
variables cover various features of the methods and data used in each study. We find that 
controlling for institutions and initial conditions are the main factors in decreasing the probability 
of reporting a significant and positive effect of reform on growth. Our results illustrate that 
ignoring the problem of endogeneity of reforms vis-à-vis growth may lead to severely biased 
estimates. Next, we find that the use of panel methods and the time coverage are important in 
explaining the variation in the estimated effects. The use of lagged reform measures shows that 
reforms have negative contemporaneous effects which can be offset by positive effects in 
subsequent periods, after some level of reform is in place. The estimated relationship between 
reform and growth seems to change over time. We also find that the existing results are sensitive 
to the choice of the measure of reform used. 

Furthermore, we spell out a number of research implications from our findings. In terms of future 
research, considerably more attention should be paid to measurement of GDP and structural 
reforms. Another key issue is the interaction between different types of reforms and their 
sequencing. Efforts could also be made to explicate the theoretical framework guiding the 
econometric analysis. 

Several policy implications also follow from our study. First, there is a high variation in both the 
sign and the significance of the effect of structural reforms on growth. Second, the results of our 
meta-regression analysis suggest that the initial costs of reforms depend on the type of reform. 
Lastly, those building conventional and dynamic macro models should try to account for 
structural reforms. 
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1. Introduction 

Arguably one of the most intense debates of recent times has been on the macroeconomic 
implications of structural reforms, or more specifically, on the economic growth pay-offs from 
structural reforms. Since the late 1980s, a large number of structural reform programmes have 
been implemented across the world with varying degrees of success. The reasons for this variation 
are still at large and have raised a number of important questions. Did reform work? Did the 
expected growth and welfare pay-offs materialise? What do we know about the evaluation of 
those reform efforts? How robust are the available econometric estimates of the effects of reform 
on growth? What are the main factors that help explain their variation? Is the variation driven by 
data quality issues, diversity of theoretical frameworks, or differences in econometric 
methodology? Does how reform is measured matter? 

We first try to take stock of the econometric evidence on the impact of structural reforms on 
economic growth. We put together a data set on more than 300 estimates of the effect of reforms 
on growth (from the 43 studies listed in Appendix 1). We observe that a third of the coefficients 
of reform on economic performance are positive and significant, another third are negative and 
significant, and the final third are not statistically significantly different from zero. Figures 1–3 
plot these results. Notice that the variance changes little when differences in lag structures are 
taken into account (this is important because although the contemporaneous effect is generally 
found to be negative, the lagged effect tends to be positive.) The extent of such variation of the 
impact of reforms suggests to us that this is indeed fertile ground for meta-regression analysis.  

Meta-regression analysis (MRA) is a statistical method that gives a summary as well as a 
quantitative assessment of a given body of evidence (Stanley, 2001; Stanley and Jurrell, 1989). In 
an MRA study, the dependent variable is usually a summary statistic (for instance, elasticities, t-
values, etc.) while the independent variables often cover various features of the econometric 
strategy and data used in each study. MRA has been widely used despite it being a relatively new 
technique. In environmental economics, Florax (2002) reviews 40 meta-regression studies (mostly 
on pollution valuation) published since 1980. It has also been used extensively in labour 
economics: Card and Krueger (1995) use MRA to assess the evidence on minimum wages, 
Stanley and Jurrell (1998) use it to evaluate that on gender wage differentials in the United States, 
while Ashenfelter et al. (1999) use MRA to investigate the robustness of the evidence on returns 
to education.1 In international macroeconomics, Rose (2004) uses MRA to evaluate the evidence 
on the effects of currency unions on international trade, Fidrmuc and Korhonen (2006) to assess 
that on business cycle synchronisation, and Égert and Halpern (2006) to appraise that on 
equilibrium exchange rates. In this paper, we apply MRA to the econometric evidence on reform 
and growth.2 MRA complements rather naturally a long and important stream of evaluative work 
in the growth literature, of which Levine and Renelt (1992) is one pivotal contribution (see 

                                                           
1 Jurrell and Stanley (1990) use MRA to evaluate the evidence on the union/non-union wage gap, 
Weichselbaumer and Winter-Ebmer (2001) to assess that on gender wage differentials across countries, and 
Doucouliagos (1995) to take stock of the econometric evidence on worker participation. In public finance, MRA 
has been used to assess the impact of tax policies (Phillips and Goss, 1995) and to evaluate econometric findings 
on the Ricardian equivalence (Stanley, 1998). 
2 In comparative economics, Djankov and Murrell (2002) use MRA to assess the empirical evidence on 
enterprise restructuring. Havrylyshyn (2001) provides a review of the relationship between reform and growth, 
but we are unaware of any MRA study of this issue. 
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Durlauf et al., 2006). While the objective of this evaluative work is to establish which variables 
are more or less robustly related to economic growth, MRA throws light on the main reasons why 
a given variable (or set of variables) is more or less robustly related to economic growth.  

The data set we put together for this paper is based on information collected from 43 econometric 
studies, generating a grand total of 321 coefficients, and includes a quantification of more than 40 
features of those studies, encompassing estimation method, measurement and specification 
(Appendix 2 provides a complete list). We investigate the sign, magnitude and significance of the 
(contemporaneous as well as cumulative) effect of reform on economic performance. Our findings 
suggest that the use of panel methods, controls for macroeconomic stabilisation and time coverage 
are important in explaining the variation in the estimated effects of reform on economic 
performance. Of particular interest is that the measurement of reform and controlling for 
institutions and initial conditions significantly decrease the probability of finding a positive and 
significant effect of reform on growth. 

We should also note at the outset that here we focus on a particular body of econometric evidence 
on the growth-reform nexus, namely the experience of the transition economies. This is so for at 
least four reasons: (1) this is a group of countries for which there is a sufficiently large number of 
published econometric studies;3 (2) these economies provide an almost natural experiment setting 
for the question at hand, as they started out with rather similar initial conditions but have 
experienced very dissimilar reform and growth trajectories (with some of them implementing 
reform packages on an unprecedented scale); (3) this body of evidence therefore tends to use 
similar measures of reform4 as well as growth figures, which attenuates one potentially crucial 
source of bias; and (4) the studies tend to use similar (to a certain extent) econometric 
specifications, estimation strategies and sets of explanatory variables. Contrasting these four 
reasons with the variation we see in the results (Figures 1–3) supports our view that this is indeed 
fertile ground for meta-regression analysis. 

The rest of the paper is organised as follows. The next section describes the methodological 
framework we use. Section 3 presents the data set we put together for this paper. Section 4 
discusses our econometric approach and main findings, while Section 5 concludes with 
suggestions for future research. 

 

 

                                                           
3 Acemoglu et al. (2006) argue that the empirical evidence on reform-growth is very scarce, with even that for 
the OECD countries being limited to a handful of papers. 
4 This simply means that the reform data used in the empirical literature is almost uniformly the same, and does 
not imply that we see these measures as error-free. Indeed, Campos and Coricelli conclude their survey by noting 
that: “more emphasis should be placed upon a better understanding of the role of economic reforms and reform 
strategies in dictating the path of the transition process (…) There are a number of theoretical models that stress 
the role of reform strategies. Yet the data for discriminating among these models is lacking. The few indicators 
available are unnecessarily subjective (…)” (2002, p. 831). 
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2. Methodological Framework  

Meta-analysis refers to a set of statistical methods for reviewing and evaluating bodies of 
empirical evidence in a comprehensive and rigorous way. If a large number of studies have been 
carried out on a particular topic, then combining their results in a systematic manner can provide 
additional insights and greater explanatory power than can the more informal, narrative 
discussions of the individual results. MRA usually goes beyond what is often called vote-counting 
or head-counting (Light and Smith, 1997), in which the inference that a specific category occurs 
in a majority of cases is usually taken as evidence of the significance and magnitude of the “true” 
effect. Head-counting is neither systematic nor statistically powerful in drawing conclusions about 
a body of evidence. When the number of existing studies is very large, head-counting is even 
more likely to support misleading conclusions because the Type-II errors of the individual studies 
do not cancel out, but add up instead (Florax et al., 2002). 

One first procedure to summarise a given body of evidence was developed by Fischer (1932). It 
assumes that the underlying p-values are uniformly distributed under the null hypothesis of no 
effect, and then proposes that minus twice the sum of the logs of the p-values follows a chi-square 
distribution. This approach assumes independence across studies and that each one of them is 
unbiased; this is clearly an important assumption which is usually addressed by estimating MRA 
equations with study fixed-effects so as to capture unobserved heterogeneity among findings.  

It is well-established that the Fischer test is too generous in ascribing significance. Stanley and 
Jurrell (1998) discuss three main reasons for this. First, it does not distinguish between positive 
and negative statistically significant effects, as both are only counted as significant. Second, the 
null hypothesis of the Fischer test is that none of the observations reflects a genuine effect. A 
finding of significance therefore does not necessarily mean that the average effect is statistically 
significant. Third, the assumption of unbiased estimates is often violated in the case of non-
experimental evidence. 

The technique that focuses on the magnitude of the effect was developed by Glass (1976), who 
suggests focusing on the “effect size” to compare and integrate findings. He defines the effect size 
as the average outcome of the treatment group minus the average outcome of the control group, 
divided by the standard deviation of the control group.5  

A related development refers to estimating the “average” effect in order to assess its practical and 
statistical significance and to explain its variation among studies. Stanley (1998) and Rose (2004) 
compute the average (normalised) test statistic, while Djankov and Murrell (2002) use aggregate 
t-statistics for this purpose. One important feature of the literature on the effects of reform on 
growth is that different studies use different measures of stabilisation, factor inputs, initial 
conditions and institutional development, and thus combining estimates has to be done carefully. 
One way to combine results from different studies is to combine t-statistics. Djankov and Murrell 

(2002) suggest aggregating t-statistics as follows: 
1

/
M

k
k

t t M
=

= ∑ , where M is the total number of 

                                                           
5 One common criticism of Glass’s effect size method is its estimate of the overall standard deviation. Hedges 
and Olkin (1985) argue that it is inappropriate and propose a pooled estimate in its stead, corrected for the 
degrees of freedom. They also argue that conventional methods, ANOVA in particular, are often unsuitable for 
analysing the effect size, as heteroscedasticity across studies can mask design differences that the meta-analysis 
itself is intended to investigate. 
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studies and 1,..., Mt t  are t-statistics on β̂ , with t  taken as normally distributed given sufficiently 
large sample sizes in all analyses. Djankov and Murrell (2002) make the point that statistical tests 
based on this t  are more powerful than tests on individual observations, as the former provides 
additional information on the statistical significance of the effect. 
 
The typical study of reform on growth estimates an equation of the form: 

Y Lib Stab F IC Instα β γ ϕ δ φ ε= + + + + + +  (1) 

where Y is the per capita GDP growth rate, Lib is a measure of reform, IC is a measure of initial 
conditions (say macroeconomic and structural distortions at the beginning of the period), Stab are 
different measures of stabilisation (inflation, exchange rate regime, government deficit, etc.), Inst 
is institutional development, F are factors of production (capital and labour) and ε  is the error 
term. Coefficientβ represents the partial effect of reform on growth, ceteris paribus, and its size, 
sign and level of statistical significance are of central interest here.  

The meta-regression equations we estimate take the form:  

0i k ki iY Zβ β ε= + +∑   (2) 

where iY  is the value of a summary statistic from analysis i, and kiZ  are k meta-independent 
variables. It is common practice to use estimated coefficients or the results of statistical tests (e.g. 
t-values) as the summary measure. In light of the very large variation in the results from the body 
of evidence we are interested in (Figures 1–3), we report estimates from ordered logit models in 
which the dependent variable captures whether a result is positive and significant, negative and 
significant, or not significant. More details are provided below.  

One major shortcoming of MRA concerns the so-called “file drawer” problem, namely the 
tendency of academic journals to favour studies that report statistically significant results. Card 
and Krueger (1995) and Ashenfelter et al. (1999) address publication bias in their studies of 
minimum wage and returns to schooling, respectively (for a review, see Stanley, 2005). One 
potential problem in this case is the implicit assumption that working papers are not published 
(and will not be) because they do not contain a sufficient number of statistically significant 
results. One important issue in our case is that the literature on reform and growth is more recent 
(than, for instance, that on the minimum wage and returns to education). Therefore, we think it is 
more appropriate to leave a fuller investigation of the severity of publication bias for future work.6 

 

                                                           
6 Notwithstanding these reservations, we tested for publication bias following the approach developed by Card 
and Krueger (1995), according to which severe publication bias is said to be absent if the coefficient of interest 
equals 1 (i.e., when it is positive and not statistically different from 1). For our data we find that publication bias 
is significantly more of a concern in the case of the cumulative effect (for which we find a negative but 
statistically insignificantly different from zero coefficient) than for the case of the contemporaneous effect 
(positive, often significant but not equal to unity slope). These results are available upon request. 
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3. Data 

MRA must start with a careful search for the appropriate literature from which the observations 
(in this case, coefficients on the effects of reform) will be taken. We include papers in our data set 
if they investigate the effect of reform on growth in a transition context, if they report the 
coefficients on reform, if their estimates are from regression analysis, and if their t-values or 
standard errors are reported in full. We find 43 papers (listed in Appendix 1) which fulfil these 
criteria and use them as the basis for our data set. 

We follow Weichselbaumer and Winter-Ebmer (2007) and include all available test statistics from 
each study in our meta-regression analysis. There is no clear consensus on whether to choose one 
estimate from each study or all of the reported estimates. Stanley (2001) proposes to choose only 
one estimate – the one which the author of the study indicates to be her preferred one. 
Alternatively, Ashenfelter et al. (1999) and Weichselbaumer and Winter-Ebmer (2007) include all 
the reported estimates to make full use of the existing information and to avoid arbitrary 
judgement on the authors’ preferred results.7 Here we choose to use all the reported coefficients, 
but as a robustness exercise we re-run all our results adding a set of study-specific dummy 
variables. This is in large part because in our case the authors seldom indicate which one is their 
preferred estimate.  

We follow two complementary strategies for the construction of our dependent variable. The first 
strategy follows the rule of not having more than one coefficient from each reported regression. 
This implies that if both contemporaneous and lagged effects of reform on growth are in the 
original specification, then we only select the one on the contemporaneous effect. By the same 
token, if several alternative measures of reform are used, the default is to take the most highly 
significant t-value.8 Our second strategy is to combine all the relevant reform coefficients from a 
given specification, which gives rise to the matter of how to coalesce standard errors when we do 
not have access to all the original data sets.9 

For each of the 43 papers, the estimates of reform on growth and their corresponding meta-
independent variables were collected. This procedure gave one observation in our data set per 
estimated coefficient for a grand total of 321 observations. We chose to capture mainly two 
aspects of these effects: their sign and the magnitude of their statistical significance. The sign 
variable is coded as a dummy variable taking the value of 1 if the sign of the coefficient is 
positive and zero if the sign is negative (a similar coding was used to code the sign of the 
cumulative effect). About 50 percent of the coefficients are signed positive, with this increasing to 
about 80 percent in the case of the cumulative effect. 

                                                           
7 Djankov and Murrell (2002) and Stanley and Jarrell (1998) collect multiple estimates from the same study only 
if the estimates are derived from conceptually distinct analyses, i.e. different forms of the dependent variable 
from different countries or from different years. 
8 The least significant t-value is retained for the purpose of sensitivity checks. In our data, 22 out of 321 
observations come from regressions with multiple estimates and are either the most or least significant t-values. 
Although the results below are with the 22 most significant, they do not change if we use the 22 least significant 
ones instead. These are available from the authors upon request. 
9 We compute, for one lag, 2

)1(
2

)( )()(_ −+= tLIBtLIB SESEcumulSE  and, in the case of two lags, 

2
)2(

2
)1(

2
)( )()()(_ −− ++= tLIBtLIBtLIB SESESEcumulSE  
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As for the statistical significance of the effect of reform on growth, we capture it by collecting the 
values of the t-statistics for each of the 321 coefficients. For about 50 percent of our sample, this 
is simply the t-statistic of the contemporaneous coefficient of reform on growth. The remaining 
estimates in our sample come from regressions in which the lagged values of reform are also 
included or reform is measured in first-differences, that is, if the study is interested in the “speed” 
of reform. When the t-statistics of the joint or cumulative effect (that is, from the combined 
contemporaneous and lagged coefficients) are not available in the original paper, we must 
compute it ourselves; one way of doing this is to use the standard errors of each coefficient and 
take the square root of the sum of their variances. Notice, however, that because we do not have 
access to all original datasets, this overestimates the true cumulative effect, as it does not take into 
account the covariances.10 The mean t-value for the direct effect of reform on growth is 0.06 and a 
Jarque-Bera test suggests that they are normally distributed (Figure 1), while for the cumulative 
effect the average t-value is 1.29, with the Jarque-Bera test also supporting normality (Figure 3). 

For the sake of conciseness, we combine these two dependent variables (the dummy variable for 
the sign of the coefficient and the value of the t-statistic) and report ordered logit results in which 
the dependent variable takes one of three possible values: positive and statistically significant, 
negative and statistically significant, and not statistically significant.11  

The meta-independent variables capture the various characteristics of the studies so as to explain 
the large variation we observe in their findings. We focus on three main blocs of study 
characteristics: method, measurement and specification. Under method, we are interested in, inter 
alia, general modelling features (number of observations, explanatory variables and degrees of 
freedom), choice of econometric technique and data features (panel or cross-section and the time 
period of the sample). Under measurement, we are mostly interested in the way reform is 
measured. And under specification, we try to capture the types and number of various control 
variables (Appendix 2 has a complete list of these variables).12 Let us comment on each of these 
blocs in turn. 

In terms of general model features, for each of the 321 regressions reported in the 43 studies, we 
collect information on the number of observations, the number of explanatory variables in each 
specification (including the reform variables) and on the degrees of freedom available. The 
average number of explanatory variables from the regressions in our sample is almost 10 and the 
average degrees of freedom are slightly above 127 (with standard deviations of 8 and 80 
respectively). The number of explanatory variables range from 2 to 58.  

In terms of econometric modelling, we create dummy variables that: take the value of 1 if the 
estimates are based on panel data (zero if cross-section), if fixed (country) effects are present 
                                                           
10 The distribution is shown in Figure 1. We removed atypical observations (“outliers”), defined as those for 
which t-statistics exceeded 3 standard deviations. There were very few of them, as we found only four such 
observations, all from paper 26 (Appendix 1), with t-statistics equal to 16.7, 17.2, 20.4 and 21.1. 
11 Our baseline results are for the 10% significance level. We also experimented with 1% and 5% levels and find 
no qualitative changes in our results. Further, in previous versions, we reported logit equations for the sign and 
OLS regressions for the magnitude of the effect; again we find no qualitative changes in our results. These are 
available from the authors upon request.  
12 Notice that Appendix 2 has the full list of variables in our data set. For the sake of space, we do not report 
results for all of them. We should also mention that most MRA studies we are aware of collect data on a 
relatively small number of study characteristics and surely none of them produces as detailed and comprehensive 
a data set as ours, which contains 40 different potential explanatory variables. 
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(zero otherwise), if fixed (time) effects are present (zero otherwise), and if reform is treated as an 
endogenous variable (and zero otherwise). The choice of econometric modelling reflects whether 
the possibility of endogeneity bias is addressed. This measure serves to answer whether the 
assumption of exogeneity of reforms is correct, since significantly different results from OLS and 
2SLS or GMM would suggest the presence of two-way causation in the growth-reform 
relationship. A vast majority of specifications (almost 80 percent) are estimated on panel data, 
with just below a third of them addressing potential endogeneity bias and even fewer making 
allowances for fixed effects. 

As for the time windows used in the different studies, we create variables for the first year of the 
sample, for the last year of the sample, and for its mid-point for each of the 321 regressions. 
Because output dynamics differ greatly across countries over time, we also create dummy 
variables for all end years of the samples in each specification (which range from 1993 to 2004). 
In case the author did not disclose the exact end year for each specification, we assume all 
specifications in each paper are for data on the same time window. The median starting and 
ending years for our studies are 1990 and 1998, respectively. The variable coding the time period 
covered in a particular study (early, middle, or late) is used to try to uncover changing patterns of 
the significance of the effect over time. 

Regarding different measures of reform and of reform dynamics, we create a series of dummy 
variables that take the value of 1 if the study used: the EBRD average reform index, the 
cumulative liberalisation index (De Melo et al., 1997), the World Bank or EBRD internal 
liberalisation index (prices and labour markets), the World Bank or EBRD external liberalisation 
index (trade and capital flows), the World Bank or EBRD privatisation index (real and financial 
sectors), simple average of the three World Bank or EBRD indices, whether any of these 
individual reform components are used one at a time, a combination of the EBRD and World 
Bank indices (and zero otherwise for each one of these).13 In terms of measuring reform 
dynamics, we generate dummy variables that take the value of 1 if both contemporaneous and 
lagged reforms are used and if the reform measure is a measure of its “speed” or change over 
time. In addition, we capture whether the estimation has a lagged dependent variable (1 if it does, 
zero otherwise) and whether quadratic terms for reform are used (taking the value of 1 if they are 
used, zero otherwise). We find that about half of the specifications include both contemporaneous 
and lagged reforms and about a quarter use speed as the preferred measure of reform.14  

Finally, regarding specification choice, we collect information on whether or not the reported 
specification includes variables for macroeconomic stabilisation (as well as their actual number), 
and in similar fashion for initial conditions, institutional development and factors of production. 
We also construct measures of whether or not the results are reported separately for the former 

                                                           
13 There are large literatures assessing the effect of specific reforms. These are excluded from our study because 
they do not investigate more than one reform and/or they focus on individual countries. One excellent case in 
point is the literature on privatisation (authoritative reviews are provided by Megginson and Netter, 2001, and, 
for the specific case of the transition economies, by Zinnes, Eilat and Sachs, 2001, and Hanousek, Kocenda and 
Svejnar, 2007). See also Roland (2000) and Rozelle and Swinnen (2004) for a discussion of the related 
theoretical literature. 
14 Also note that all the studies in Appendix 1 focus on so-called first generation reforms (stabilisation, 
liberalisation and privatisation) but this is not because we do not believe that second generation reforms (e.g. 
institutional and regulatory changes) are important; we simply do not know of any econometric study that 
focuses on the latter type.  
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Soviet Union countries (split-sample analysis), for whether or not initial conditions are proxied by 
the De Melo et al. (1997) principal components indexes, for whether inflation is the stabilisation 
measure used, for whether the study measures underreported output,15 and for whether the study 
separates the effect of reform on the public and private sectors. Because approximately half of our 
coefficients come from authors whose main affiliations are not academia (and for multiple 
authors, in all cases they share the same type of affiliation), we also create a dummy variable for 
this characteristic.16 

4. Econometric Results 

Despite the large econometric literature on the effects of economic reform on economic growth 
during the transition from plan to market, the extent and depth of the divergence among results is 
almost bewildering. As noted, any casual or informal attempt to take stock of the lessons from this 
literature may be doomed from the start: a third of the large number of existing estimates are 
positive and significant, another third are negative and significant, and the final third are not 
statistically different from zero. It is our view that MRA can be very useful in this situation. In 
this section we present and discuss our results. We choose to organise this presentation in terms of 
three principal (potential) explanations we offer for the existing divergence, namely we 
investigate whether differences in (a) methods, (b) measurement and (c) choice of specification 
are the main culprits. In what follows we report ordered logit results that differentiate between 
statistically significant and positive, statistically significant and negative, and not statistically 
significant effects. 

From our sample of 43 studies (Appendix 1), the values of the 317 normalised t-test statistics 
range from –9.80 to 10.67, with mean 0.06 and standard deviation 3.64. As noted, the aggregate 

test statistic is 138.1/
1

==∑
=

M

k
k Mtt , which is not statistically significant at conventional levels 

(that is, the average effect of reform on growth in transition economies seems not to be 
significantly different from zero). Yet this descriptive statistic cannot represent such a diverse 
literature. Relying only on average test statistics, we should refrain from inferring that there is no 
strong relationship between growth and reform and, more importantly, this does not allow us to 
say much about the reasons for this divergence. 
 

4.1 Determinants of the Sign and Statistical Significance of the Reform Effect  

Our meta-regression model takes the form of the following ordered logit model: 
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15 Official GDP figures for the years immediately following 1989 are widely believed to be biased because 
statistical offices were not equipped to measure output from small private firms and because prices were 
liberalised at different speeds.  
16 This is not uncommon in MRA. For instance, Fidrmuc and Korhonen (2006) find that central bankers’ 
estimates of business cycle correlation tend to be significantly more conservative (lower) than academicians’. 
Our prior in this case is that academicians’ estimates will probably be lower than those from non-academicians, 
as suggested by the much more divided views among the former than among the latter. 
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where iS  is a categorical variable capturing the sign and significance of the reform effect (it 
equals one if the effect is positive and significant, zero if insignificant, and minus one if negative 
and significant), iZ  is a vector of study characteristics (following the method-measurement-
specification scheme as listed in Appendix 2), M is the number of estimates from the empirical 
literature (listed in Appendix 1) and iβ  is a vector of meta-regression coefficients which reflect 
the effect of particular characteristics of the original study on the reform effect. 

The Role of Method 

The results in Table 1 refer to our explanation of the divergence of results in terms of various 
aspects of the choice of econometric method in each study. They suggest that the higher the 
number of degrees of freedom (DF) in the original study or the larger the number of observations, 
the less likely it will be that we will find a positive and significant relationship between reform 
and growth. We also find some evidence that studies conducted by academicians (AUTHAFF), as 
opposed to non-academicians, are less likely to support a positive and significant reform-growth 
relationship. The use of country-specific dummies (FIXED) is found to increase the probability of 
finding a positive reform-growth relationship, as opposed to the use of panel data (PANEL), 
which tend to decrease this probability.  

Table1: The Determinants of the Reform-growth Effect: The Role of Method  

    (1)    (2)    (3)    (4)    (5) 
       
DF -0.00245* -0.0031 -0.00402*** -0.00319  
 [0.0013] [0.0023] [0.0013] [0.0023]  
AUTHAFF  -0.636*** -0.559** -0.618** -0.588*** 
  [0.23] [0.24] [0.26] [0.22] 
PANEL  -0.57  -0.6 -0.888*** 
  [0.37]  [0.37] [0.20] 
FIXED  1.106***  1.142*** 0.944** 
  [0.40]  [0.42] [0.38] 
ENDO   0.473*  0.514*  
  [0.26]  [0.27]  
MID   -0.101 -0.145**  
   [0.079] [0.073]  
EARLY   -0.329 -0.673**  
   [0.32] [0.32]  
LATE   0.678** 0.461  
   [0.33] [0.34]  
Observations 317 317 317 317 317 

Chi2 3.564 25.93 20.96 31.89 26.25 
Pseudo R2 0.00526 0.0403 0.0242 0.047 0.0339 

Notes: Estimation was carried out using ordered logit, with heteroscedasticity-consistent standard errors 
reported in brackets. Dependent variable takes the value of -1 if the coefficient of reform on 
growth is negative and statistically significant at 10%, 0 if the coefficient is not statistically 
significant, and 1 if the coefficient is positive and statistically significant at 10%. 
DF is degrees of freedom, AUTHAFF is author’s affiliation (1 if non-academic, zero otherwise), 
PANEL is a dummy variable that takes the value of 1 if the reform-growth coefficient is from 
panel data, FIXED is a dummy variable that takes the value of 1 if country-specific dummy 
variables are included, ENDO is 1 if there is an attempt to deal with endogeneity bias (zero 
otherwise), MID refers to the mid-point of the time window, EARLY and LATE refer to the time 
windows used for estimation (1989–1993 and 1999–2004, respectively).  
***, **, and * denote significance at 1%, 5% and 10% levels respectively. 
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A number of authors (among others, Heybey and Murrell, 1997; Kruger and Ciolko, 1997; Wolf, 
1999; Berg et al., 1999; Fidrmuc, 2001; Falcetti et al., 2002; Staehr, 2003; and Merlevede, 2003) 
recognise the problem of the potential endogeneity of reform vis-à-vis economic growth and 
address this by instrumental variables, three-stage least squares, etc. Our meta-regression analysis 
reveals that those studies that treat reform as endogenous (ENDO=1) are more likely to yield a 
positive and statistically significant reform effect (Table 1, column 2). However, this result is not 
robust to the inclusion of other controls. The impact of reforms on growth is likely to increase 
over time, as suggested by statistically significant coefficients on the LATE variable (Table 1, 
column 3). Nonetheless, the inclusion of other controls also makes this effect insignificant.   

In summary, three method-related characteristics – AUTHAFF, PANEL and FIXED – which 
appeared to be significant in determining the sign and significance of the reform effect, are taken 
as our first set of results.  

The Role of Measurement  

The next set of factors we appraise is the way economic reform and its dynamics are measured. In 
this respect, we distinguish the origin of the index (whether it was developed by the World Bank, 
EBRD, or a combination of both) and the nature of the index (internal or external liberalisation, 
privatisation, their average, and the marginal effect of each of them if other measures are also 
accounted for). 

The results in Table 2 show that measuring reform by the EBRD index does not seem to 
significantly affect the sign of the reform impact on growth performance. Yet, there is some 
evidence that use of the World Bank’s Cumulative Liberalisation Index increases the probability 
of finding a positive and significant effect of reform on growth, although this finding is not robust 
to the inclusion of other controls.  

Among the three main types of reform, the only one that is statistically significant and robust is 
that referring to external liberalisation (LIE), which systematically shows a positive impact on 
growth. Note that this effect holds even if the remaining components are included in the meta-
regression. Further, and not entirely surprisingly, if reform is measured by the average of the three 
main components (LII, LIE and LIP), the resulting effect is likely to be positive (Table 2, column 
3), although this effect becomes insignificant when other controls are added. Surprisingly, the 
privatisation measure (LIP) seems to be negatively associated with economic growth (but as can 
be seen in the table, this effect is not robust). 

The inclusion of lagged values of reform (Table 2, column 6) is one common way of dealing with 
dynamics in this context. We find that it increases the probability of the effect of reform on 
growth being negative and significant, and similarly with the use of speed as the measure of 
reform. This finding in a sense supports the “no pain, no gain” view. The effect of structural 
reforms seems to occur over a longer period of time, and reforms have initial costs which seem to 
be offset in subsequent years. Conversely, cross-sectional estimates based on average 
liberalisation measures over several years (or yearly estimates measuring only the 
contemporaneous effect of reform) tend to report a positive effect of reforms on economic 
performance.  
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Table 2: The Role of the Measurement of Reform and Reform Dynamics 

    (1)   (2)    (3)    (4)    (5)    (6)    (7)   (8) 
          
AUTHAFF -0.66*** -0.54** -0.56** -0.351 -0.39 -0.32 -0.46*  
 [0.22] [0.23] [0.22] [0.24] [0.24] [0.26] [0.27]  
PANEL -0.60*** -0.88*** -0.81*** -0.83*** -0.81*** 0.81** 1.11** 1.23*** 
 [0.22] [0.21] [0.20] [0.21] [0.21] [0.40] [0.44] [0.35] 
FIXED 0.89** 0.95** 0.92** 1.07*** 1.04*** 0.34 0.3  
 [0.39] [0.38] [0.39] [0.40] [0.39] [0.38] [0.36]  
CLI 1.23***      0.56  
 [0.33]      [0.44]  
EBRD  -0.13     0.48*  
  [0.22]     [0.27]  
AV   0.44*    0.81  
   [0.26]    [0.54]  
LIE    1.51** 1.86**  4.83*** 4.42*** 
    [0.61] [0.84]  [1.45] [1.41] 
LII    -0.85** -0.69  0.093  
    [0.42] [0.43]  [0.91]  
LIP    -1.03*** -0.88**  0.26  
    [0.37] [0.40]  [0.73]  
MARGEFF     -0.491  -1.35 -1.85** 
     [0.56]  [0.86] [0.78] 
SPEED      -1.19*** -1.12** -1.12*** 
      [0.39] [0.44] [0.42] 
LAGS      -3.15*** -3.67*** -3.73*** 
      [0.40] [0.42] [0.40] 
Observations 317 317 317 317 317 317 317 317 
Chi2 44.38 27.58 31.23 48.34 49.3 147.8 146.8 134.8 
Pseudo R2 0.0472 0.0344 0.0386 0.0652 0.0665 0.265 0.323 0.311 

Notes: Estimation was carried out using ordered logit, with heteroscedasticity-consistent standard errors 
reported in brackets. Dependent variable takes the value of -1 if the coefficient of reform on 
growth is negative and statistically significant at 10%, 0 if the coefficient is not statistically 
significant, and 1 if the coefficient is positive and statistically significant at 10%. 
AUTHAFF is author’s affiliation (1 if non-academic, zero otherwise), PANEL=1 if the reform-
growth coefficient is from panel data, FIXED=1 if country-specific dummy variables are included, 
CLI=1 if the cumulative liberalisation index from the World Bank is used as a reform measure, 
EBRD=1 if the reform index originates from the EBRD, AV=1 if average (simple or weighted, or 
simple sum) of reform indices LIE, LII or LIP was used; LIE, LII and LIP refer to external 
liberalisation; internal and/or price liberalisation, and privatisation and banking reform, 
respectively; MARGEFF=1 if LII, LIE, LIP are used jointly; SPEED=1 if speed is the measure of 
reform, LAGS=1 if both contemporaneous and lagged reform variables are used. 
***, **, and * denote significance at 1%, 5% and 10% levels respectively. 
 

Notice that when reform measures and controls for dynamics are considered together, the 
estimated impact of the use of panel data (as opposed to cross-section) changes the sign to 
positive and is significant (Table 2, columns 6–8). Also, controls for fixed effects and author 
affiliation lose their impact in explaining the significance of the reform effect. 

Column 8 in Table 2 shows our summary specification so far. Overall, five study characteristics 
(namely, PANEL, LAGS, SPEED, LIE and MARGEFF) turn out to be important in explaining 
the variation in sign and significance of the reform effect on growth among the 43 studies we 
identified.  
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The Role of Specification 

The next set of variables we consider are aimed at investigating how the choice of specification in 
the original study, in particular the inclusion of specific sets of control variables, affects the 
reform effect. We thus pay special attention to (a) the inclusion of controls for initial conditions, 
stabilisation, institutional development and factor inputs, (b) correcting for the possibility of 
underreported output, (c) accounting for former Soviet Union membership, and (d) controlling for 
the differential public-private sector effect. 

Table 3: The Role of the Choice of Econometric Specification 

Notes:  Estimation was carried out using ordered logit, with heteroscedasticity-consistent standard errors 
reported in brackets. Dependent variable takes the value of -1 if the coefficient of reform on 
growth is negative and statistically significant at 10%, 0 if the coefficient is not statistically 
significant, and 1 if the coefficient is positive and statistically significant at 10%. 
PANEL takes the value of 1 if the reform-growth coefficient is from panel data (zero otherwise); 
LIE=1 if the external liberalisation index was used as a reform measure, MARGEFF=1 if LII, LIE, 
LIP are used jointly; LAGS=1 if both contemporaneous and lagged reform variables are used; 
SPEED=1 if speed is the measure of reform; IC, STABIL, INST refer to controls for initial 
conditions, stabilisation and institutional development, respectively; FACT=1 if controlled for 
factors of production, FSU=1 if the results are reported separately for FSU countries, 
UNDERREP=1 if the study deals with underreported output. 
***, **, and * denote significance at 1%, 5% and 10% levels respectively. 

 

    (1)   (2)    (3)    (4)    (5)    (6)    (7)   (8)    (9) 
           
PANEL 1.26*** 2.08*** 1.10*** 1.23*** 1.24*** 1.24*** 1.234*** 2.19*** 2.04*** 
 [0.35] [0.43] [0.36] [0.35] [0.35] [0.35] [0.35] [0.48] [0.48] 
LIE 4.49*** 4.32*** 4.27*** 4.42*** 4.42*** 4.42*** 4.406*** 4.24*** 4.27*** 
 [1.44] [1.39] [1.37] [1.43] [1.41] [1.41] [1.56] [1.60] [1.39] 
MARGEFF -1.97** -1.84** -1.92*** -1.85** -1.85** -1.85** -1.859** -2.24*** -2.06*** 
 [0.78] [0.77] [0.73] [0.79] [0.78] [0.78] [0.77] [0.77] [0.74] 
LAGS -3.68*** -3.81*** -3.53*** -3.73*** -3.73*** -3.73*** -3.73*** -3.62*** -3.59*** 
 [0.40] [0.39] [0.42] [0.40] [0.40] [0.41] [0.40] [0.42] [0.41] 
SPEED -1.09*** -1.16*** -1.30*** -1.13*** -1.12*** -1.12*** -1.12*** -1.34*** -1.29*** 
 [0.42] [0.43] [0.41] [0.41] [0.42] [0.43] [0.43] [0.42] [0.42] 
IC -0.45       -0.62** -0.54* 
 [0.30]       [0.29] [0.29] 
STABIL  -1.16***      -1.36*** -1.21*** 
  [0.43]      [0.47] [0.47] 
INST   -0.87***     -0.82*** -0.77** 
   [0.30]     [0.31] [0.30] 
FACT    0.021    0.31  
    [0.36]    [0.38]  
FSU     -0.050   -0.57  
     [0.71]   [0.89]  
UNDERREP      -0.272  -0.70  
      [1.16]  [1.09]  
PUBPR       0.0365 0.24  
       [1.00] [0.99]  
Obs. 317 317 317 317 317 317 317 317 317 
Chi2 134 151.6 154.4 135.1 135.2 138.2 135.7 169.7 164.7 
Pseudo R2 0.314 0.323 0.321 0.311 0.311 0.311 0.311 0.338 0.335 
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We find that simultaneously controlling for initial conditions, macroeconomic stabilisation and 
institutions significantly decreases the probability of finding a positive and significant impact of 
reform (Table 3, column 9). Note that these effects remain when other control variables are 
included (Table 3, column 8). We find that controlling for being a former Soviet Union country 
(split sample) does not seem to change the estimated reform effect (Table 3, column 5). We also 
find that the effect does not seem to depend on accounting for traditional factors of production, for 
the public sector or underreported output (Table 3, columns 4, 6 and 7).  

In summary, eight study characteristics are deemed important in explaining the sign and 
significance of the reform effect (see Table 3, column 9), namely, the use of: panel data, lagged 
reform, speed of reform, external liberalisation, multiple reforms, controls for institutions, initial 
conditions and stabilisation. We checked all our results for multicollinearity. The highest Variance 
Inflation Factor (VIF) we found was 5.18, which is considerably below the standard cut-off value 
of 10, suggesting that multicollinearity is not a severe problem in our estimations. 

Sensitivity Checks  

Our estimation strategy, which is based on the sequential principle method-measure-specification, 
could be potentially sensitive to the order of inclusion of the blocs of variables. For example, one 
may argue that the final equation of the first bloc – method – is mis-specified by construction 
since it does not account for other (significant) explanatory variables added in the next two stages, 
measurement and specification. To address this issue, we perform an additional sensitivity check 
which consists of testing which starts from a general specification encompassing all explanatory 
variables, and then excluding the least significant variables one by one.  

The final specification obtained from such a general-to-specific selection strategy is shown in 
Table 4, column 1. We end up with essentially the same specification as above. The only 
exception is that now two more explanatory variables are significant: EARLY and LATE, 
suggesting that the impact of reforms on growth is likely to increase over time. Overall, our final 
specification includes 10 significant characteristics, explaining 36% of the variation in the data 
(these are as follows: EARLY, LATE, PANEL, LAGS, SPEED, LIE, MARGEFF, IC, INST, 
STAB).  

Since multiple estimates from the same study are used in our meta-regression equations, we try to 
deal with the potential problem of biased sampling by including dummy variables for each study. 
In the resulting specification, we find that 22 study dummies are significant, indicating higher 
than conditional average probability to report a positive reform effect in 12 studies and a lower 
probability in 10 studies. More importantly, study dummies do not affect our main meta-
regression results, as none of the 10 study characteristics loses significance (Table 4, column 2).17 
We thus conclude that our results do not seem affected by biased sampling and that the use of 
multiple estimates from the same study is valid in this respect.  

 

 

 
                                                           
17 The coefficients of the study dummies are not shown but are available from the authors upon request. 
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Table 4: The Determinants of the Reform Effect: Sensitivity Checks 

    (1)a    (2)b 
    
Method   
PANEL 1.896*** 2.737*** 
  [0.47] [0.62] 
EARLY -0.946*** -0.926** 
  [0.36] [0.44] 
LATE 0.916** 0.708* 
  [0.36] [0.40] 
Measurement   
LIE 4.723*** 3.624*** 
  [1.46] [1.37] 
MARGEFF -2.175** -1.192* 
  [0.85] [0.72] 
LAGS -3.592*** -3.216*** 
  [0.41] [0.48] 
SPEED -1.557*** -1.819*** 
  [0.49] [0.49] 
Specification   
IC -0.629** -0.725* 
  [0.30] [0.43] 
STABIL -1.225*** -1.832*** 
  [0.45] [0.66] 
INST -1.219*** 1.090* 
  [0.30] [0.61] 
Obs. 317 317 
Chi2 170.2 42064 
Pseudo R2 0.359 0.496 

Notes:   a  Method-measurement-specification estimated at once, final specification.  
b Estimated with 42 study dummies (not shown). 22 dummies are significant, out of which 12 are 
positive and 10 are negative. 
Estimation was carried out using ordered logit, with heteroscedasticity-consistent standard errors 
reported in brackets. Dependent variable takes the value of -1 if the coefficient of reform on 
growth is negative and statistically significant at 10%, 0 if the coefficient is not statistically 
significant, and 1 if the coefficient is positive and statistically significant at 10%. 
PANEL is a dummy variable that takes the value of 1 if the reform coefficient is from panel data 
(zero otherwise), EARLY and LATE refer to the time windows used for estimation (1989–1993 
and 1999–2004, respectively), LIE=1 if external liberalisation components were used as a reform 
measure, MARGEFF=1 if LII, LIE, LIP are used jointly, LAGS=1 if both contemporaneous and 
lagged reform variables are used, SPEED=1 if speed is the measure of reform, IC, STABIL, INST 
refer to the controls for initial conditions, stabilisation and institutional development, respectively. 
***, **, and * denote significance at 1%, 5% and 10% levels respectively. 

4.2 Determinants of the Sign and Statistical Significance of the Cumulative Reform 
Effect  

Now we turn to the discussion of the cumulative reform effect. Similar to the analysis above of 
the determinants of the reform effect, the factors responsible for the variance in the sign and 
significance of the cumulative reform are assessed using the same blocs of study characteristics, 
namely, method-measurement-specification. Then, an alternative general-to-specific strategy is 
applied. The results from ordered logit estimations with heteroscedasticity-consistent standard 
errors are reported in Table 5.  
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As noted, a number of studies consider reform dynamics, which prompted us to incorporate this 
aspect into our MRA. Note that in the case of the cumulative effect, the regression sample 
contains a lower number of observations (220) and fewer variables are present in the final 
specifications for the (cumulative) effect of reform on growth. The determinants we find 
significant are (with their impact on the probability of finding a positive and significant reform 
effect in parentheses): controls for endogeneity (negative), average of internal and external 
liberalisation and privatisation (positive), external liberalisation (positive), marginal effects if 
internal and external liberalisation and privatisation are used one at a time (negative), control for 
lags (positive), initial conditions (negative), institutions (negative) and macroeconomic 
stabilisation (negative).  

Table 5: The Determinants of the Cumulative Reform Effect 

    (1)a    (2)b 
    
Method   
ENDO -1.819*** -2.256*** 
  [0.44] [0.71] 
Measurement   
LIE 1.688** 3.353** 
  [0.75] [1.58] 
MARGEFF -1.909*** -1.861** 
  [0.64] [0.92] 
AV 1.896*** 4.386*** 
  [0.48] [1.08] 
LAGS 1.612*** 2.331*** 
  [0.52] [0.78] 
Specification   
IC -1.624*** -1.670* 
  [0.54] [0.99] 
STABIL -0.990** -1.21 
  [0.48] [0.75] 
INST -0.802** -1.184*** 
  [0.36] [0.45] 
Obs. 220 220 
Chi2 45.45 18673 
Pseudo R2 0.199 0.467 

Notes:   a Method-measurement-specification estimated at once, final specification.  
b Estimated with 30 study dummies (not shown). 14 dummies are significant, out of which 8 are 
positive and 6 are negative. 
Estimation was carried out using ordered logit, with heteroscedasticity-consistent standard errors 
reported in brackets. Dependent variable takes the value of -1 if the cumulative effect of reform on 
growth is negative and statistically significant at 10%, 0 if it is not statistically significant, and 1 if 
it is positive and statistically significant at 10%. 
ENDO is a dummy variable that takes the value of 1 if the model used is 2SLS, 3SLS or GMM 
(zero otherwise), LIE=1 if external liberalisation components were used as a reform measure, 
MARGEFF=1 if LII, LIE, LIP are used jointly, AV=1 if average (simple or weighted, or simple 
sum) of reform measures LIE, LII or LIP was used, LAGS=1 if both contemporaneous and lagged 
reform variables are used, IC=1 if controlled for initial conditions, STABIL=1 if controlled for 
stabilisation, INST=1 if controlled for institutional development.  
***, **, and * denote significance at 1%, 5% and 10% levels respectively. 
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Like the results presented above for the non-cumulative effect, controlling for institutions, initial 
conditions and stabilisation is associated with a lower probability of finding a positive and 
significant impact of reforms on growth. Also, the control for internal and external liberalisation 
and privatisation’s marginal effects leads to a lower impact of reforms, while the use of external 
liberalisation increases the probability of a positive effect.  

Unlike in the case of the non-cumulative effect, the inclusion of lagged values of reform decreases 
the probability of the cumulative effect being negative. In other words, the longer the period over 
which the cumulative effect is calculated, the higher is the probability of finding a positive impact 
of reforms on growth. Yet, in the case of the cumulative effect, there seems to be little evidence 
that controlling for the time coverage matters for the relationship between reform and growth. 
Column 1 in Table 5 presents our baseline model, where eight study characteristics are found to 
be significant, explaining 20% of the variation in test statistics.  

An assessment of the problem of biased sampling was carried out by estimating the above meta-
regressions with study dummy variables (Table 5, column 2). We find that 14 study dummies are 
significant, indicating a higher than conditional average sign and significance level of the reform 
effect in eight studies and a similarly lower effect in six studies. Overall, the study dummies have 
a minor effect on our meta-regression results. Out of eight variables, only one (STAB) loses its 
significance, being just slightly below the 10% significance level (significant at 10.7%). The 
remaining seven study characteristics retain their significance. On this basis, therefore, biased 
sampling should not be a serious problem here.  

4.3 Discussion of Additional Sensitivity Checks  

The results above try to explain the variance of 317 coefficients from regressions of growth on 
reform, using the 10% cut-off level to define the dependent variable, the sign and significance of 
the reform effect. One first concern is that 22 out of these 317 are regressions with multiple 
reform terms. As noted, the results presented above refer to the case in which those 22 most 
significant t-values were selected. One first sensitivity check was to see whether our results 
change when the 22 least significant t-values are employed instead.18 Overall, the results we 
obtain are very similar to those reported here.  

With respect to the choice of the significance level, we investigate whether a 5% cut-off level 
would make a difference. Again, we experimented with the 22 most and least significant t-values, 
and with contemporaneous versus cumulative reform effects. The results for the reform effect and 
the cumulative reform effect are qualitatively similar to those reported. 

Finally, in previous versions of the paper we experimented with an alternative coding of the 
dependent variable, namely using separately the absolute values of the t-statistics and the sign of 
the reform effect (either negative or positive, not distinguishing the insignificant estimates). 
Similarly, we tried the 22 most and least significant t-values and the cumulative effect. The results 
are in line with the findings discussed above and are not reported for the sake of space (they are 
available upon request).  

                                                           
18 These results are available upon request from the authors. 
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5. Conclusions 

The objective of this paper is to summarise and evaluate the existing econometric evidence on the 
effect of structural reforms on economic growth. The quantitative analysis is carried out through 
recently developed meta-regression analysis techniques. We put together a unique data set 
covering more than 300 estimates of the effect of reform on growth from more than 40 different 
econometric studies. Overall, the direction of the effect of structural reforms on economic 
performance and its statistical significance is sensitive to the specification, modelling choice, as 
well as various important sources of omitted variable bias (notably, on the latter, institutions and 
initial conditions). The use of lagged reform measures shows that reforms have negative 
contemporaneous effects which can be offset by positive effects in subsequent periods, after some 
level of reform is in place. The estimated relationship between reform and growth seems to 
change over time. We also find that the existing results are sensitive to the choice of the measure 
of reform used. 

The results of our meta-regression analysis illustrate that ignoring the problem of endogeneity of 
reforms vis-à-vis growth seems to lead to severely biased results. Our findings suggest that the use 
of panel methods and the time coverage are important in explaining the variation in the estimated 
effects. Further, the one aspect of reform packages that seems to receive overwhelming support in 
our data is the liberalisation of trade and capital flows (that is, external liberalisation). Of 
particular interest is the finding that controlling for institutions and initial conditions appears to be 
very effective in decreasing the probability of finding a large and positive effect of reform on 
growth. 

The findings of this paper also help us identify suggestions for future research. We focus on the 
following three: (1) Considerably more attention should be paid to measurement issues. There are 
well-known and severe measurement problems both with respect to GDP and with respect to 
economic reforms. As for GDP growth, the official data seems to underestimate the participation 
of the nascent private sector (in some cases because of large informal sectors) and overestimate 
that of the public sector (mostly, if not entirely, formal activities). With respect to reform, the 
existing measures are mostly subjective, difficult to replicate and tend not to reflect reform 
reversals (Campos and Horvath, 2006). In more concrete terms, it is somewhat surprising that we 
were not able to find a single study that pays explicit attention to the problem of errors-in-
variables. Therefore, studies that try to deal with this matter in the future will certainly make an 
important contribution. (2) Our findings suggest that the use of measures of external liberalisation 
is central in understanding growth rates, yet almost no study we examine attempts to investigate 
how this reform interacts (or fails to interact) with other reforms such as privatisation and labour 
market and price liberalisation. Recall that the backdrop for this failure is a theoretical literature in 
which the issue of the sequencing of reforms looms large and a policy debate in which the big-
bang versus gradualism options are discussed, as this paper demonstrates, without much robust 
underlying econometric evidence. Therefore more attention to the issue of reform sequencing and 
interactions among reforms should also generate a genuine contribution in future work. (3) Efforts 
could also be made in terms of making explicit the theoretical framework guiding the econometric 
analysis. In very few of the studies reviewed above can one identify concerns in this respect. This 
translates into econometric analyses that are seldom structural, a feature that can be seen by the 
fact that the majority of the studies reviewed discuss economic growth while presenting evidence 
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based on annual data. Because we now have more than 15 years of data available, it is perhaps 
high time to improve upon this aspect. 

Several policy implications also follow from our study. First, as highlighted in Figures 1–3, there 
is high variation in both the sign and the significance of the effect of structural reforms on growth. 
Since reforms are ultimately in the hands of policymakers, it is vital to improve understanding of 
how structural reforms influence economic growth. In particular, a better understanding of the 
reasons why the long-run impact of reforms on growth tends to be positive while in the short run 
it seems to have non-negligible costs, and the role institutions play in this asymmetry, would be 
particularly welcome. Second, our meta-regression results suggest that the initial costs of reforms 
depend on the type of reform. For example, considerably higher costs are associated with 
privatisation and internal liberalisation (i.e., prices and labour markets) than with external 
liberalisation (of trade and capital flows) and this seems to be irrespective of whether the World 
Bank or EBRD indexes are used. Lastly, those building conventional and dynamic macro models 
should try to account for structural reforms, though there is already some research in this 
direction, namely Ernst et al. (2006), who explore the impact of structural reforms on the short-
term macroeconomic performance in 15 OECD countries using a dynamic intertemporal model 
with nominal and real rigidities. 
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Appendix 2 
Description of variables in MRA data set 

Dependent variables: 

REF= -1 if the coefficient of reform is negative and statistically significant at 10%, 0 if the 

coefficient is insignificant, and 1 if the coefficient is positive and statistically significant at 10%. 

REF_CUM = -1, 0, and 1 if the coefficient on cumulative reform is negative and significant at 

10%, insignificant, and positive and significant at 10%, respectively. 

Meta-independent variables: 

I) Method  

N = the number of observations in the individual study 

K = the number of explanatory variables 

DF = N–K is the degrees of freedom, reflecting the power of the test statistics 

AUTHAFF = 1 if all authors are from academia, = 0 if at least one of the authors is not  

Econometric technique 

PANEL = 1 if the model uses panel data, = 0 if cross-section  

ENDO = 1 if the model used is 2SLS, 3SLS, GMM, = 0 otherwise  

FIXED = 1 if fixed effects estimation is used (or country dummies) 

Time period 

START = first year of the sample 

END = end year of the sample 

MID = (START+END)/2 is the average year of the sample 

EARLY = 1 if the sample is 1989–1993 

MIDDLE = 1 if the sample is 1994–1998 

LATE = 1 if the sample is 1999–2004 

E93 – E04 = dummy for the end year of the data sample (1993 – 2004 respectively) 

 

II) Measurement 

Origin of the index. Each index belongs to one of the following four types: 

WB = 1 if the reform index originates from the World Bank only 

EBRD = 1 if the reform index originates from the EBRD only 

COMB = 1 if a combination of EBRD and WB indices is used 

OTHER = 1 if the share of private sector in GDP or openness is used 

Type of index (applies to WB / EBRD / COMB) 

LII = 1 if internal and/or price liberalisation components are used as a reform measure 

LIE = 1 if external liberalisation components are used 



Does Reform Work? An Econometric Examination of the Reform-Growth Puzzle   27 
 

LIP = 1 if privatisation and banking reform components are used 

MARGEFF = 1 if LII, LIE, LIP are used in the same specification 

AV = 1 if average (simple or weighted, or simple sum) of LII, LIE, LIP is used 

CLI = 1 if CLI (Cumulative Liberalisation Index from the World Bank, see De Melo et al., 1997 

for details) is used 

Measure of dynamics 

LAGDEP = 1 if lagged dependent variable is used in the regression 

SPEED = 1 if speed is the measure of reform 

LAGS = 1 if both contemporaneous and lagged reform variables are used 

LAGLIB = 1 if either LAGS=1 or SPEED = 1 

TIME = 1 if time dynamics are controlled for 

 

III) Specification 

IC = 1 if controlled for initial conditions 

IC12 = 1 if first cluster and/or second cluster of initial conditions from de Melo et al. (1997) is 

used 

NIC = the number of types of controls for IC  

STABIL = 1 if controlled for stabilisation 

NSTAB = the number of types of controls for stabilisation  

INFL = 1 if inflation is controlled for 

INST = 1 if controlled for institutional development 

NINST = the number of types of controls for institutional development 

FACT = 1 if controlled for factors of production 

NFACT = the number of types of controls for factors of production 

FSU = 1 if the results are reported separately for FSU countries 

PUBPR = 1 if the study separates the effect of reform on the public and private sector (effect of 

public sector is reported) 

UNDERREP = 1 if study measures underreported output and corrects for it 

D2 – D43 = study dummies  
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Figure 1: Histogram of the T-statistics of Coefficients of Structural Reforms on Economic 

Growth  
(317 coefficients from the 43 papers listed in Appendix 1) 
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Figure 2: Histogram of the T-statistics of Coefficients of Contemporaneous Structural Reforms 
on Economic Growth   

(excludes those from specifications with lagged reform and speed of reform; 157 
coefficients from papers listed in Appendix 1) 
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Figure 3: Histogram of the T-statistics of Coefficients of Cumulative Effect of Structural 
Reforms on Economic Growth  

(221 coefficients from papers listed in Appendix 1) 
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