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Abstract

The recent works of Gali and Gertler (1999) and Gali, Gertler, and Lopez-Salido (2001a)

provide evidence supporting the New Keynesian Phillips curve (NKPC) for the United States

and the euro area. This model posits the dynamics of in
ation as being forward looking and

related to real marginal costs. In this paper we examine the empirical relevance of their results

for the United States. Our approach addresses several important econometric issues with the

standard approaches typically used for estimation and inference in NKPC models. Using the

continously-updated GMM estimator proposed by Hansen, Heaton and Yaron (1996) and the

3-step GMM estimator developed by Bonnal and Renault (2003), the empirical evidence of the

New Keynesian Phillips curve is mixed. Speci�cally, results are sensitive to the instruments sets,

normalisation, estimators, the sample period and revisions of data.
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1. Introduction

The short-run dynamics of in
ation and its cyclical interaction with real aggregates is an im-

portant question both in theory and in practice, especially for central banks in the conduct of

monetary policy. The recent experience of high levels of economic activity coupled with low

in
ation observed in several countries casts doubt on the traditional Phillips curve as a model

of in
ation dynamics.

A recent class of dynamic stochastic general equilibrium models integrates Keynesian fea-

tures, such as imperfect competition and nominal rigidities, resulting in a new view on the nature

of in
ation dynamics. These models are grounded in an optimizing framework where imperfectly

competitive �rms are constrained by costly price adjustments. Within this framework, the pro-

cess of in
ation is described by the so-called New Keynesian Phillips Curve (NKPC) which has

two distinguishing features. First, the in
ation process has a forward-looking component and

second, it is related to real marginal costs. These features are a consequence of the fact that in

this framework �rms set prices in anticipation of future demand and factor costs. Compared to

traditional reduced-form Phillips curves, which are subject to the Lucas critique, the NKPC is

a structural model with parameters that are unlikely to vary as the policy regime changes. This

aspect is particularly important and has been outlined in a number of papers: parameter insta-

bility in reduced-form models is a likely possibility. Furthermore, the New Keynesian Phillips

Curve speci�cation has dramatic implications for the conduct of monetary policy in that a fully

credible central bank can bring about disin
ation at no recessionary cost if in
ation is a purely

forward-looking phenomenon. A crucial issue is therefore whether the New Keynesian Phillips

Curve is empirically relevant.

The recent works of Gali and Gertler (1999) and Gali, Gertler, and Lopez-Salido (2001a,henceforth

GGLS) provide evidence supporting the NKPC for the United States and the euro area. These

authors estimate hybrid versions of the NKPC, where lags of in
ation are also incorporated,

and conclude that the forward-looking component is more important and, furthermore, that

real marginal costs are statistically signi�cant. In these studies, parameter estimates are ob-

tained by the Generalized Method of Moments (GMM) and statistical signi�cance is assessed

based on Newey-West estimates of the covariance matrix.

Several econometric problems have been discussed in the literature on the empirical relevance

of their results.2 On the one hand, Rudd and Whelan (2002), Lind�e (2003) have suggested

that their results may be the product of speci�cation bias associated with GMM estimation

procedure. Therefore, Rudd and Whelan (2002) showed that GMM produces biased estimates

of the true parameters when instruments are used that belongs to the true in
ation equation.3

Lind�e (2003) concluded that the mixed evidence for the NKPC can be explained by the extensive

used of limited information estimation methods. In addition, it appears diÆcult to accurately

2The common criticisms of the NKPC include: (i) whether it captures actual in
ation persistence (Fuhrer,
1997; Fuhrer and Moore, 1995), (ii) the plausibility of the implied dynamics (Ball, 1999; Mankiw, 2001) and (iii)
the estimation methodology. We focus here on the third issue.

3Rudd and Whelan (2002) also argue that the hybrid model su�ers from low power against the backward-
looking model.
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distinguish between a purely forward looking speci�cation and a backward looking model in

small samples and that the fully information maximum likelihood (FIML) approach leads to

emphasise the backward component rather than the forward looking component of the hybrid

NKPC. However, GGLS (2003) have shown that these claims are incorrect in the sense that

their results are robust to a variety of estimation procedures, including GMM estimation of

the closed form and nonlinear instrument variables. Speci�cally, the conclusions regarding the

importance of the forward looking behavior seems to be robust. On the other hand, Mavroeidis

(2002) discussed the issues of identi�cation in the case of the single-equation formulations like the

NKPC. Indeed, the properties of the non-modelled variables are important for the identi�cation

process. Overall, the hybrid NKPC may su�er from under-identi�cation or misspeci�cation.

In this respect, identi�cation is achieved in empirical applications by con�ning explanatory

variables to the set of instruments, with misspeci�cation as a result. Nason and Smith (2003)

argued that GMM estimates typically lead to parameters that are near-identi�ed. Hence, higher

order dynamics in marginal cost or the output gap are necessary for identi�cation and testing.

In addition, Nason and Smith (2003) showed that the coeÆcient on lagged in
ation in the

hybrid NKPC can not be identi�ed if in
ation Granger causes marginal cost or the output

gap. In this respect, they also conclude that FIML makes identi�cation easier. Ma (2002) also

discussed the question of identi�cation and applied the test of weak instruments developed by

Stock and Wright (2000). His results showed that the method of GG (1999) is inadequate due

to observational equivalence in the pure forward-looking Phillips curve and weak identi�cation

in the hybrid NKPC. It is, however, to be noted that the identi�cation problems do not mean

that the NKPC is a poor approximation to in
ation dynamics but rather that its interpretation

is problematic. In addition, the redundancy of instruments and their number is a crucial issue

for estimating the NKPC. Guay, Luger and Zhu (2002) demonstrated the sensitivity of standard

GMM estimates to the choice of instruments. In e�ect, using the continuously-updated GMM

estimator (CUE) developed by Hansen, Heaton and Yaron, empirical evidence for the NKPC is

weak in all their speci�cations in Canada. Moreover, the test of instruments validity is rejected

when considering the methodology proposed by Hall (2000). Finally, another important debate is

the discussion of ML versus GMM estimates of the hybrid NKPC. While the two approaches are

asymptotically equivalent, the �nite sample performances may signi�cantly di�er. For example,

Fuhrer (1997) rejects the importance of the forward-looking component in US in
ation using the

ML approach. In a related paper, Fuhrer and Rudebusch (2002) obtained a similar result for a

hybrid IS curve. At the same time, Jondeau and LeBihan (2003), Kurman (2003) �nd evidence

for the NKPC by using the implied cross-sections restrictions. Overall, the choice between the

two approaches is an open debate.

This paper reexamines the empirical relevance of the New Keynesian Phillips Curve for the

United States. In particular, several important econometric issues are addressed on the standard

approaches typically used for estimation and inference in NKPC models. These are related to

the potential bias of GMM estimates in the presence of many instruments, the low power of

speci�cation tests based on overidentifying restrictions, and the estimation of variance-covariance

matrix. In order to mitigate these problems, we estimate di�erent various speci�cations of the
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NKPC by using the CUE and the 3-step GMM (3S-GMM) estimators proposed by Bonnal and

Renault (2001, 2003).

Our results show that the empirical evidence of the real marginal cost in the NKPC is rather

mixed and that the backward-looking component of in
ation needs to be accounted for. In

particular, results are sensitive to the instruments sets, normalisation, estimators, the sample

period and revisions of data.

The rest of this paper is organized as follows. In section 2 we present the theoretical frame-

work that yields the NKPC. In section 3, we describe the econometric issues associated with

standard GMM estimation, discuss particular issues with estimation of the closed-form version

of the NKPC, and present our estimation strategy based on the biased-corrected continuous up-

dating estimator (CUE)and the 3 steps GMM estimator developed by Bonnal and Renault(2001,

2003). In particular, using the same data set as Gali and Gertler (1999), we demonstrate the

sensitivity of standard GMM estimates to the choice of instruments. In section 4, we present the

estimation results. A discussion of the main �ndings follows in section 5. Section 6 concludes.

2. The New Phillips Curves

2.1 Speci�cations

The New Keynesian Phillips Curve (NKPC), as advocated by Gali and Gertler (1999), is based

on a model of price setting by monopolistically competitive �rms. Adopting a price setting

rule as in Calvo (1983) simpli�es the aggregation problem. This price adjustment rule is in the

spirit of Taylor's (1980) staggered contracts model. Following Calvo, each �rm, in any given

period, may reset its price with a �xed probability 1� � and, with probability �, its price will

be kept unchanged or proportional to trend in
ation 
.4 These adjustment probabilities are

independent of the �rm's price history such that the proportion of �rms that may adjust their

price in each period is randomly selected. The average time over which a price is �xed is then

given by 1=(1� �).5 The �rms face a common subjective discount factor, �:

Let mct be (log) real marginal cost, the NKPC (Woodford, 2003) is then given by:

�t =
(1� �)(1� ��)

� � ���
mct + �Et�t+1: (1)

where
�

(1� �)
= �:

The derivation in Yun (1996) and Goodfriend and King (1997) correspond to the particular

case where the elasticity of marginal cost with respect to output (�) is equal to zero.6

4This adjustment is necessary if there is trend in
ation in order to preserve monetary neutrality in the
aggregate.

5Benigno and Lopez-Salido (2002) proposed to use an index of nominal rigidity given by: 1

1��
1

1�!
:

6Indeed, the hypothesis that individual �rms can instantaneously adjust their own capital stocks implies that
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Gali and Gertler (1999) extend the basic Calvo model to allow a subset of �rms to use a

backward-looking rule-of-thumb to capture the inertia in in
ation. The net result is a hybrid

Phillips curve that nests (1). From the three structural parameters, !, � and �, the three

reduced-form parameters 
f , 
b and � can be de�ned and the hybrid version of the Phillips

developed by Woodford (2003) is given as follows:

�t = �

�
1

(1� ��)

�
mct + 
fEt�t+1 + 
b�t�1; (2)

where

� =

�
(1� !)(1� �)(1� ��)

�

�
��1;


f = ����1;


b = !��1;

� = � + ! [1� �(1� �)] ;

and where ! is the proportion of �rms that use a backward-looking rule-of-thumb. The cor-

responding hybrid New Phillips curve for the aggregate assumption considered by Yun (1996)

and Goodfriend and King (1987) is derived in Gali and Gertler (1999) and the one based on

the assumption of Sbordone (2001) in Gali, Gertler, and Lopez-Salido (2001). One can easily

retrieve these speci�c forms from the general one given above.

Three principle results emerge from the estimations of Gali and Gertler (1999) and Gali,

Gertler and Lopez-Salido (2001): (1) the reduced-form coeÆcient on real marginal cost is positive

and statistically signi�cant; (2) tests rejects the pure forward-looking speci�cation of the NKPC

(1) and (3) forward looking behaviour is dominant and the coeÆcients 
f and 
b sum to close

neighborhood of unity across a range of estimates.

2.2 Measure of Marginal Cost

Alternative measures of the marginal cost have been considered in empirical investigations of

the New Keynesian Phillips curve. We consider here the simplest measure of real marginal cost

based on the assumption of Cobb-Douglas technology (see Gali and Gertler 1999). Suppose the

following Cobb-Douglas production function:

Yt = K�
t (AtHt)

(1��)
;

where Kt is the capital stock, At is labor augmenting technology, and Ht is hours worked. Real

marginal cost is then given by St=(1��), where St =WtHt=PtYt is the labor income share. In

�rms act as price takers in the input market. Combined with the assumption of a constant return to scale
technology, real marginal cost is thus independent of output.
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log-linear deviation from the steady state, we have:

mct = st = wt + ht � pt � yt:

The de�nition of marginal cost may be a critical issue in the estimation of the NKPC. For

instance, the real marginal cost may be measured in di�erent ways, which involve either the

output gap or the real unit labour cost. In the �rst case, a reliable measure of the output gap

is necessary while the standard approximation of the real marginal cost by real unit labour cost

arises solely under the assumption of a constant return to scale production function (Rotem-

berg and Woodford, 1999). Under more realistic assumptions, the real unit labour cost needs

to be corrected. For instance, Rotemberg and Woodford (1999) discuss possible appropriate

corrections for di�erent assumptions about technology. These include corrections to capture

a non-constant elasticity of factor substitution between capital and labor and the presence of

overhead costs and labor adjustment costs. Gagnon and Kahn (2003) derive the NKPC when

�rms use alternative productions functions and show that each technology introduces a speci�c

"strategic complementarity parameter" and a modi�cation to the real marginal cost measure.

Finally, Eichenbaum and Fisher (2003) modify the real marginal cost by allowing the �rms re-

quiring working capital to �nance payments to variable factors of production. Overall, these

studies argue that these corrections do not a�ect the qualitative nature of the results discussed

below. On the other hand, data may be revised over time and lead to di�erent estimates. These

two issues are further discussed later.

3. Estimation Issues

3.1 Standard GMM Approach

The hybrid model in reduced form can be written as

�t = 
f�t+1 + 
b�t�1 + �mct + "t+1; (3)

where "t+1 is an expectational error term orthogonal to the information set in period t, i.e.,

Et [(�t � 
f�t+1 � 
b�t�1 � �mct)Zt] = 0; (4)

where Zt is a vector of instruments dated t and earlier. The orthogonality condition in (4)

then forms the basis for estimating the model by the generalized method of moments (GMM).

Gali and Gertler (1999) use this technique with four lags each of in
ation, the labour income

share, the output gap,7 the long-short interest rate spread, wage in
ation, and commodity price

in
ation. Finally they use a 12-lag Newey-West estimate of the covariance matrix to obtain

7Typically, the output gap is obtained by application of the Hodrick-Prescott �lter or by �tting a quadratic
trend to the entire sample. Using �ltered output gap measures as instruments could be invalid since they violate
the basic GMM orthogonality conditions.
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standard errors for the model parameters. Based on these choices, they conclude that: (i) the

model is statistically signi�cant, and (ii) 
f is statistically larger than 
b. They interpret these

results as support for the New Keynesian Phillips Curve in the case of the United States. In

contrast, GGLS (2001) choose a relatively smaller number of lags for instruments other than

in
ation in order to minimise the potential estimation bias arisen in small samples due to the

number of overidentifying restrictions . In this respect, their instrument set reduce to four lags

of in
ation, two lags each of the output gap, wage in
ation and the labour income share.

Given the relatively large number of moment conditions,8 the estimates reported by Gali and

Gertler (1999) are potentially biased since it is well-known that the estimation bias increases

with the number of moment conditions in the standard GMM approach (Newey and Smith 2001).

However, choosing a relative small number of instruments does not also prevent from estimation

bias.9 The two following issues are still present: the weak instruments and the instruments

redundancy. In order to illustrate the �nite-sample bias, we consider the following simple Monte

Carlo experiment (Bonnal and Guay, 2003) in which the number of instruments is increased.10

Suppose the data are generated by the AR process

yt = �yt�1 + "t;

where � = :1 and "t � i:i:d: N(0; 1). Consistent estimates of � are obtained by GMM. The

moment conditions are based on

E("tZt) = 0;

where Zt = (yt�1; yt�2; : : : ; yt�k)
0 is a vector of valid instruments (since it excludes yt). The

sample size is �xed at 100 and we study the e�ect of an increase in the number of moment

conditions. The Monte Carlo experiment is based on 10,000 replications and the automatic lag

selection procedure of Newey and West (1994) is used to obtained an estimate of the weighting

matrix. Finally, we compute the point estimate of the autoregressive parameter using the CUE

and the 3S-GMM estimator.11 Table 1 reports the bias of the di�erent estimators as a function

of the number of moment conditions k�1. The bias of the GMM estimator clearly increases with

the number of moments (lags of yt) included in the vector of instruments. With two instruments,

the estimator is nearly unbiased. With ten instruments, the bias appears to be of the same order

as the true parameter value. This simple Monte Carlo experiment concurs with the theoretical

results of Newey and Smith (2001). In contrast, results are di�erent for the CUE and 3S-GMM

estimators. First, both estimators performs better in terms of bias or root mean square error

(RMSE) than the GMM estimator. Second, the bias appears to increase less than linearly with

8In fact, 24 moment conditions to estimate 3 reduced-form parameters.
9It is to be noted that a number of studies have also estimated New Keynesian Phillips curves in countries

other than the US applying equally arbitrary choices for the instrument set and the number of lags used in
the construction of the Newey-West standard errors. See for example, Batini, Jackson and Nickell (2000),
Balakrishman and Lopez-Salido (2002). A few notable exceptions are Jondeau and Le Bihan (2001, 2003) and
Linde (2001) who consider full information maximum likelihood approaches.
10We do not examine whether or not the instruments are redundant and/ or weak.
11Both estimators are detailled in section 3.3.
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Table 1. Bias of GMM, CUE and 3S-GMM estimators

k � 1 �̂GMM bias rmse �̂CUE bias rmse �̂3S�GMM bias rmse
0 .0602 -.0398 .2263 .0697 -.0303 .2027 .0609 -.0391 .2269
1 .0953 -.0047 1745 .0726 -.0284 .1745 .9936 -.0064 .1753
2 .1109 .0109 .1654 .0784 -.0216 .1647 .1017 .0017 .1639
3 .1223 .0223 .1612 .0734 -.0266 .1622 .1110 .0110 1619
4 .1318 .0318 .1615 .0685 -.0315 .1648 .1175 .0175 .1606
5 .1441 .0441 .1646 .0655 -.0345 .1610 .1272 .0272 .1608
6 .1516 .0516 .1684 .0614 -.0386 .1725 .1327 .0327 .1639
7 .1607 .0607 .1713 .0586 -.0414 .1752 .1384 .0384 .1675
8 .1687 .0687 .1787 .0542 -.0458 .1823 .1473 .0473 .1726
9 .1761 .0761 .1813 .0488 -.0512 .1926 .1532 .0532 .1758
10 .1896 .0896 .1857 .0462 -.0538 .2004 .1583 .0583 .1775

the number of moment conditions.

To further appreciate the relative importance of the number of instruments within a standard

GMM context, let 
 = 
f and consider the reduced form under the constraint 
f + 
b = 1:

�t(
) = �(
)mct + "t+1; (5)

where �t(
) = �t � �t�1 � 
(�t+1 � �t�1). For a �xed value of 
 2 [0; 1], the parameter �(
)

can be consistently estimated by instrumental variables using lagged values of real marginal cost

dated t and earlier.

Using the same data set12 as Gali and Gertler (1999), Figure 1 shows the e�ects of di�erent

instruments and those of various lags in constructing Newey-West estimates of the standard

deviation. For a given instrument, it appears that there is little e�ect whether 8, 12, or 16 lags

are used for the Newey-West standard errors. On the other hand, it is clear that the choice of

instrument is crucial, especially at the upper end of the interval [0; 1] where the forward-looking

component in the new Phillips curve is more important. When the sixth lag of marginal cost

is used as instrument, marginal costs tend to appear marginally signi�cant for some values of

the forward-looking component parameter near 0.7, while it is clearly insigni�cant when the

fourth lag is used as instrument. Note also the increased precision when the fourth lag is used as

instrument as re
ected by the relatively tighter con�dence bands. The di�erence in the width

of the con�dence bands is expected since the more recent lags are more strongly correlated with

contemporaneous marginal cost and hence are better instruments.

Overall, these results suggest that the results reported by Gali and Gertler (1999) and GGLS

(2001) may be sensitive to the number of instruments and hence the signi�cance of marginal

12The data is quarterly for the U.S. over the period 1960:1-1997:4. In
ation is the annualized change in the
logarithm of the GDP delator and real marginal costs are measured as deviations from the sample mean of the
logarithm of labour income share in the non-farm business sector.
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Figure 1. The dotted line in each graph shows the IV estimates of �(
) in the model �t(
) =
�(
)mct + "t+1, where the instrument used is either the fourth lag (left panel) or the sixth lag
(right panel) of real marginal cost. Newey-West standard errors are used to construct the 95%
con�dence bands using either 8, 12, or 16 lags.
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costs in explaining U.S. in
ation must be further analysed.

3.2 Closed Form Estimation

Another way to estimate the structural parameters of the pure forward-looking NKPC curve

or the hybrid NKPC is to derive the closed form representation. As shown in Gali and Gertler

(1999), the hybrid Phillips curve has the following closed form, conditional on the expected path

of real marginal cost:

�t = Æ1�t�1 +
�

Æ2
f

1X
k=0

Æ�k2 Et[mct+k]; (6)

where Æ1 and Æ2 are, respectively, the stable and unstable roots of the hybrid Phillips curve given

by:

Æ1 =
1�

p
1� 4
b
f

2
f
; Æ2 =

1 +
p
1� 4
b
f

2
f
:

An alternative to the standard GMM approach is to estimate directly the closed form represen-

tation as done in Rudd and Whelan (2003) and Gali, Gertler and Lopez-Salido (2001a, 2001b).13

Under rational expectations, the closed form de�nes the following orthogonality conditions:

Et

"
(�t � Æ1�t�1 �

�

Æ2
f

1X
k=0

Æ�k2 mct+k)Zt

#
= 0; (7)

where Zt is a vector of instrumental variables.

With this approach it is necessary to use a truncated sum to approximate the in�nite dis-

counted sum of real marginal costs. Based on an assumed value for the discount factor �, Rudd

and Whelan (2001) use 12 leads of real marginal cost to construct the discounted stream of real

marginal costs. Gali, Gertler and Lopez-Salido (2001), on the other hand, use 16 leads and di�er

by estimating the discount factor instead of �xing its value arbitrarily. In both cases however,

there is loss of degrees of freedom due to the need to truncate the sum which can be important

given the relatively small sample size (typically about 30 years of quarterly data). Furthermore,

given the way the measure of the discounted stream of future marginal cost is constructed, there

is a generated regressor problem. To see this, consider the limiting case of pure forward looking

behavior. In that case the closed form, under rational expectations, becomes

�t = �

1X
k=0

�kmct+k + ut+1 (8)

13However, as is noted by Gali, Gertler and Lopez-Salido (2003), the closed form model of Rudd and Whelan
(2001, 3003) is inconsistent with the hybrid model in that their �nal form is not derived from the original hybrid
equation. Therefore, the closed form of the pure forward looking model is appended on lagged in
ation as
opposed to be directly solved for the hybrid model.
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where the new error term ut+1 is related to the original expectational error term "t+1 by

ut+1 = "t+1 + 
f�t+1 � �

1X
k=1

�kmct+k; (9)

and from which the generated regressor problem is apparent. Since ut+1 in (9) is serially cor-

related (into to the inde�nite future), it is essential that the eÆciency of the GMM estimator

and the consistency of the associated standard errors be evaluated. Clearly, this problem is also

present in the hybrid Phillips curve. Estimation in the presence of generated regressors leads in

general to ineÆcient estimates that require adjustments to obtain consistent estimates of their

standard errors (see Pagan 1984, 1986, Murphy and Topel 1985, and McAller and McKenzie

1991a,b). Gali, Gertler, and Lopez-Salido (2001) recognize this problem, but no attempt is made

to evaluate it.

Another problem associated with the closed form is that it involves locally almost unidenti�ed

(LAU) parameters such that use of Wald-type con�dence intervals is invalid. The problem here is

that the ratio �=(Æ2
f ) has a discontinuity at every point of the parameter space where 
f = 0.

From Dufour (1997), it is then known that one can �nd a value of this ratio such that the

distribution of the Wald statistic will deviate arbitrarily from any \approximating distribution"

(such as the standard normal distribution). This suggests that Wald-type inference on structural

parameters that appear in NKPC models in ratio form is, in general, an issue for any of the

usual estimation approaches. Other techniques, such as con�dence sets based on the inversion

of likelihood ratio tests, would yield valid inference on the LAU structural parameters. Note

that Wald-type inference remains valid for the \non-LAU" reduced-form parameters.

Given that the econometric issues with the closed form solution are roughly the same as

the issues used for estimation and inference in standard NKPC models, the estimates of the

closed-form solutions are not reported in this paper.

3.3 Estimation Strategy

Our estimation strategy di�ers in three important ways compared to other empirical studies

of the New Keynesian Phillips curve. First, an automatic lag selection procedure proposed by

Newey and West (1994) is adopted to compute estimates of the variance-covariance matrix of

the moment conditions. As shown by several studies, the small sample properties of method-

of-moments estimators depends crucially on the number of lags used in the computation of

this variance-covariance matrix.14 Second, our estimator of the variance-covariance matrix uses

the sample moments in mean deviation in order to increase the power of the overidentifying

restrictions test as suggested by Hall (2000).15 A more powerful speci�cation test is clearly

desirable as it addresses the issues raised by Dotsey (2002) who found that the conventional

speci�cation test used in Gali and Gertler (1999) lacks power. Third, two alternative estimators

14For a discussion, see Journal of Business and Economic Statistics (1996), vol. 14.
15The mean deviation is used for the GMM and 3S-GMM estimators.
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are used for the non-linear speci�cation - the CUE and 3S-GMM estimator. The CUE has the

advantage that it does not depend on the normalization of the moment conditions in contrast

to the conventional GMM estimator (invariance principle) while the 3S-GMM estimator is not

sensitive to initial conditions. Moreover, they perform better in �nite samples than the GMM

estimator in terms of bias (see section 3.1 and Bonnal and Guay, 2003). In general, the di�erences

between the CUE and the 3S-GMM estimator are expected to be relatively small, at least

asymptotically, compared to the di�erence between them and the two-step GMM estimator.

We begin by �rst presenting the two alternative estimators to the conventional two-step

GMM estimator: the CUE introduced by Hansen, Heaton and Yaron (1996) and the 3S-GMM

estimator proposed by Bonnal and Renault (2001, 2003).

The optimal two-step GMM estimator of Hansen (1982) based on the moment conditions

E [g(zt; �0)] = 0 (10)

is de�ned as

�̂ = argmin
�2B

1

T

TX
t=1

g(zt; �)
0
̂( ~�)�1

1

T

TX
t=1

g(zt; �);

where ~� is a �rst-step estimator usually obtained with the identity matrix as weighting matrix,

and where 
̂�1 is a consistent estimator of the inverse of the variance-covariance matrix of the

moments conditions.16

The CUE is analogous to GMM except that the objective function is simultaneously min-

imized over � and 
̂(�). In other words, the empirical variance-covariance matrix of moment

conditions replaces the �xed metrics of the GMM, in which a norm of empirical moments is

minimised. This estimator is given by17

�̂ = argmin
�2B

1

T

TX
t=1

g(zt; �)
0
̂(�)�1

1

T

TX
t=1

g(zt; �):

This estimator has important advantages compared to the conventional two-step GMM esti-

mator. First, unlike GMM, this estimator does not depend on the normalization of the moment

16In other words, a two-step GMM estimator b� is characterised by �rst order conditions:"
1

T

TX
t=1

@g

@�
(zt; b�)#" 1

T

TX
t=1

g(zt; e�)g0(zt; e�)# TX
t=1

@g

@�
(b�) = 0

where e� is a preliminary consistent estimator for �0.
17As is pointed out by Newey and Smith (2003), the CUE can be computed as the solution of:

b� = arg min
�2B

1

T

TX
t=1

g(zt; �)
0

"
1

T

TX
t=1

(g(zt; �)� g(zt; �)) g
0(zt; �)

#�1
1

T

TX
t=1

g(zt; �)

where g(zt; �) =
1

T

TP
t=1

g(zt; �):

This is important since Hall (2000) shows that it is preferable to use the mean deviation form of the covariance
matrix than the common form in two-step GMM.
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conditions. As shown by Gali and Gertler (1999), Gali, Gertler and Lopez-Salido (2001), the

results obtained for the New Phillips curve and the hybrid version depend on the normalization

adopted for the GMM estimation procedure. Second, Newey and Smith (2001) have shown

for i.i.d case that the asymptotic bias of CUE does not increase with the number of moment

conditions. Speci�cally, Newey and Smith (2001) demonstrated that the CUE has the same

minimal higher order bias as the empirical likelihood estimator (ELE) if the moments of order

three are null.18 One advantage of the CUE (or Minimum Chi-square) over the ELE is that it is

less time-consuming and is not obtained through a saddle-point problem, which grows with the

number of moment conditions. In contrast, the dimension of the optimisation problem for the

CUE is equal to the number of moment conditions. At the same time, the CUE may be sensi-

tive to initial conditions. Third, Hansen, Heaton, and Yaron (1996) show that in small samples

the CUE has smaller bias for IV estimators of asset pricing models with several overidentifying

restrictions compared to that of GMM.

On the other hand, the 3S-GMM estimator has the interesting property of being eÆcient

with minimal higher order bias, like the ELE. In contrast to the standard two-step GMM

estimator, the 3S-GMM estimator seeks to use all the information cointained in the moments

restrictions (10) in order to estimate �0 . In e�ect, the 3S-GMM estimator makes implicit use of

the overidentifying restrictions to improve the estimatiom of the optimal selection of estimating

equations. In contrast, the two-step GMM estimator does not use a technique of variance

reduction. Indeed, the poor �nite sample performance of GMM estimator can be explained

by the fact that only the information used in the just-identi�ed moment conditions are used.19

As is pointed out by Back and Brown (1993), the remaining moment conditions can be used

to improve the estimation of the data distribution by considering the empirical distribution. In

other words, both moment conditions and the proximity between the estimated distribution and

the empirical distribution are exploited, as in one-step alternatives. In this respect, the 3S-GMM

estimator avoids the saddle-point problem and the numerical procedure's initialisation problem

while possessing the optimal bias property. In addition, the computational implementation is

not burdesone and only requires three quadratic optimisation steps. To describe the estimator,

let us �rst consider the case of i.i.d process. In the �rst step, a consistent estimator e� of �0 is

computed. In a second step, this estimator is used in order to de�ne an eÆcient two-step GMM

estimator b�2, i.e. b�2 solves the following equations:20"
TX
t=1

�t

�e�� @g0
@�

(zt; e�)# " TX
t=1

�t

�e�� g(zt; e�)g0(zt; e�)#�1 1

T

TX
t=1

g(zt; e�) = 0

18These two estimators can be included in a general class based on the family of Cressie-Read power divergence
statistics ( Baggerly, 1998). The exponential tilting estimator also belongs to this class. Newey and Smith (2001)
use the notation "Generalised Empirical Likelihood" estimators.
19It is to be noted that the CUE also uses all information contained in moment conditions since it can be

interpreted as the empirical distribution on the set of all the distributions satisfying the moment conditions by
using the Chi-square metric.
20It is to be noted that the 2S-GMM estimator can be computed by replacing �t(e�) by 1

T
.
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where the implied probabilities21 are de�ned as follows:

�t

�e�� = 1

T
�

1

T
gT (

e�)VT (e�)�1 hg(zt; e�)� gT (
e�)i :

It is to be noted that an asymptotically equivalent to eÆcient GMM estimator, b�2, possessing
the following property is derived:

b�2 � �0 = (�0��1�)�1�0��1gT (�0) + ap(T
�1)

where

� = E

�
@g

@�0
(zt; �0)

�
� = E [gg0(zt; �0)] = V ar [g(zt; �0)] :

In a third step, the optimal inference of the implied probabilities is used to estimate the Jaco-

bian and variance-covariance matrices. Speci�cally, e� is used to solve the following p equations

(� 2 <p) in b�3:"
TX
t=1

�t

�b�2� @g

@�0
(zt; b�2)#0 " TX

t=1

�t

�b�2� g(zt; b�2)g0(zt; b�2)# 1

T

TX
t=1

g(zt;c�3) = 0:

The de�nition of the 3S-GMM estimator extends to the autocorrelated case, where an au-

tocorrelation consistent covariance matrix is used to construct the estimator. In this case, b�2
solves the following equations:"

TX
t=1

�t

�e�� @g0
@�

(zt; e�)# hb
t(e�)i�1 1

T

TX
t=1

g(zt; e�) = 0

where

b
t(e�) = TX
t=1

�t

�e�� g(zt; e�)g0(zt; e�) + 2

KX
k=1

wkKg(zt; e�)g0(zt+k; e�)!

and wkK are weights in order to make positive semi-de�nite the autocorrelation consistent

estimator of the covariance matrix, and the implied probabilities are given by:

�t

�e�� = 1

T
�

1

T
gT (

e�)e
T (e�)�1 hg(zt; e�)� gT (
e�)i :

The 3S-GMM has the advantage to give closed-form solutions for implied probabilities due

to the use of a Chi-Square metric . At the same time, one potential problem associated with the

21See Back and Brown (1993), Bonnal and Renault (2003) for the de�nition of implied probabilities for the
CUE.
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implied probabilities is that they might be not positive in �nite samples. Bonnal and Renault

(2003) show that these probabilities are asymptotically positive and that signed measures can

be used in order to guarentee the best �tting of the estimated distribution to the theoretical

moments. Speci�cally, they proposed to estimate the implied probabilities as an optimally

weighted average of the standard two-step GMM implied probabilities (1=T ) and the computed

implied probabilities (�t(�)). This method know as shrinkage allows putting a non-zero weight

on the two-step GMM implied probabilities when some of the implied probabilities (�t(�)) are

zero.22

4. Results for the United States

In this section, we report the results for the pure forward-looking NKPC and the hybrid NKPC

using the original dataset of GG (1999). Speci�cally, we use several instruments sets including

di�erent lags of some variables; in
ation, commodity prices, wage in
ation, long-short interest

rate spread and the output gaps. Di�erent tests of robustness are performed by considering

sub-samples estimation, di�erent normalisations and di�erent measures of in
ation, marginal

cost.

4.1 Baseline Model Estimates

We �rst present estimates for the reduced form of the New Keynesian Phillips curve (1) given

by:

�t = ��mct + �Et�t+1;

where � = 1=(1� ��). If one follows Yun (1996) and Goodfriend and King (1997) then � = 1,

whereas following Sbordone (2001), � = ��
(1��)�.

This reduced form speci�cation is �rst estimated over the sample period 1960:Q1-1997:Q4.

In
ation is based on the GDP de
ator and mct is the real marginal cost in log-deviation from

its mean calculated as the labor share of nonfarm business. Several sets of instruments are used

to investigate the robustness of the estimation results.23 These are: [1] four lags of in
ation

and two lags of real marginal cost, wage in
ation and commodity price in
ation , [2] four lags

of in
ation and two lags of real marginal cost, wage in
ation and output gap, [3] four lags of

in
ation and two lags of real marginal cost, wage in
ation, [4] four lags of in
ation, real marginal

cost, wage in
ation and commodity price in
ation , [5] four lags of in
ation, real marginal cost,

wage in
ation, commodity price in
ation and output gap [6] four lags of in
ation, real marginal

cost, wage in
ation, commodity price in
ation, output gap and the long-short interest rate

spread. Instruments dated t � 1 and earlier are used to mitigate possible correlation with the

measurement error of real marginal cost.

22Bonnal and Renault (2003) show that the shrinkage procedure may improve the �nite sample properties.
23We discuss the choice of the instruments in section 5.
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One econometric issue in small samples with nonlinear estimation using GMM or the 3S-

GMM estimator is that these estimators are sensitive to the way the orthogonality conditions

are normalised. In this respect, two di�erent alternatives speci�cations of the orthogonality

conditions are estimated. The �rst speci�cation takes the following form:

Et [(��t � (1� �)(1� ��)�mct � ���t+1)Zt] = 0

while the second is given by

Et
�
(�t � ��1 (1� �)(1� ��)�mct � ��t+1)Zt

�
= 0

For robustness, we consider a di�erent sample period 1970Q1-1997Q4, use the non-farm

de
ator as opposed to the overall de
ator, and consider di�erent lag selection for the variance-

covariance matrix. Finally, both forms are estimated with � = 0:13 and � = 1. These values

are standard in the literature.24 Finally, two important issues need to be considered. First, we

check for potential weakness of instruments by performing an F-test applied to the �rst-stage

regression. In e�ect, Staiger and Stock (1997) pointed out that this statistic is of concern, as con-

ventional asymptotic results may break down under weak correlation between the instruments

and endogenous regressor. In our estimated equations, there is no evidence of weak correlation

between the instruments and the endogenous regressor. Second, Nason and Smith (2003) dis-

cussed two fundamental sources of non-identi�cation in the NKPC: weak, higher-order dynamics

and superior information. They suggested a pre-test in each case: a test of the lag length for the

forcing variable (the real marginal cost) and a test of Granger non causality. Applying these

tests, we �nd evidence that the real marginal cost Granger causes in
ation but that in
ation

does not Granger cause the real marginal cost. It con�rms earlier evidence of Nason and Smith

(2003). Moreover, using standard information criteria, we �nd that a lag lenght of order up to

one for the real marginal cost. Overall, these suggest that a backward-looking component of the

Phillips curve may be necessary.

Tables (2a) and (2b) report the results for each speci�cation when a 12-lag Newey-West esti-

mate of the covariance matrix is used. The �rst two columns give the discount factor estimate,

�; and the reduced form slope coeÆcient on real marginal cost �.25 The �nal column displays

Hansen's J statistic of the overidentifying restrictions, together with the associated p-values.

First, the GMM estimate of the slope coeÆcient on marginal cost depends on the normalisa-

tion.26 The coeÆcient is statistically signi�cant whatever the set of instruments when the �rst

speci�cation is estimated. This evidence is also supported in the case of the 3S-GMM estima-

tor. However, there is no evidence for the CUE which is robust to normalisation. Second, in

contrast to GG and GGLS, the estimate of � is close to one whatever the set of instruments and

the estimator. Therefore, it implies a vertical "long-run" in
ation -real marginal cost trade-o�

24Results are robust to alternative values of �. They are not reported here but are available on request.
25It is to be noted that the structural and the reduced form estimates lead to the same conclusions.
26GG (1999) and GGLS(2001) also point out the same result.

16



(and in
ation-output gap trade-o� under some speci�c assumptions). This is the speci�cation

of Roberts (1995). Nevertheless, we do not impose the discount factor to equal one. Over-

all, adding further instruments increases the precision slightly but does not lead to signi�cant

di�erences.

(Insert Tables 2a, 2b around here)

Tables 3 and 4 report the estimates for the �rst speci�cation when the automatic lag selection

procedure of Newey and West is used and the Hall correction is applied, respectively. First,

in both cases, the 3S-GMM and GMM estimate of the real marginal cost are still signi�cant

at standard levels. Second, the overidentifying restrictions are rejected whatever the set of

instruments when the estimator of the variance-covariance matrix uses the sample moments in

mean deviation and the real marginal cost is not signi�cant for the 3S-GMM. At the same time,

using the second speci�cation, the evidence is rather weak for each estimator (Tables 5 and 6).

(Insert Tables 3 and 4 around here)

(Insert Tables 5 and 6 around here)

These results are robust to di�erent sample periods and di�erent values for {. Speci�cally,

the overiden�cation restrictions are still rejected for each speci�cation when � = 1 and the real

marginal cost is signi�cant at standard level for the two-step GMM and the 3S-GMM estimator

for the �rst speci�cation. However, it is to be noted that the robustness analysis shows that

there is some empirical evidence of the real marginal cost for some values of � in the case of

the CUE. Our results are also robust over the period 1970Q1-1997Q4. Finally, we �nd that

the real marginal cost is almost always not signi�cant when the non-farm business de
ator is

considered instead of the implicit GDP de
ator in both speci�cations for the CUE and the

3S-GMM estimator.27

Our results clearly show that one important concern is the choice of the normalisation.28

Asymptotically, it should not matter which normalisation is used but in small samples it can.

As we discussed in section 3.3, the �rst speci�cation has the advantage that the Wald test can be

interpreted without involving LAU parameters such that use of Wald-type con�dence intervals

is invalid. In this respect, the �rst speci�cation is our benchmark. However, results using the

second speci�cation will be reported in order to be consistent with other empirical studies.

Overall, these results suggest that the empirical evidence of the pure forward-looking NKPC

is mixed. In fact, using the mean deviation correction of Hall (2000) leads to conclude that the

model is misspeci�ed and that richer dynamics would seem necessary to capture the persistance

of US in
ation.

27Results are not reported here but are available on request.
28Gali and Gertler (1999, p.207) note that "[the �rst speci�cation] appears to minimize the non-linearities,

while the second normalizes the in
ation coeÆcient to unity".
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4.2 Hybrid Model Estimates

In this section, we present estimates of the reduced form parameters and the structural param-

eters. The instrument sets are the same as we used in the previous section. To address the

small sample normalisation problem with GMM and 3S-GMM that we discussed earlier, we also

consider two di�erent speci�cations. The �rst speci�cation takes the form:

Et [(��t � (1� !) (1� �)(1� ��)�mct � ���t+1)Zt] = 0

while the second is given by

Et
�
(�t � ��1(1� !)

�
1� �)(1� ��)�mct � ���1��t+1

�
Zt
�
= 0

As in the previous section, we consider three cases: (i) a 12-lag Newey-West estimate of the

covariance matrix, (ii) an automatic lag selection procedure and (iii) the Hall's correction.

Tables 7 and 8 report estimates setting � = :13 for each speci�cation. The �rst three columns

give the estimated structural parameters. The next three give the implied values of the reduced

form coeÆcients. Also reported are the average price duration D (in quarters) corresponding to

the estimate of � and the Hansen's J-test for overidentifying restrictions.

(Insert Tables 7a,b,c and 8a,b,c around here)

Using the �rst speci�cation, we �nd evidence of a statistically sign�cant real marginal cost

when a 12-lag Newey-West estimate of the variance-covariancematrix is used for the conventional

2-step GMM estimator and the 3-step GMM estimator. These two estimators lead to estimates

of the same order for the reduced-form coeÆcients and the structural coeÆcients. At the same

time, the real marginal cost is no longer signi�cant in the case of CUE. Replacing the �xed

bandwith with the automatic lag selection procedure of Newey and West (1994) does not alter

the previous conclusions: the overidentifying restrictions are not rejected and the real marginal

cost is statistically signi�cant for the two-step GMM and the 3S-GMM estimators. However,

when we use the demeaning procedure of Hall (2000), the validity of instruments is rejected

more often, i.e. the overdidentifying restrictions are rejected when the fourth, �fth and sixth

instruments sets are considered (Table 7c). Interestingly, the unconditional moments conditions

are not rejected when the number of instruments is not too large ([1], [2] and [3]). Thus these

three speci�cations provide some evidence for the hybrid NKPC. Nevertheless, this results still

depends on the chosen estimator. Finally, as shown in the previous section, it is to be noted

that the empirical evidence is weak when the second speci�cation is used in order to estimate

the structural and reduced-form parameters. This is consistent with the results of GG (1999)

and GGLS (2001).29

29Using Monte-Carlo simulations, Sondergaard (2003) shows that the second normalisation overestimates the
share of backward-looking �rms.
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Three other parameters are of particular interest: the degree of price stickness �, the degree

of "backwardness" in price setting ! and the discount factor �.

Regarding �, we �nd lower estimates than GG (1999) and GGLS (2001). For example,

depending on the estimator, the parameter � is estimated to imply prices that are �xed for

roughly 2 to 4 quarters on average. This result is robust across the di�erent estimators. It

is also consistent with survey evidence which suggests three to four quarters on average (see

Rotemberg and Woodford, 1997). On the other hand, the parameter ! is estimated to be

around 0.3 to 0.6, i.e the fraction of backward looking price setters is higher than the estimates

suggested in GG and GGLS.

While the results suggest some imprecision in the estimate of degree of backwardness, one

conclusion does not change across methods: in accounting for in
ation dynamics, the forward

looking behavior is larger than the backward looking component. In e�ect, the reduced-form

coeÆcients 
f and 
b are signi�cantly di�erent from zero whatever the estimation method and

the set of instruments. Therefore, the pure forward looking model is rejected by the data.

At the same time, in contrast to GG and GGLS, the quantitative importance of the backward

looking component for in
ation dynamics is not negligible even if the forward-looking component

remains dominant in the dynamics of in
ation.

Finally, we �nd higher values of the discount factor than GG and GGLS. Speci�cally, the

estimate of � is reasonnably similar across the two methods and the di�erent estimators. In

addition, restricting � equal to unity does not alter the results.

Overall, using the same data set of GG (1999), our results show that (i) the discount factor

is close to one, (ii) the forward-looking behaviour is dominant, (iii) the duration is of the same

order for the di�erent estimators and prices are �xed for approximatively 2 to 4 quarters, (iv)

the empirical evidence for the real marginal cost is mixed, i.e. it depends on the normalisation

(for the 2-step GMM and the 3S-GMM), the estimator and the set of instruments and (v) tests

do not always reject the hybrid speci�cation of the NKPC when the mean deviation correction

is applied. Results (ii), (iii) and (v) are roughly consistent with the results of GG (1999) and

GGLS (2001). In this respect, the next step is whether these results are robust and to what

extent we can explain the mixed evidence regarding the real marginal cost.

5. Discussion

The estimation strategy advocated in this paper allows us to obtain estimates of New Phillips

curves which do not depend on either the normalization of the moment conditions or the initial

conditions. When applied to US data, the CUE and 3S-GMM estimator result in more impor-

tance being given to the backward-looking vice forward-looking component in the hybrid version

New Phillips curve compared to the GMM estimates obtained by GG (1999) and GGLS (2001).

In this respect, the degree of price stickness and the degree of backwardness are higher than

the results in the literature. This leads to a much higher signi�cant part of backward-looking

in
ation in the NKPC.
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In contrast to other empirical studies,30 the speci�cation test based on overidentifying restric-

tions rejects the New Phillips curve and its hybrid version for the two di�erent normalisations

considered in this paper (for some sets of instruments). The estimation of the weighting matrix

is crucial for the small sample properties of Hansen's speci�cation test, especially when the num-

ber of moment conditions is important relative to the number of observations.31 These studies

�xed at arbitrary values the number of lags used in kernel estimation of the weighting matrix.

In this paper, we adopt a data-dependent automatic lag selection procedure and, the estimation

of the weighting matrix is based on sample moments in deviation. This approach improves the

power of the overidentifying restrictions test in small samples.

Finally, the empirical evidence for the real marginal cost is weak and seems to depend

critically on the number of instruments and the estimator.

In order to further assess the reliability of our results and more generally the robustness of the

results in the literature, we consider di�erent issues in the estimation and inference of the NKPC:

the choice of the instruments, the measurement of the real marginal cost, the misspeci�cation

of the dynamics of in
ation, the in
ation forecasting measures and the sample period. All these

issues have been already discussed in the literature and may explain the weak evidence on the

real marginal cost in the pure forward or hybrid NKPC for the United States.

- The choice of instruments

As we discussed in this paper, one important issue is the number of instruments in order to

estimate the NKPC. Moreover, the choice of the instruments is of particular concern. Therefore,

Hall and Peixe (2003) argue that it is desirable for the chosen instrument set to satisfy some

properties, which they refer as being orthogonality, identi�cation, eÆciency and non-redundancy.

For instance, their Monte-Carlo simulations report that the inclusion of redundant instruments

leads to deterioration in the �nite sample performances of the GMM estimator. In addition, it

is important that the statistical properties of the instruments do not contaminate the limiting

distribution of the parameter estimator. In this respect, we depart from earlier studies by

excluding output gap measures from the instrument sets. Two measures of output gap are

usually retained as instruments. One is based on quadratically detrended output. With standard

unit root tests (such as the Augmented Dickey-Fuller), the presence of a unit root in US output

cannot be rejected. Under the maintained hypothesis of a unit root, quadratically detrended

output is then also characterized by a unit root. Unfortunately, the asymptotic properties of

instrumental variables estimators in the presence of nonstationary instruments are not known.

As a result, usual inference procedures are likely to be invalid. The other measure of output

gap usually used is based on the Hodrick-Prescott �lter. Output gap is then a combination of

lags, leads, and contemporaneous values of output. Such measures of the output gap violate the

basic GMM orthogonality conditions and is likely to be correlated with the measurement error

of real marginal cost.32

30Balakrishnan and Lopez-Salido (2002), Gali and Gertler (1999), Gali, Gertler and Lopez-Salido (2001), Gali,
Gertler and Lopez-Salido (2001) and Gali and Lopez-Salido (2000)
31For some of these studies, the ratio of the number of moment conditions to the number of observations equals

1/3.
32It is also to be noted that there is a priori no obvious reason to use a detrended output gap measure of one
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In this respect, we reconduct estimations with the following sets of instruments: [1] four lags

of in
ation and two lags of real marginal cost and wage in
ation, [2] six lags of in
ation and two

lags of real marginal cost and wage in
ation, [3] four lags of in
ation, real marginal cost and

wage in
ation, [4] six lags of in
ation, real marginal costs and wage in
ation and [5] six lags of

in
ation and four lags of real marginal cost and wage in
ation. Instruments dated t � 1 and

earlier are also used to mitigate possible correlation with the measurement error of real marginal

cost.

Tables 9 and 10 report the results for both normalisations in the case of the hybrid NKPC.

We adopt the data-dependent automatic selecltion procedure of Newey and West (1994) and

the J-stat is based on the Hall's correction.

(Insert Tables 9 and 10 around here)

We �nd empirical evidence for the real marginal cost in the �rst speci�cation for the two-

step GMM and the 3S-GMM estimators using these di�erent sets of instruments. However,

there is still no evidence in the case of the CUE and the evidence is rather weak for the second

speci�cation. At the same time, the validity of instruments is no longer rejected when the

measures of output gap are ruled out. Therefore, if we compare these results with those of the

previous section, the results appear to be sensitive to the inclusion of the output gap measure

in the information set.

Finally, an important issue, which is also related to the number of instruments, is that agents

that reoptimize their price do so on the basis of their time t information set. This means that

when they make new price plans, these goes into e�ect immediately. Eichenbaum and Fisher

(2003) test this assumption and assume that when �rms reoptimise their price plans, it may

not have a direct e�ect and the new plan may only go into e�ect at a latter date t + � (delay

e�ect).33 Hence, by varying � , the information set changes and it is possible to test whether any

variable dated between t � � and t has explantory power for the time t in
ation. In that case,

the model implies that in
ation is a predetermined variable, depending upon past disturbances.

Eichenbaum and Fisher (2003) �nd strong evidence against the standard Calvo model when

� = 0 and that the model is no longer rejected once they allow for at least a lag. In this

respect, we conduct a similar exercice with our �ve sets of instruments. Overall, we are not

able to identify a signi�cant e�ect of the starting date of the information set (or the degree of

predetermination of in
ation) and our previous results are not modi�ed.

- The de�nition of real marginal cost

type or another. Speci�cally, in order to be consistent with the underlying theoretical de�nition of the natural
rate output, the output gap should respond to real disturbances of several types. However, a smoothed measure
of the output may not respond to these shocks.
33An alternative is to assume that a randomly chosen fraction of all prices are set optimally whereas the

remaining fraction is adjusted according to an indexation rule (see Smets and Wouters, 2002, Christiano,
Eichembaum and Evans, 1997) at a latter date for period t. In contract to Gali and Gertler (1999), inertia in
the in
ation dynamics is no longer explained by a backward-looking rule of thumb. Nevertheless, in the limiting
case in which the discount factor equals one, the two models have the identical implications.
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Since the real marginal cost is a latent variable, two dimensions can be considered. On the

one hand, the results may depend on the calculation of the real marginal cost. For instance,

Rotemberg and Woodford (1999), GGLS (2001), Gagnon and Kahn (2003), Sbordone (2001)

have suggested to consider a Cobb-Douglas technology with overhead labor cost. In this case,

the measure of marginal cost is augmented by a term that depends on hours worked. In addition,

adjustment cost of labor, CES production function and complementaries may be taken into

consideration in order to derive the measure of marginal cost.34 On the other hand, the real

marginal cost may be revised over time due to measurement errors etc. These two dimensions

have been extensively discussed in the literature about the reliability of the output gap measures.

Intuitively, both dimensions may be important in order to explain the lack of robustness of the

marginal cost in the NKPC.

In order to illustrate the �rst point, Table 11 reports the results for a Cobb-Douglas produc-

tion function with overhead labor. In this case, the real marginal cost is given by:

mct = st + bht

where b = H=H

1�H=H
.35 The series for hours worked is constructed as the number of employees

multiplied by the average hours works per quarter. The resulting serie is stationary around a

stable mean. Finally, we include lags of hours worked in the sets of instruments.

(Insert Table 11 around here)

Using the same sets of instruments (see section 4.1), the empirical evidence of the real

marginal cost is still mixed. Once again, the speci�cation is rejected in almost all cases when

the mean deviation correction of Hall (2000) is taken into consideration. In contrast, the results

are much more sensitive to the value of {. Speci�cally, as { goes close to one, the statistical

signi�cance of the real marginal cost decreases.

Secondly, Figure 2 reports the real marginal cost in log-deviation from its mean calculated

as the labor share of nonfarm business from the original database of GG and the revised real

marginal cost (labelled mc1), which takes into account some revisions. We also report two other

measures of the real marginal costs. The second measure "mc2" is based on the same de
ator

(Non-Farm Business, NFB) but used a di�erent benchmark year (1996 instead of 1992). The

third measure "mc3" is based on the GDP de
ator instead of the NFB de
ator. In e�ect, the

end-of-sample properties of the original serie and "mc1"are di�erent. At the same time, the

change of the benchmark year (mc1) has minor e�ects in comparison with the change of the

price de
ator (mc3). In this respect, we conduct estimations on revised data. Our results are

reported in Table 12.

(Insert Figure 2)

(Insert Table 12a around here)

34For a complete discussion, see Gagnon and Kahn (2003).
35The value of b is calibrated as in other studies of the NKPC.
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According to both normalisations, the real marginal cost is mostly not signi�cant except for

the standard GMM estimator in the �rst speci�cation. In fact, the real marginal cost is only

signi�cant for the 3S-GMM when the number of instruments is relatively large and thus the

small-sample bias can not be ruled out. Results also show that almost one-third of the �rms

prices in a rule-of-thumb manner. It di�ers from our results in section 4 in the sense that the

portion of backward-looking agents is less important. Therefore, it turns out that the hybrid

NKPC displays less inertia than previously stated. It is to be noted that this result is robust

over di�erent sample period (see further) and di�erent values of {. Hence, the revisions of the

real marginal cost cast some doubts on the robustness of the NKPC.

- The misspeci�cation of the dynamics of in
ation

Two types of mis-speci�cation have been mainly studied in the literature: measurement error

and omitted dynamics. Omitted dynamics is also a plausible explanation of the non-signi�cance

of the real marginal cost and/ or the forward-looking nature of the dynamics of in
ation. Hybrid

NKPC in which additional lags of in
ation have been introduced by some speci�c rule-of-thumbs

or by other sources of lag dynamics in in
ation (Kozicki and Tinsley, 2002). In this respect,

we add extra lags of in
ation to enter the right hand side of the dynamics of in
ation. As is

pointed out by GG and GGLS, one motivation is that the estimated importance of the forward

looking behaviour of in
ation may re
ect the insuÆcient lagged dependence. Table 13 reports

the results when three additional lags of in
ation are added to the right hand side.

(Insert Table 13 around here)

Parameter ' denotes the sum of the coeÆcients on the additional lags. This sum is small and

not statistically not signi�cant. This result holds across all speci�cations. Thus it may appear

that the hybrid NKPC can account for the in
ation dynamics with relatively little reliance on

arbitrary lags of in
ation. At the same time, some lagged in
ation coeÆcients are statistically

signi�cant despite the fact that the sum is not, i.e. a richer in
ation dynamics may be necessary.

Moreover, the test of overidenti�cation moments is not rejected in several cases reinforcing the

previous statement. Apart these coeÆcients, the broad picture is changed in the sense that the

marginal cost does not have a signi�cant impact on short run in
ation dynamics in most cases.

These results are robust for the non-farm business de
ator and for di�erent values of {.

- In
ation forecasting measures

One important issue may also be the measurement of in
ation forecasts. Recent papers have

estimated the NKPC for the US using data from the survey of professional forecasters as proxy

for expected in
ation. For instance Adam and Padula (2003) obtain signi�cant and plausible

estimates for the structural parameters independently of whether they use the output gap or

unit labour costs as measure of marginal costs. An important concern is whether or not survey

expectations are ineÆcient and thus biased. In e�ect, if these survey expectations are ineÆcient,

the forecast errors will generally not be orthogonal to information available to agents at the time

of forecast. Therefore, instrumental variable techniques are no longer necessary since we do not

need to assume orthogonality of forecasts errors with respect to lagged information. At the
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same time, measurement error in real marginal cost is still present and instrumental variables

techniques can be applied.

Figure 3 plots actual and expected in
ation. In
ation expectations are approximated with

data from the Survey of Professional Forecasters. We use the mean of the one-quarter ahead

in
ation forecast for the implicit GDP de
ator as the measure for expected in
ation.

(Insert Figure 3 around here)

Overall, the actual and expected in
ation rates move closely together over the sample period.

To assess whether in
ation forecasts are biased or ineÆcient, we regress actual in
ation rates

on a constant and on expected in
ation and check whether the constant is equal to zero and

the slope coeÆcient equal to one. Surprisingly, we reject the rationality of survey expectations

using a Wald test.

Then we use our estimators. Table 14 reports the results.

(Insert Table 14 around here)

Overall, the use of in
ation forecasts does not lead to improve the statistical signi�cance of

the real marginal cost and conduct to imprecise estimates.

- Sample periods

Finally, our results may be explained by sub-sample instability. We do not conduct here

structural stability tests. However, we conduct estimations over di�erent periods. For instance,

Table 15 reports the structural and reduced-form estimates over the period 1960Q1-2001Q4. In

e�ect, since the results may be sensitive to data revisions, we do not take into account the most

recent data.

(Insert Table 15 around here)

Overall, the empirical evidence of the real marginal cost is rather mixed.

Moreover, following GG, we consider di�erent intervals. Overall, the broad picture remains

unchanged: there is no strong evidence for the real marginal cost.

6. Conclusion

The recent works of Gali and Gertler (1999) and Gali, Gertler amd Lopez-Salido (2001) provide

evidence that the in
ation dynamics in the United States and the Euro zone can be well-described

by the hybrid New Keynesian Phillips Curve. Our approach has addressed several important

econometrics issues with their results. Speci�cally, we discuss the �nite sample performances

of the two-step GMM estimators with other estimators recently proposed in the literature. In

addition, we stress the importance to use the mean deviation correction of Hall (2000) and to

avoid a �xed aribitrary bandwith. Using the Continuously-updating GMM estimator (Hansen,

Heaton and Yaron, 1996) and the 3-step GMM estimator (2003), our results show that the

empirical evidence of the New Keynesion Phillips curve is rather mixed.
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In this respect, the rejection of alternative speci�cations of the New Phillips curve suggests

that a richer dynamic structure in the explanatory variables will be needed to capture the

dynamics of US in
ation. In the case of the United States, other studies (as for instance

Kurmann, 2002) also �nd considerable uncertainty between the observed persistent movements

in in
ation and what is predicted by a New Phillips curve model. Overall, these results and

those of this paper represent an important step back from the conclusions of previous authors

who argue that New Phillips curve models are a good representations of in
ation dynamics.

These new results suggest that, at the theoretical level, richer versions of the structural model

from which the New Phillips curve is derived would need to be developed.

In addition, we show that the results are particularly sensitive to the well-know problem of

the number of instruments, the choice of the instruments, data revisions and measurement of

the real marginal cost and the sample periods.
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