View metadata, citation and similar papers at core.ac.uk brought to you byﬁ CORE

provided by Research Papers in Economics

MPRA

Munich Personal RePEc Archive

Stress Testing Linkages between Banks in
the Netherlands

van Lelyveld, Iman; Liedorp, Franka and Prépper, Marc
De Nederlandsche Bank

04. August 2008

Online at http://mpra.ub.uni-muenchen.de/10092/
MPRA Paper No. 10092, posted 18. August 2008 / 14:12


https://core.ac.uk/display/7302958?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://mpra.ub.uni-muenchen.de/
http://mpra.ub.uni-muenchen.de/10092/

STRESSTESTING LINKAGESBETWEEN BANKSIN THE NETHERLANDS

Iman van Lelyvel§*, Franka Liedorp, Marc Proppet

FORTHCOMING IN:

STRESS TESTING THE BANKING SYSTEM: methodologies amgblications,
Quagliariello, M. (editor),
Cambridge University Press 2008

Abstract

Assessing the stability of the financial sector is bangnmore common in many countries.
This paper presents two useful approaches, applied to therleids. First we discuss the
results of a contagion analysis of the Dutch intekbanarket. We use various ways to
measure linkages between banks and find that the interbarketms fairly robust. We then

turn to a network analysis of payment flows between Dugstk® This analysis provides us
with a better understanding of the network structure m type of market. We specifically

look at the effect of the recent turmoil on the paymeetwork and find no significant

changes.
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1. Introduction

Assessing the stability of the financial sector is wslablished in the
Netherlands. Spurred by the IMF's Financial Sector Ass&ss Program (FSAP) in
2004 and by increased attention for financial stability, asessed by the creation of a
separate financial stability division at the centrahkb#De Nederlandsche Bank), a
number of analyses have been conducted. An example mathal analysis conducted
and reported in the bi-annual Overview of Financial Stgbiln the Netherlands,
highlighting inter alia operational problems in payment systems or the effecteaft
risk transfer on the soundness of financial firms. Sones such analyses come eerily
close to reality as is the case with the securitimacenario computed in mid 200Tn
this scenario banks were asked to compute the cost ofgtdk&ir most recent
securitization back on the book. Liquidity effects foundhis scenario were limited
because of the short time horizon considered. Intyeali the late summer of 2007, the
vulnerability of banks for the so-called originate-toudmite model, in which banks
securitize issued loans and sell them to interestedstionge via special legal entities,
emerged. Rising subprime mortgage default rates led to wekasmiowngrading of
structured credit products containing such loans, inducing growingtsl@about the
nature and value of the assets of special legal entflds again caused the market-
financing of these entities to evaporate, generating wiobes about possible draw-
downs of credit lines at sponsor banks. Indeed, some Iaokso take the securitized
loans back on their balance sheets. Also markets far atinuctured credit products
dried up, contributing to the uncertainty about lossesrmationally, many banks were
confronted with these effects, putting their liquiditpdasolvency positions under
pressure.

Another example is the ongoing analysis of Dutch baadksoperating in a
network; this will be the focus of the current chapterthis type of analysis we study
interrelationships between participating banks. Naturallyderstanding the risks in
individual institutions is important as well, but this ig tiee focal point here. We will
discuss two related examples of such analyses: thebamie loan market and the
interbank large value payments system.

The first analysis considers the contagion effedtsbank defaults in the
interbank market. In this market banks buy and sell dig@unds which are largely
unsecured and of short term nature. Given the large nabtieolumes even small
probabilities of default would introduce considerable (¢jedik into the system. Using
various methods the linkages between banks are estimaitegh & matrix of the
linkages, each of the banks is toppled in turn. Given tiiarg, the impact on other



banks and the banking system as a whole is analyzethdtance, the number and type
of banks that fail following the first bankruptcy is mesesi, as well as the losses in
terms of total assets.

In the second type of analysis the network topology afelavalue payments
between Dutch banks in the TARGET system is consid&vedwill briefly discuss the
various network measures available and then turn to ais#npsnalysis. We will for
example remove some of the banks (nodes) from theonletand see how this affects
the structure of the remaining network.

The set up of this chapter is straightforward. We prstvide a brief overview of
the Dutch banking sector as a background to the next wtios&e These sections will,
in turn, discuss the interbank loan market and the im&rpayments network. Finally,
we conclude and discuss the results of these two ilaErtdeanalyses.

2. The Dutch financial landscape

The final decades of the twentieth century saw angistthange in the Dutch
financial landscape. Globalisation, conglomeratios, liturring of distinctions between
banking, insurance and securities activities, the singlkah for financial services in
the European Union, and the birth of the euro are chaniggngrena. The liberalisation
of capital markets in the Netherlands in the 1980s hairedied restrictions on the
cross-border activities of financial institutions. Subsetderelopments in information
and communication technology made these activities ecimatly profitable. However,
in order to be successful players in a global financiarket, the banks in the
Netherlands had to realise economies of scope and, soat nationally and then
internationally. Growth was stimulated by the abolishinin 1990 of the ban on
banking-insurance mergers, paving the way for the creatiorlarge financial
conglomerates. Immediately after the prohibition wted, a process of mergers and
acquisitions ensued (van der Zwet (2003)). In fact, the Watids was one of the

2 See DNB (2008).



pioneers in the area of ‘Bancassurarictowth was not only realised cross-sector but
also cross-border by expanding international activities.

The banking sector is important for the Netherlands. Ta#aking sector assets
are almost six times GDP, and this ratio is among thkest in Europe. In terms of
Tier 1 equity, the largest Dutch banks also featurehen tbp 25 of the world. In
addition, the banking sector in the Netherlands is eencentrated. The largest three
banks hold three quarters of total savings and deposhier @easures of bank activity,
like total assets or income show similar results. évgneless competition in especially
the residential mortgage market is intense.

Dutch banks are relatively internationally oriented.oéb two-fifth of total
assets are held in foreign countries, while alreadyenoan 50% of the consolidated
income is earned outside the Netherlands.

The fact that the market is concentrated and firmdaage, implies first of all
that prudential concerns very quickly turn into finahsability concerns. This has a
number of consequences. First of all, given the blurring isfindtions between
financial sectors and products in the Netherlands since 198@s obvious that more
co-operation was needed between the supervisors in therl@ds, both in the area of
prudential supervision and in that of conduct-of-business suparvidn important
reason for co-operation in the area of prudential supervisi that sectoral regulation
might fail to capture the risk characteristics ofimamcial conglomerate as a whole.
Financial conglomerates also call for a consolidat@hn prudential supervision.
Moreover, the increase in the number of financial tmngrates has been accompanied
by a blurring of the boundaries between traditionallyimitst products. A common
example in the Netherlands is a mortgage combined withitainked life insurance
policy; this hybrid financial product embodies banking, selesritand insurance
components. Since different types of financial insttngi can offer these complex
financial products, they call for a harmonisation of gmadential treatment. Such a
harmonised approach safeguards the level playing field. $Siyngalequate conduct-of-
business supervision requires that for similar products amkietsaa similar regime is
applicable, regardless of the sector of the supplier.

Secondly, especially in a highly concentrated bankingesysas that in the
Netherlands, it is difficult to draw a line, in praeticbetween the responsibility for
systemic stability, including the function of lender ddtlaesort, and that for prudential
supervision. Recent experiences have shown that this issue in other countries as
well. Moreover, it is no coincidence that with thevelepment of new, complicated

% The bankassurance model has received mixed supportligr gears firms like Citigroup expanded
across sectors while recently there seems to tand to roll back such diversifying acquisitions. Sea Va
Lelyveld and Knot (2008) for an analysis of the value effécross-sectoral conglomeralistation.



products and the intensification of cross-sector and -droster linkages, the attention
for financial stability issues and the interplay betweeacro- and micro-prudential
risks has increased. The choice in the Netherlands tatamaia structure in which the
central bank is also responsible for the prudential sigien of banks, has to do with
financial stability considerations. In view of the highgoee of concentration of the
banking sector, systemic and prudential supervision are amisdpiplaced within the
central bank.

3. Interbank loan market

3.1 Review of the literature

There is a small but growing body of literature modellihg interbank loan
market using similar approaches. Basically the approankists of taking the matrix of
all bilateral exposures between banks and then letting(@nenore) banks default,
either randomly or dependent on a model which assess&s’ bsansitivity to some
(market) risk. Authors have, mainly driven by data avditghitaken various
approaches to determining the matrix. A good review is &iance provided by Upper,
Christian (2007); this section will therefore only provideoacise summary.5

The analysis of the structure of the interbank loarketaas a source of financial
sector contagion is of a relatively recent date. Theliscerns both direct and indirect
contagion (De Bandt and Hartmann (2001)), based on the fypekages between
institutions. Direct contagion results from directinéincial) linkages between banks,
such as credit exposures. Indirect contagion is thdt refsexpectations about a bank’s
health and about the resilience of the sector, giverldements at another bank. The
exposure of banks to similar events, such as asset firctuations, does not create a
direct link between banks and hence cannot resultrectdcontagionAlthough these
two contagion channels can work separately, direct camtagid indirect contagion are
obviously not mutually exclusive and may even reinforcgheather. For instance, a
bank failure may lead to further bank failures througkeditinkages and may induce
further bankruptcies if depositossumethe existence of linkages between banks
(regardless whether these assumptions are true or nothisl section, we focus on
direct linkages —or direct contagion— between banks.

In the literature it has become clear that the stractf the interbank loan
market is of crucial importance for contagion. It detass the impact of a shock to an
individual bank on the entire system of banks. Allen @ade (2000) distinguish three

* DNB is also responsible for the prudential supervisibimsurance companies and pension funds.
The Authority Financial Markets (AFM) is responsibbe €onduct-of-business supervision.

® This section builds on van Lelyveld and Liedorp (2006).



types of interbank market structures. First, they defirmplete structure as one
where banks are symmetrically linked to all other bankthe system. Secondly, an
incomplete market structure exists when banks are adgdi to neighbouring banks. A
special case of this structure is introduced by Freixaal. é2000): the money centre
structure. In this structure, the money centre bankked symmetrically to the other
banks, while the latter have no links among themselMeisdly, an incomplete market
structure is defined as one where two or more separateirtaubally connected)
markets exist simultaneously. Because of diversificagdfects a complete market
structure may give the highest level of insurance agamsheaxpected liquidity shock
hitting an individual bank. However, such a structure midgu propagate shocks more
easily through the system of banks, as shocks willem&in isolated at one bank or at
a cluster of banks.

Empirical studies that try to model the structure efititerbank market and (the
impact of) contagion risks have been carried out foersg\wcountries. These studies
include Elsinger, et al. (2006), Degryse and Nguyen (2007), UppéVanais (2004),
Van Lelyveld and Liedorp (2006), Mistrulli (2007), Blavarg andnisinder (2002), and
Wells (2002) to mention just a few. Most of these studgesbalance sheet data or large
exposures data as proxies to determine the interbank marketuse. Blavarg and
Nimander (2002) and Mistrulli (2007) use reported bilateral dataddel contagion
risk. Mistrulli (2007) concludes for the Italian case thatimates based on aggregate
data may underestimate contagion fisdlueller (2006) explores the Swiss interbank
market using data from the Swiss national bank. Applying netwostysis, she
discerns systemically important banks and possible comggaths. Furfine (1999)
estimates contagion risk in the US interbank market,uses bilateral data from the
payments system Fedwire to build the interbank matkettsire. The majority of these
studies finds that contagion effects are small, espgamite high loss rates are rare.

The study described below relates to these studies/@anadewvays. For one, we
based our analysis on balance sheet data and large eegpdata as well. Furthermore,
we used different loss rates to test the strengtthefsystem under different shocks.
However, we add a second model variant in which we imeatpd the input of banks
themselves with respect to their bilateral exposures ptovides the opportunity to

® However, this conclusion is based on a comparison afethidts using on the one hand maximum
entropy (banks” exposures are evenly spread over alllmh&s in the system) and on the other hand the
reported bilateral exposure data. Given the presencenobreey centre bank structure in the ltalian
interbank market, it is clear that the assumption ofimam entropy, or maximum spread, becomes less
appropriate.

" Measuring for example the number and size of interbakéges, the distance from other banks, the
importance of counterparts and the position in the métv@&ee also the second part of this chapter which
discusses a similar approach applied to the Netherlands.



test the usefulness of the large exposures data foratstgmthe interbank market
structure.

3.2 Data description

As is common in this type of approach (Upper and Chrig@®97)), we first
constructed a matrix of interbank exposures. The struabfirenterbank linkages
between N banks would then be fully represented by tki$ Matrix of exposures (see
X in Figure 1). The columns represent banks” lending whilediws represent banks”
borrowing. Hence, the matrix elemenisix Figure 1 represent the liabilities of bank i
towards bank j. The row and column totals (i.e. eaclk’bdatal interbank lending and
borrowing, aand |) are known. Clearly, a bank does not lend to it$b#:cells on the
main diagonal from upper left to bottom right are aibs&

Figure 1: The interbank lending matrix

zi Qe q ............... a

Source: Upper and Worms (2002)

In the Netherlands it is difficult to estimate ttedls of the matrix, as there is no
credit register providing bilateral exposures. An often ua#drnative source of
information is the large exposures reporting. Based oh seports and using the
assumption that the distribution of large exposures mwerbank counterparties is the
same as in the interbank market itself, we can estima¢nding matrix using the RAS
algorithm? A specific contribution of our study was to comparedh&comes based on
the large exposure data to the outcomes based on datateegsscifically from the
ten largest institutions. The concentrated nature of Rkch banking sector, as

8 Moreover, not all banks need to be both a lender aratraver at the same time. In fact, a bank
need not be active in the interbank market at all.

° Blien and Graef (1997).



described earlier, assures coverage of over 90% of totasd5&iven these two data
sources, we constructed two matrices and used theseufoscenario analysis as
described in the next section.

3.3 Scenario analysis

Our basic approach is to assume that one of the jpatilcg banks suddenly
defaults and that consequently (part of) the exposurdsismparticular bank become
worthless in the event. If the exposure of another bartkis failed bank is larger than
its tier 1 capital, this second bank defaults as well¢atkthis the first round). Then, if
the combined exposure of another bank to these two, og, fated banks is again
larger than its tier 1 capital, the bank also defai¥es call this the second round). This
process continues till no additional banks default.hia tvay the default at one bank
could lead to a contagious series of defaults at other bAsk$iere are no reliable data
on the loss rate in case of default, we vary oveerse loss rates (25%, 50%, 75% and
100%). For each individual bank there is a scenario in whicuddenly defaults.
Alternatively, there are scenarios in which (geographigeoups of banks initially
default.

Completely idiosyncratic shocks are rare and thus osunggstion of a single
bank failure due to some exogenous shock might be avedlastrong one. It seems
more likely that several banks will be simultaneousfiected in case of a shock.
Moreover, bankruptcy is often preceded by a period of dstaad thus other banks are
able to take measures in time. In contrast, the natbmgperational risk events is
different as exemplified by the Barings case. Thersyiies of a single trader led to
the demise of the entire bank. In this case, the fatiat triggered the failure was
idiosyncratic to Barings bank, and other banks were netcttir influenced by this
shock. Further, such a severe scenario analysis may dfel s determining the
sequence and path of possible contagion. Modelling the ptibpabi default
conditional on the state of the economy and/or £ngould be a possible future
improvement (Elsinger, et al. (2006)).

We will not present the full analysis here but providiagour of the type of
analysis conducted and then turn to the conclusionseiméixt section. As described
earlier, we use the large exposure data and the surveylth@ta@cenario analysis gives
us a distribution of possible outcomes. The left panéligdire 2 shows the mean of the
distribution of the cumulative number of failed banks qm@md and per loss rate (based
on the large exposures data), while the right panel skiosvsnean of the cumulative

% For the banks not included in the sample (i.e. the lemhhnks) we assumed that bilateral
exposures would be distributed according to maximum entropyalgdeestimated a maximum entropy
matrix without any prior information whatsoever (Not g@eted here. See Van Lelyveld and Liedorp
(2006)).



assets of these failed banks per round and per los¥ fdtge that “assets affected” is
defined as the total assets of the failed banks. A bank suigr losses following a
bankruptcy, but these losses are not included in the meafsassets affected if it does
not fail consequently. However, every loss does make réspective bank more
vulnerable to subsequent losses in future rounds. For botk gaeumulative effects
obviously increase when the loss rate is increasedase we use a 75% loss rate
however, the contagion path lasts longer, as therenare rounds compared to the use
of other loss rates. With a higher loss rate (100%),féilure of all banks that can be
affected already have been triggered in an earlier stadiuhne process, such that all
banks that can be affectade already affected in previous rounds. Hence, no banks are
left to be affected in the higher rounds.

Figure 2: Cumulative Effects of Simulated Failures

Survey Data

Number affected Assets affected

20
|

15
|
60
1

10
1
1

number affected
40

assets affected (x EUR Billion)

20
1
N\

3
rounds rounds

Lossrates: .25 —.50—-— .75+ 1 -+ -0

Source: Van Lelyveld and Liedorp (2006).

We then compared the results based on the large exposareittathe results
using the survey data and find that the large exposure piatade a good
approximation to the survey —or real- data. Other meastiiaterest (not shown here)
include the relationship between the size (total assetegdailing bank and the size of
the contagion effects: do bigger banks cause higher di8trésirther, we looked at the
sensitivity of our outcomes to the use of differergsl rates in more detail. Finally, we
analysed which geographical region posed the biggest rigietstability of the Dutch
interbank market. This risk measure turns out to be th& relevant for our analysis, as
exposures on foreign counterparties in certain geograpkigmins (specifically Europe
or the US) have the largest impact on the Dutch bankictgisé hese scenarios trigger

1 The initially defaulting bank is excluded in these meesu
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even the failure of one of the large banks in the systetithe highest number of banks
and the most assets are affected.

3.4 Results

Our analysis showed that the most important riskdienQutch interbank loan
market stem from exposures on foreign counterpartiggriticular European and North
American counterparties. This result holds regardleshefinformation source used.
The national interbank market only seems to carry systesks if a large bank fails,
although even in this extreme and unlikely event not all rdmeaining banks are
affected. In fact, none of the large bank failures tnigbe failure of another large bank.
The Dutch banking system hence cannot be pictured by ogle $ihe of dominos and
the amounts outstanding per counterparty are relatsredl (i.e. losses are limited).

The analysis also showed that the distribution ofekgosures in accordance
with maximum entropy (maximum dispersion) is not appropriat estimating bilateral
exposures in a concentrated market, such as the Dutch mbarkaddition, for an
accurate assessment of the risks in the interbanketahere is not a clear advantage in
using either the large exposures data report or survey Blatia.data sources give an
adequate and similar overview of the systemic risks énitberbank market. At the
individual bank level, however, there are material d#fees. Working from the
premise that the survey data are a more reliable sofiiodormation since they have
been specially requested, this implies that the largesexes data reports are not well
suited for monitoring the individual interbank exposurea pfrticular bank. However,
for estimates of contagion effects at the macrellethe large exposures data form an
appropriate (and easier) data source.

The most important conclusion, based on the reseaedemied, is that in order
to make the analyses more informative, informationuabforeign exposures is
necessary. As the largest contagion effect flows deitidéie domestic market, we do not
how this affects the foreign counterparties and wheiprecal effect this may have
again on Dutch banks. Other studies in this area suffen fitee same issue. In an
increasingly integrated market, like the interbank loamketa it might therefore be
fruitful to merge the various analyses.

On the whole, our simulations suggest that contagiousultiefare unlikely,
although we cannot rule them out completely. An importaveat is that we do not
model behavioural reactions. Especially in a crisis thateveloping over time, it is
important to model the reaction of participating battksnarket events. Similarly, we
did not attach any probabilities to the default of banks.
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4. Payment networks®

A different perspective on the linkage between banks inN&therlands is
provided by analysing the patterns in payment systems. Werépcus on the Dutch
large value payment system which is operated by theatdrank and forms part of the
European system for euro denominated payments. In this p&ynsgatem the
participants, mainly banks, transfer large value fundsach other. These payments
reflect economic transactions by bank clients (e.geraployer who transfers wages to
employees) or for own account of the banks (e.g.rbat& loans). An important
difference with the approach discussed in the previousoseds that the information
provided by the payments stream is much more etheredielmterbank loan market
banks are linked as long as a bank has an exposure theabank. In payment streams
the link between banks ceases to exist as soon gmyneent is settled. Presently this
generally occurs quite rapidly and without recourse.

This section highlights the main aspect of a study it Dutch payment
system. It will first provide a description using convensll measures and then turn to
network analysis measures. We will then show howetmesasures can be used to, for
instance, analyse the failure of important banks oaralyse the 2007 sub-prime
turmoil.

4.1 Traditional descriptions of payment networks

Traditionally, networks have been described in terms oinstance the volume
of transactions, the value transferred or the nundieparticipants and for many
purposes this is adequate enough. In terms of these meétcfutch system is an
active, medium sized network and thus exemplary for mamgller countries. The
numbers in Table 1 show that the European TARGET and Ré@wire systems are
both large payment systems of the same order of magnifideDutch large value
payment system (Top) is clearly smaller, although theraage transaction value is
relatively high.

Table 1: Key daily payment characteristics for Top (NIARGET
(EV), CHAPS (UK) and Fedwire (US).

Top TARGET | CHAPS Fedwire
Participants 155 10,197 NA 6,819
Transactions (x1000) 151 (18.1) 312 116 519
Value (bil €) 151 (173) 1,987 297 1,634

2 This section draws on Prépper, et al. (2008).
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| Trans. value (mil €) | 9.9 (9.5)] 6.4 | 2.6 | 3.1]
Source: Top (DNB), Target (ECB bluebook), CHAPS and Fex\({@S). The
period is 2005 except for TOP where the data are for 6/2005-5/Z6@6TOP
system is with evening settlement in brackets.

4.2 Network measures

Network analysis, which is of a more recent date, idens not so much the
individual banks or nodes, the technical term used fowarét participants, but the
relation between these nodes. In terms of friendsfopsnstance, the focus would not
be so much on the individual but on her relationship witters. How many people
does she now and many people do they know? How oftenstieeimteract with them?
Using what medium? Are friends of her friends, friemgdswell? Measures have been
developed for friendship networks and other types of netwankiswe will discuss a

selected number below (see Box3).

Box 1 Networ k properties

The most basic network properties are the number déstmdes (nandlinks (). The former is often]
referred to as thsize of the system. The relative number of linkso the possible number of link
determines the networtonnectivity (c) Alternatively, it is the probability of two nodehasing a link.
Reciprocity finally, is the fraction of links with a link in thepposite direction. Aathis an alternating
sequence of connected nodes and links that starts and tesnatad node. If all links represent u
length, path length;] between nodeisandj is the length of the shortest path between the nddsisvork
eccentricity (e)s defined as the largest of the observed path lengths.

The number of links between one nadend other nodes determines tiadle degree (k In a directed
network these connections consist of incoming and outdmikg, which respectively determine thre

+K

exactly one unit to both the out-degree of the node atwhariginates and to the in-degree of the n
at which it terminates. Thaverage degree k) of a network is the relative number of all links tb
nodes. Thenaximum in-degreand themaximum out-degregre determined the maximum degree val
and the maximum deviations (to the upside) from the réspeaverage degree values.

degree (k,), theout-degree (), andnode degree (kby k =k Every link contributeg

in,i out,i *

Degree correlationsbetween neighbouring nodes provide additional informationthe network
structure. In an uncorrelated network the degree ofnmuke is independent of its neighbouring nod
being popular does not mean you friends are popular as Degfree correlations therefore provi
information on whether nodes are generally conneadedotles with comparable degree, to node
different degree, or if there is no relation at all.

Another concept to describe the correlation betwemtes is thelustering coefficient (¢ which gives

n

nit

nde

Ues

es:

of

he

the probability that two neighbours of a node shareratirected link among themselves. It marks

13 See Dorogovtsev and Mendes (2003) for an overview of ttieoae used.
14 See Dorogovtsev and Mendes (2003) and Soramaki, et al. (2007).
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density of connections in the direct neighbourhood of dencliquishness). The meaning of the
coefficient becomes particularly clear in a socialteghwhere it is the extent of the mutual acquaintance
of friends. The clustering coefficient ranges from 0 fdre network to 1 for a completely connecjed
network.

As mentioned above, the time dimension is importathé analysis of payment
networks. In a short time span, not many transactiahgake place. The number of
connections (the degree), or any other measure of bemgected, will thus be low as
well. As the observation period increases the numbetrasfsactions recorded will
increase. Typically, network measures are being computed using day snapshot of
the data. It is not clear, however, that this isapgmal period. In the figure below, we
show the development over time (x-axis in minutes of masens) of several
important network measures. Note that the x-axis, asdnme cases the y-axis as well,
is on a logarithmic scale.

Figure 3 shows that major developments take place mwstlye first hour of
network formation, consequent growth (up to one day)asermgradual. Theizeof the
network (top left) measured 88 + 6 nodes on an hourly laasls129 + 5 nodes on a
daily basis.Connectivity(top right), the fraction of actual to possible linkspyades a
better view on the relative growth of nodes and linkisis measure shows that the
network remains very sparse over all time periods. Guivity rapidly declines from
0.16 = 0.12 after one minute to a minimum of 0.04 + 0.01 afteoappately 30 to 60
minutes, to increase thereafter at a lower pace to 0Q0@Gtafter one day and 0.12 after
257 days. The explosion of nodes in the first hour suppresse®ctivity, because the
growth of links does not keep up with the growth of nodeterAfne hour, however, the
situation reverses. At all times the network keep#oits connectivity and remains far
from connected. Even after 257 days 88% of all theoretigadksible links have not
been used for a single transacti®eciprocity the fraction of links with a link in the
opposite direction, displays a rapid increase in tist hour to on average 0.44 and
increases at a lower rate to on average 0.63 after gndtdaaeans if there is a link in
one direction a link in the opposite direction is vigegly.
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Figure 3: Selected network measures
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4.3 Sensitivity to shocks

Given the description of the network measures, we maillv discuss how the
network is affected if one (or more) participants aeeh out of the system. As we
cannot model adaptive behaviour, this is a static exerRs®goving a certain number
of nodes will always, no matter the order of taking thar lead to the same result in
the end. The ordering (or path dependence) of taking thernamuteveal that certain
nodes are particularly important to the system.

In Figure 4, we show the change in a number of measuraxgigy after the
removal of nodes, ordered from the most highly connectete (61’) to lowly
connected nodes. The network becomes smaller and evesersps, for instance,
shown by thedegreevalues (top left pane). Further, it increases the patigths
between the remaining nodes. In the removal of thentevede this phenomenon is
outweighed by the accompanying loss of the single link naddsthe shortest paths
between them and all other nodes. Specifically, tige right paneshows thatpath
lengthand maximum path length, eccentricity increase from 2.2 to 2.5 and from 3.3
to 4.2, respectively. The bottom left corner shovet the local structure starts to break
down. Clustering or the local density of connections, decreases ieifd to 0.23. The
removal of nodes two to four has a disproportionately meganpact on clustering in
comparison to the other nodes. Th&-out degree correlatiomcreases more steadily
from -0.38 to -0.14 (= loss of correlatiolT)The outcomes fonearest neighbourand
second nearest neighboursnfirm this breakdown in structure (bottom right pane).

15 In-in degree correlation increases from -0.38 to -0ri-@ut degree correlation decreases from 0.93
to 0.59.
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Figure 4: Impact of node removal on network
properties
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The analysis shows that although the Dutch financialtoses quite
concentrated, removing important banks does not produce the ciEf effects as
would be the case in a typical centre-periphery stractlm such a structure, the
removal of a bank in the periphery hardly affectsrtbvork, while the removal of the
bank in the centre leads to an immediate breakdowmeddtructure.

These network measures are also useful to analyseveats in the financial
sector, such as the 2007 subprime turmoil (see Box 2).

Box 2 The market turmoil in 2007

Network measures can also be useful to look at theteftéddche 2007 turmoil on the structure of bgnk
relationships. Some previously liquid credit markets abrtoade quickly dried up due to a loss [of
confidence between counterparties and we might seedfiécted in payment patterns in the large value
payment system. Payments are, after all, a memxtigh of economic agents’ decisions and actions| To
analyse whether market turbulence has affected the gragnpatterns we show selected measurds in
Figure 5. The dotted (solid) line shows 2006 (2007) Yatae vertical lines denote events which e
considered negative (red) or positive (green). We conchatedt has nomaterially affected the networl
structure of the payment system during the investigateddpe3evere disruptions in the payment system
would inevitably have shown up in the discussed measurese Hoes seem to be an effect on the l¢vel
of the measures as the payment activity (not shaeve)tproved higher during the investigated turmoil
period in 2007 than in the corresponding period in 2006. In additiere does not seem to be an effect
related to the positive and negative events.

8 We have not yet extended this data period due to thputational burden.
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Figure 5: Development of a selection of traditionatem measures and network properjies
over time
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5. Conclusions

This chapter discussed two different approaches to gaugeskiseirrithe Dutch
financial markets. First, we analysed the Dutch inteklbaarket, a market where banks
extend short term loans to each other. Then we turoedttention to the large value
payment system. In the analyses we tried to uncover midsles by first unravelling the
structure of the market and in particular the way theigygaaints are linked to each
other. We then conducted a number of tests to stresstringture. In the case of the
interbank market we analysed what would be the resulheofdefault of (groups of)
banks. We included second round effects but did not modetiora of market
participants. As reliable information on loss ratevd€gidefault) is not available, we
computed our results subject to a range of loss ratehelrrase of Dutch payment
system analysis we conducted a thought experiment by reghovie by one the most
important players. We also looked at the ‘natural expamtinthe 2007 turmoil in the
financial markets has provided us.

The main conclusion that we can draw based on thedgsas is that the Dutch
financial system is quite stable. For example, to gesds worth worrying about
requires quite severe stress events in the intertveanket. Furthermore, the system has
a relatively straightforward structure. Depending onciliteoff, the three or four biggest
banks are the most important in most respects. Howthere does not seem to be such
a stark division between first and second tier banke asme other countries. Finally,
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the analyses turned out to be useful for assessingtdhéitg of the Dutch financial
sector.

There are important challenges in this area of resgdmalever. As noted
above, we did not model participant reactions. It isifistance likely that if banks
observe another bank to be in trouble, they will trygduce net exposures on the bank
in question, either by calling in loans or by borrowing maoanfthe bank. Modelling
reaction functions, especially in times of stressparticularly difficult’’ A second
problem is that data collection is generally organisediwitcountries or regions.
Information about exposures generally stays within natigarisdictions. Payment
systems may operate across borders but informatiomdindual payments is generally
kept within national boundaries. Thus, while financial keés become increasingly
intertwined, data collection, and thus our ability to doeaidnging analyses, is lagging.

" A possible avenue could be the use of experimental edosasin Heijmans, et al. (2008).
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