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We study the following dynamic mechanism design problem in continuous time:
a designer has to allocate (or assign) a fixed, finite set of heterogenous ob-
jects with known characteristics to a stream of randomly arriving agents with
privately known characteristics. The objects are substitutes, and each agent is
willing to get at most one object. Moreover, all agents rank the available objects
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Abstract

We study the allocation of several heterogenous, commonly ranked ob-
jects to impatient agents with privately known characteristics who arrive
sequentially according to a Poisson or renewal process. We analyze and
compare the policies that maximize either welfare or revenue. We focus
on two cases: 1. There is a deadline after which no more objects can be
allocated; 2. The horizon is potentially infinite and there is time discount-
ing. We first characterize all implementable allocation schemes, and we
compute the expected revenue for any implementable, deterministic and
Markovian allocation policy. These properties are shared by the welfare
and revenue maximizing policies. Moreover, we show that these policies
do not depend on the characteristics of the available objects at each point
in time. The revenue-maximizing allocation scheme is obtained by a vari-
ational argument which sheds somewhat more light on its properties than
the usual dynamic programming approach. We also obtain several proper-
ties of the welfare maximizing policy using stochastic dominance measures
of increased variability and majorization arguments. These results yield
upper/lower bounds on efficiency/revenue for large classes of distributions
of agents’ characteristics or of distributions of inter-arrival times for which
explicit solutions cannot be obtained in closed form.
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in the same way, and values for objects have a multiplicative structure involving
the agents’ and objects’ types . In one formulation we assume that there is a
deadline by which all objects must be sold, in another we assume a discounted
infinite horizon. Under the assumption that monetary transfers are feasible,
we analyze and compare two distinct goals for the designer: maximization of
expected welfare, and maximization of expected revenue.

For both considered goals, the main trade-off is as follows: assigning an
object today means that the valuable option of assigning it in the future -
possibly to an agent who values it more-, is foregone; on the other hand, since
the arrival process of agents is stochastic, the "future" may never materialize
(if there is a deadline ) or it may be farther away and thus discounted.

The basic dynamic assignment problem has numerous applications such as
the retail of seasonal and style goods, the allocation of fixed capacities in the
travel and leisure industries (e.g., airlines, trains, hotels, rental cars), the allo-
cation of priorities in a queue (e.g., for medical procedures), the assignment of
personnel to incoming tasks. More recently, dynamic pricing methods plays an
increased role in the allocation of electricity and bandwidth.

Whereas a large literature on yield or revenue management has directly
focused on revenue-maximizing pricing (mostly for the special case of linear,
private values for identical objects) our approach starts by a characterization of
all dynamically implementable deterministic allocation policies. All determin-
istic, implementable policies are described by partitions of the set of possible
agent types: an arriving agent gets the best available object if his type lies in
the highest interval of the partition, the second best available object if his type
lies in the second highest interval, and so on... These intervals generally depend
on the point in time of the arrival and on the composition of the set of available
objects at that point in time.

For any implementable allocation policy we derive the associated menus of
prices (one menu for each point in time, and for each subset of remaining objects)
that implement it, and show that these menus have an appealing recursive
structure: each agent who is assigned an object has to pay the value he displaces
in terms of the chosen allocation.

A first application is to the implementation of the dynamically welfare-
maximizing allocation policy under Poisson arrivals, which has been charac-
terized for the complete information case - via a system of differential equations
- by Albright [1]. Since that policy is deterministic, Markovian and has the form
of a partition, it can be implemented also in our private information framework
by the dynamic price schedules identified above, which coincide then with the
dynamic version of the Vickrey-Clarke-Groves mechanism. A rather surpris-
ing feature is that the cutoff curves defining the intervals in the time-dependent
partitions that characterize the dynamic welfare maximizing policy depend only
on the cardinality of the set of available objects, but not on the exact composi-
tion of that set. This is due here to the multiplicative structure of the agents’
valuations for objects.

The dynamically efficient allocation policy can be explicitly computed if the
distribution of agents’ types is exponential, while this is not often the case for



general distributions. But, we can use comparative static results in order to
bound the cutoff curves in the welfare maximizing policy (and the associated
expected welfare) for the important and large, non-parametric classes of dis-
tributions that second-order stochastically dominate (are dominated by) the
exponential distribution - these are the so called new better (worse) than old
in expectation distributions. We show that a decrease in the second order sto-
chastic sense in the distribution of agents’ types ( which implies an increase in
variability) leads to an increase in expected welfare in the dynamic assignment
problem. The proof of this result uses several simple insights from majorization
theory. !

While the above comparative static result holds for both the deadline model
and for the discounted, infinite horizon model, in the latter case - where
the welfare maximizing policy can be characterized and turns out to be time-
independent for general renewal arrival processes - we also examine the effect
on expected welfare of a stochastic increase in the distribution of inter-arrival
times in the sense of the Laplace-transform order. This stochastic order is much
weaker than second order stochastic dominance. In particular, more variability
in inter-arrival times leads to higher expected welfare. Here bounds on ex-
pected welfare relative to the case with an exponential distribution of agents’
types and with a Poisson arrival process can be expressed in terms of the well
known Lambert-W function.

We next switch attention to revenue-maximization. Using several basic re-
sults about the Poisson stochastic process, we first compute the revenue gen-
erated by any individual-rational, deterministic, Markovian and implementable
allocation policy. Then, we can directly use variational arguments in order to
characterize the revenue-maximizing policy. The associated optimal prices are
of "secondary importance" since they are completely determined by the imple-
mentation conditions. Whereas the optimal prices necessarily depend on the
composition of the set of available objects, our main result is that, at each point
in time, the revenue maximizing allocation policy depends only on the size of
the set of available objects, but not on the exact composition of that set. The
argument for this somewhat surprising result is somewhat subtler than that
encountered for welfare-maximization.

To understand the meaning of this result, consider the same model, but
with identical objects. Then, for each size of available inventory, and for each
point in time, the revenue maximizing allocation policy is characterized by a
single cut-off type: only an arriving agent with type above that cut-off obtains
one of the objects. In contrast, when objects are heterogenous, the revenue
maximizing policy is, at each point in time, and for each subset of available
objects, characterized by several cut-off types which determine if the arriving
agent gets the best available object, the second best, etc... Our result implies
that, for any subset of k£ available heterogenous objects, and for any point in
time, the highest cut-off coincides with the optimal cut-off in a situation with
one available object, the second-highest cut-off coincides with the optimal cutoff

1See Hardy, Littlewood and Polya, [17].



in a situation with two identical objects, and so on till the lowest cut-off which
coincides with the optimal cut-off in a situation with an inventory of k identical
objects.

Our last result is devoted to a comparison of the welfare maximizing and rev-
enue maximizing allocation policies. We show that, for distributions of agents’
types that have an increasing failure (or hazard) rate, the revenue maximizing
policy is, overall, strictly more conservative: at any point in time, the cutoff
curves defining the revenue maximizing dynamic policy are strictly above the
respective cutoff curves defining the welfare maximizing policy?. This result
can be combined with the comparative statics results obtained for welfare max-
imization in order to obtain bounds on revenue for many cases where an explicit
computation is not feasible.

Finally, we want to note that our focus on implementable allocation policies
rather than on prices - inspired by the "mechanism design philosophy" and the
payoff/revenue equivalence principle - is crucial for our results. Even for the
much studied case of dynamic revenue-maximization for identical goods, our
approach yields new insights and formulas relative to the approach that uses
dynamic programming and Bellman’s equations to characterize optimal prices.
Moreover, our approach facilitates the calculation and assessment of the revenue
associated to simple policies that may be used in practice, even if they are not
optimal in some sense, e.g., the use of a finite set of prices/price adjustments.

The rest of the paper is organized is follows: In the remainder of this Section
we review the related literature.

In Section 2 we present the continuous-time model of sequential assignment
of several heterogenous objects to randomly arriving, privately informed agents.

Section 3 focuses on a characterization of implementable, deterministic and
Markovian policies, and of the associated menus of dynamic prices that imple-
ment such policies.

In Section 4 we present a Theorem, due to Albright [1] that determines the
dynamic welfare maximization policy in a framework with complete informa-
tion and Poisson arrivals. In Subsection 4-1 we apply Albright’s theorem to a
setting where the allocation of all available objects must occur before a known
deadline, and we consider the effect of changes in the distribution of agents’
types. Subsection 4-2 deals with an infinite horizon model with exponential
discounting. There we consider both the effects of changes in the distribution
of agents’ types and in the distribution of inter-arrival times.

In Section 5 we turn to revenue maximization, and focus first on the deadline
case and Poisson arrivals. We obtain a general expression for expected revenue,
and we use a variational argument in order to derive functional equations that
characterize the revenue maximizing allocation policy and the expected revenue
generated by this policy. For the variational argument we need to assume that
the agents’ virtual valuation function is increasing. In Subsection 5-1 we briefly

2We also show that this result may fail if the hazard rate condition is not fulfilled, even if
virtual valuations are increasing.



characterize the (stationary) revenue maximizing policy for the infinite horizon
case with exponential discounting and Poisson arrivals.

Section 6 uses the above results for a comparison of the welfare maximizing
and revenue maximizing allocation policies.

Most of the proofs are relegated to an Appendix.

1.1 Related Literature

There is a large theoretical and applied literature on dynamic pricing of inven-
tories (sometimes called revenue or yield management) in the fields of Manage-
ment and Operations Research®. We refer the reader to the surveys by Bitran
and Caldentey [6] and Elmaghraby and Keskinocak [12], and to the book by
Talluri and Van Ryzin [25]. McAfee and te Velde [20] survey the applications
to the airline industry. That industry pioneered many of the modern practices
in revenue management.

As Bitran and Caldentey [6] note, due to the technical complexity, the liter-
ature on dynamic revenue maximization with stochastic demand has focused on
models with identical objects®. In a continuous-time framework with stochastic
arrivals of agents, Kincaid and Darling [18], and Gallego and Van Ryzin [13] use
dynamic programming in order to characterize - implicitly via Bellman’s equa-
tions - the revenue maximizing pricing policy for a set of identical objects that
need to be sold before a deadline. A main result is that the expected revenue in
the optimal policy - which is characterized for each size of inventory by a single
posted price - is increasing and concave both in the number of objects and in the
length of time left till the deadline. Moreover, each relevant cutoff price drops
with time as long as there is no sale, but jumps up after each sale®. These au-
thors were able to calculate in closed form the solution for what amounts (in our
terms) to an exponential distribution of agents’ values. Generally, a closed form
solution is not available, and even the general expression of expected revenue as
a function of the optimal cutoff prices is not available in the literature.

Arnold and Lippman [2], Das Varma and Vettas [9] and Gallien [15] consider
the same basic problem as above, but in a framework with an infinite horizon
and discounting. In this case, the revenue maximizing posted prices - again one
price for each size of inventory -, turn out to be stationary, i.e., do not depend
on time®.

In contrast to the above focus on revenue maximization, the mechanism

3The relevant Economics literature is much smaller. We do not discuss here the literature
on the so-called "Coase Conjecture" where the inventory can be replenished and agents are
strategic about their arrival.

4See Gallego and Van Ryzin [14] for an exception. Some models assume identical objects
but assume that customers belong to several known classes which allows the use of price
discrimination.

5Bitran and Mondschein [5] obtain similar results in a discrete time framework.

6Das Varma and Vettas consider a model with discrete time and deterministic arrivals,
whereas Gallien and Arnold and Lippman have continuous time models with stochastic ar-
rivals. The latter authors assume (rather than derive) the stationarity of posted prices, and
also compare these to reservation prices in a model where arriving agents announce bids.



design literature on dynamic welfare maximization is somewhat less well devel-
oped. An early paper which uses optimal stopping theory to characterize the
efficient assignment of a single object to randomly arriving agents in continuous
time is Elfving [11].

Derman, Lieberman and Ross [8] introduced a model where a set of distinct,
but commonly ranked, objects needs to be assigned to a set of sequentially ar-
riving agents. There is a finite number of periods (time is discrete), and one
agent arrives at each period. Both objects and agents can have different types
and these determine the agents’ valuations for the objects via a supermodular
function. The objects’ types are fixed, and the agents’ types becomes common
knowledge only upon arrival. In other words, at each decision node there is com-
plete information about the present, and uncertainty about the future. These
authors characterize the welfare maximizing assignment policy, and show that,
surprisingly, under a multiplicative specification of values, the optimal policy at
each stage does not depend on the characteristics of the available objects (this
policy does depend though on number of periods and objects which are left).
Albright [1] extends the Derman-Lieberman-Ross model to a continuous-time
framework with random arrivals of agents’. Albright’s model and results form
the basis for the present paper.

In Gallego and van Ryzin’s framework with identical objects, McAfee and
te Velde [19] compute the dynamic welfare maximizing policy for a Pareto dis-
tributions of agents’ values, and show that it coincides there with the revenue
optimizing policy.

Finally, note that if the objects to be allocated in the D-L-R or Albright
model are places (or ranks) in a queue, one obtains an instance of a queueing
problem with priorities. Dolan [10] pioneered the use of dynamic versions of the
Vickrey-Clarke-Groves mechanisms in order to achieve welfare maximization in
queues with random arrivals and with incomplete information about the agents’
characteristics. Dynamic extensions of VCG schemes (for much more general
situations than those considered by Dolan) have recently attracted a lot of
interest (see for example Athey and Segal [3], Bergemann and Valimé#ki [4], and
Parkes and Singh [21]).

2 The Model

There are n items (or objects). Each item 4 is characterized by a "type" p;. Each
agent j is characterized by a "type" z;. Agents arrive according to a (possibly
non-homogenous) Poisson process with intensity A(¢), and each can only be
served upon arrival (i.e., agents are impatient). After an item is assigned, it
cannot be reallocated in the future. For some results we relax the Poisson
assumption, and we allow for a more general renewal stochastic process that
describe arrivals.

7 An early paper dealing with the efficient assignment of a single object to randomly arriving
agents in continuous time is Elfving [11].



An agent with type x; who obtains an object with characteristic p; enjoys
an utility of p;xz;. If an item with type p; is assigned to an agent with type
x; at time ¢, then the utility for the designer is given by 7(¢)p;z; where r is
a piecewise continuous, non-negative, non-increasing discount function which
satisfies 7(0) = 1.

While the items’ types 0 < p, < pp—1 < ... < p; are assumed to be known
constants, the agents’ types are assumed to be represented by independent and
identically distributed random variables X; on [0, +00) with common c.d.f. F.
The realization of X; is private information of agent i. We assume that each X;
has a finite mean, denoted by p, and a finite variance.

3 Implementable Policies

Without loss of generality, we restrict attention to direct mechanisms where
every agent, upon arrival, reports his characteristic x; and where the mecha-
nism specifies an allocation (which item, if any, the agent gets) and a payment.
As we shall see, the schemes we develop also have an obvious and immediate
interpretation as indirect mechanisms, where the designer sets a (possibly time-
dependent) menu of prices, one for each item, and the arriving agents are free
to choose out that menu.

An allocation policy is called deterministic and Markovian if, at any time ¢,
and for any possible type of agent arriving at ¢, it uses a non-random allocation
rule that only depends on the arrival time ¢, on the declared type of the arriving
agent, and on the set of items available at ¢, denoted by II;. Thus, the policy
depends on past decisions only via the state variable II;. Gihman and Skoro-
hod [16] give sufficient conditions ensuring that a controlled stochastic process
has an optimal policy that is deterministic and Markovian. These conditions
are satisfied for the type of problems (e.g., welfare or revenue maximization)
discussed here.

Denote by p; : [0, +00) x IT; — IT; U D a deterministic Markovian allocation
policy for time ¢ and by ¢; : [0,+00) x II; — R the associated payment rule.
Denote also by k; the cardinality of set II;. Finally, we restrict attention to
interim-individually rational policies, where no agent ever pays more than the
utility obtained from the physical allocation.

The next Proposition shows that a deterministic Markovian allocation policy
is implementable if and only if it based on a partition of the agents’ type space.®

Proposition 1  Assume that I1; is the set of objects available at time t, and
assume that p; # py for any p;,pr € Uy, j # k. A deterministic, Markovian pol-
icy py is implementable if and only if there exist ky+1 functions co = yo m, (t) >
Y1, (t) > Y211, (t) > 2 Yk 11, (t) > 0, such that z; € (yj,l_[t (t) » Yj—1,10, (t))
= pt (24, 11;) = p(j) where p(jy denotes the j’th highest element of the set I1;, and

81In fact, the result holds for any deterministic policy. But, since the rest of the analysis
focuses on the Markov case, and in order to save on notational complexity, we consider only
this case also here.



such that x; < yg, m, (t) = pt (xi, ;) = 0.9 Moreover, the associated payment
scheme must satisfy q; (vi,1s) = q¢ (T3, y) if pe (24, 11;) = py (23, 103).

Proof. = Note first that, in any incentive compatible mechanism, if two
reports lead to the same physical allocation, then the payment should be the
same as well. Second, a direct mechanism is equivalent here to a mechanism
where the arriving agent at time ¢ chooses an object and a payment from a menu
(P, qj)?t:l. In addition, note that if some type x; prefers the pair (pg, qx) over
any other pair (p;, q;) with py > p; , then any type z; > x; also prefers (pg, qx)
over (py,q;). Similarly, if some type x; prefers (pi,qx) over (p;, q;) with pr < p
then any type ; < x; also prefers (pg, qi) over (p;, q;). These observations allow
us to conclude that an implementable policy must partition the set of the agents’
reported types as in the Proposition’s statement. Otherwise, there exist ¢, II;
and T; > x; > x; such that p; (z;,1I;) = p, (&, Ht) # py (x4, 11;). Assume first
that p; (Z7, ) > pe (2, 11;). Since type x; prefers (p: (x;,:), q: (24, 11;)) over
(pt (T3, 114) , ¢ (T3, 11;)), the same should hold also for type x;, a contradiction to
incentive compatibility. Assume next that p; (z;,1I;) < p; (2;,11;) . Since type
x; prefers (py (4, I1;) , q¢ (x4, 11;)) over (pt (ﬁ, Ht) . Qs (&, Ht)), the same should
hold also for type T;, which yields again a contradiction.

That is, an agent who arrives at time t gets object p(;) if he reports a
type contained in the interval (yr+1m, (t),ykm, (t)). Moreover, if z; > x;,
then p; (%5, I1;) > py (@, I1;). A similar argument shows that p; (y; i, (¢),11;) €
{p(l)7p(7,71)} for i € {1, 2, veey kt}

<= The proof is constructive. That is, given a policy which is based on a
partition, we design a payment scheme ¢; that, for any j € {1, ..., k;}, will lead
type z; € (yjm, (t),y;—1,1, ()] to choose the object with type p(;y . Without loss
of generality, we assume that an agent whose type is on the boundary between
two intervals in the partition chooses the item with higher type. Consider then
the following payment scheme

k¢
g, (t) = Z(p(i) — Pi+1))¥i, (1) (1)

=]

Note that type ; = y; m, (t) is indifferent between (p(j),qj) and (p(jH),qu).
Moreover, any type above y;m, (t) prefers (p(j),qj) over (p(j+1),qj+1), while
any type below prefers (p(j+1),qj+1) over (p(j),qj). Therefore, any type z; €
(i1, (t),yj—1.11, (t)] prefers (p(;),q;) over any other pairs in the menu.'” m
We assumed above that the set of objects available at ¢ contains only objects
with distinct types. If there are some identical objects, there exist other imple-
mentable policies that do not take the form of partitions. But, for each such

9Types at the boundary between two intervals can be assigned to either one of the neighbor-
ing elements of the partition. That is, if z; € {ykt,l'lt ) s Yry—1,11; () oy y2,11, (£), 91,10, (t)},
then pt (yi,nt () ,Ht) €A{pispit1}, 1 =1,2,.. k.
The payment given in (1) is not the only one implementing the partition co > y1 1, (t) >
yo,11, (t) > - -+ > yg,. 1, (t) > 0. Adding to the payment any function that does not depend
on the reported type of the agent will not change the implemnted partition.



policy, there exists another implementable policy that is based on a partition,
and that generates the same expected utility for all agents and for the designer.

4 The Dynamically Efficient Policy

Albright [1] characterized the allocation policy that maximizes the total ex-
pected welfare from the designer’s point of view in a complete-information
model. That is, upon arrival, the type of the arriving agent becomes public
information. His main result is:

Theorem 1 (Albright, [1]) There exist n unique functions y,(t) < yn—1(t)... <
y1(t) , Yt , which do not depend on the p’s such that:

1. If an agent with type x arrives at a time t, it is optimal to assign to that
agent the j’th highest element of I1, if x € (y;(t), y;—1(t)] ,where yo = oo,
and not to assign any object if x < yg, (t).

2. For each k, the function yi(t) satisfies :

(a) limt%or(t)yk(t) =0
(b) t)yk(t)] _ j‘yk (1= F(2))dz <0 .

3. The expected welfare starting from time t is given by [Zf;l r()payyi(t) |,
where p;y is the i 'th highest element of 11;.

Remark 1 The most surprising element in the above result is that the dynamic
welfare mazimizing cutoff curves y;(t) do not depend on the items’ characteris-
tics. In other words, although the Markov decision problem is one with 2™ — 1
states, corresponding to all possible non-empty subsets of items Il;, the welfare
mazximizing policy is such that, at each point in time t , and for each type of
the arriving agent, the allocation decision is only contingent on the cardinality
of Iy, ki. Moreover, since selling one object is equivalent to exchanging one
of the currently available items with an item having a type equal to zero, the
above observation implies that after any sale at time t, the ky — 1 curves that
determine the optimal allocation from time t on, coincide with the ky —1 highest
curves that were relevant for the decision at time t. Thus, in effect, there are
only n relevant states for the decision maker instead of 2 — 1. To understand
the intuition behind this result, assume for simplicity that at time t there are two
objects p1 > pa and that the relevant cutoffs are y§ > y5. Consider the effect of
a small shift in the highest cut-off from y$ to y§ +e€. Note first that this shift has
any effect only if an agent indeed arrives at t. Second, the shift has no effect on
designer’s welfare if the arriving agent has a value above y§ + € or below y§. If,
however, at time t an agent with value y§ arrives, then this shift switches the
object he gets from ps to p1 and therefore switches the object available for future



allocation from py to pa. Therefore, the effect of the shift on the social welfare
18

(1) (pryf + W (p2,t) — payf — W (p1,t))
= (p1—p2) [ () (yi — W (1,1))

where W (p,t) denotes here the expected welfare at time t if only one object with
type p remains, given that the optimal policy is followed from time t on and the
equality follows since W (p,t) is linear in p. Note that the above expression is
linear and separable in the difference (p1 — p2), and therefore the optimal cutoff
- where the total effect of a shift should be equal to zero - will not depend on this
difference.

Since the Markovian, deterministic policy described in Theorem 1 has the
form of a partition, it can be implemented by the payments (or by prices in an
indirect mechanism) described in Proposition 1. Note that Theorem 1 -3 implies

that the payment
ky

gia, (8) = (pi — pis1)yin, (t)
i=j

can be interpreted as the expected externality imposed on other agents by an
agent that arrives at time ¢ who gets the object with the j-th highest type among
those remaining at time ¢. In other words, for the dynamically efficient policy,
our implementing mechanism coincides with a dynamic Clarke-Groves-Vickrey
mechanism, as studied by Athey and Segal ([3]), Bergemann and Valiméki ([4]),
and Parkes and Singh ([21]).

4.1 The Dynamic Efficient Allocation with a Deadline

In this Section we apply Theorem 1 to a framework with deadline T" after which
all objects perish. Our main result shows that, under the dynamic welfare-
maximizing policy, an increase in the variability of the distribution of the agents’
values (while keeping a constant mean) increases expected welfare. We want to
emphasize that this result holds even if all available objects are identical !

Besides its intrinsic interest, this result allows us to bound the welfare max-
imizing cutoff curves (and thus the expected welfare) for large and important
families of distributions for which an explicit solution of the system of differen-
tial equations that characterizes the efficient policy is not available (see Theorem
1-2b).

We assume that the discount rate satisfies:

r(t)=1for0<t<Tandr(t)=0fort>T
It is then obvious that the dynamically efficient policy needs to satisfy

D (T) = ya(T) = ... = ya(T) = 0

10



Example 1 Assume that there are three objects, that the arrival process is ho-
mogenous with rate X\(t) = X normalized to be 1, and that the distribution of
agents’ types is exponential, i.e., F(x) = 1 —e™*. From Theorem 1, we obtain
the following system of differential equations that characterize cut-off curves in
the dynamic welfare maximizing policy:

(o]

Yy = —/ e Fdr = —e ¥
Y1
Y1

Yy = —/ e dr =e Y —e V2
Y2
Y2

Yy = —/ e fdr=e"Y2 — Y3
Y3

with initial conditions y1(T) = y2(T) = y3(T) = 0. The solution to this system
s given by:

y(t) = In(1+7T—t)
B (T —t)?
w(t) = ln(l+2(1+Tt)>
- (T —t)3
ys(t) = ln(1+3[(T—t)2+2(1+T—t)]>

The following figure depicts the solution for T =5 :

20T

y1 - solid line; yo - dashed line; y3 - the dotted line

For the main result in this Section, we first need a well- know concept, due
to Hardy, Littlewood and Polya [17] and a Lemma:

11



Definition 1 For any n—tuple v = (71,7a, - Vn) let V() denote the jth largest
coordinate (so that v,y < Yn—1) < - < Yy- Let @ = (a1, 2,..,ap) and
B = (B1,B -, B,) be two n—tuples. We say that « is majorized by B and we
write o < B if the following system of n — 1 inequalities and one equality is
satisfied:

Ba)
Bay + B

(1)
) + Q)

ININ NN

Bay+Be +Bm-n
Bay+ B+ 4B

Q) T @)+ Qn-1)

aa) T a@) t.+ap

We say that a is weakly sub-majorized by 5 and we write a <, B if all relations
above hold with weak inequality.

Lemma 1 Let o = (a1, @2, ..ap) and 8 = (B4, B, .-, 5,,) be two n—tuples such
that 3701 a; = 331" By Then a < B if and only if 31, piagy < 300 piB)
for any constants pp, < pp—1 < ... < p1.

Proof. See Appendix. m

Theorem 2 Consider two distributions of agents’ types F' and G such that
prp = pg = p and such that F second-order stochastically dominates G (in
particular F has a lower variance than G). Then it holds that:

1.
k

k
kit 3yl () <) (1)

i=1

2. For any time t and for any set of available objects at t, I, # 0, the
expected welfare in the efficient dynamic allocation under F is lower than
that under G.

Proof. See Appendix. m

A main application of the above Theorem follows: For a constant arrival
rate, the system of differential equations that characterizes the efficient dynamic
allocation can be solved explicitly for any number of objects if the distribution
of the agents’ types is exponential (see Example above), while this is rarely
the case for other distributions. Together with the above result, that solution
can be used to bound the optimal policy and the associated welfare for large,
non-parametric classes of distributions that are often used in applications.

Definition 2 A non-negative random variable X is said to be new better than
used in expectation - NBUE (new worse than used in expectation - NWUE) if

EX—a| X >a <(>) E[X],Ya>0

12



The classes of NBUE (NWUE) distributions are large and contain most of
the distributions that appear in applications. For example, any distribution
with an increasing failure (or hazard) rate is NBUE, while any distribution
with a decreasing failure rate is NWUE.

Theorem 3 Let F, the distribution of agents’ types be NBUE (NWUE) with
mean . Then, for any t and 11, # &, the expected welfare in the efficient
dynamic allocation under F is lower (higher) than that under the exponential
distribution G(x) =1 —e .

Proof. The result follows directly from Theorem 2 by noting that F' second
order stochastically dominates G(z) = 1 — e # (is second-order stochastically
dominated by G(z) =1 — e ) is equivalent to F being NBUE (NWUE) - see
Theorem 8.6.1 in Ross [24]. In other words,

Yy >0, / (1 — F(z))dz < (>)pe » if F is NBUE (NWUE)
)

Example 2 Let F(xz) = x on [0,1] so that F is IFR and thus NBUE, and let
A(t) = A = 1. Assume that there is one object with type p1 = 1. The optimal
cut-off curve satisfies

1 1 y2
ve=- [ (-a)do =g byr - 2
Yr

with initial condition yr(T) = 0. The solution to this differential equation is

2

H=1- -
yr(t) T—t+2

The figure below illustrates the Theorem for T =5 : yp(t) = 1 — % is the
dashed line, yg(t) = %ln[G —t] is the solid line corresponding to the exponential

distribution G(z) = 1 — e~2* which has mean %

13
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4.2 The Dynamic Efficient Allocation with Infinite Hori-
zon and Discounting

In this Section we assume that r(t) = e~**. Given this "memoryless" specifi-
cation, the arrival process can be more general, and it is assumed here to be a
renewal process with general inter-arrival distribution B (instead of a Poisson
process where the inter-arrival distribution is exponential).!! We start with a
simple, complete information example that illustrates the main insight - the
stationarity of the welfare maximizing dynamic policy.

Example 3 Assume that the arrival process is Poisson with rate X, i.e., B(t)

=1—e M. Let B denote the Laplace- transform of the inter-arrival distribution
B, and note first that'?

B(w) :/ e e Mdt = A
0 a+ A
and that _
Bla) _ A
1—Ba) «

IIThe derived controlled stochastic process is semi-Markov since the Markov property is
preserved only at decision points, but not between them. See Puterman (2005) for solution
approaches to such problems by an uniformization procedure, and for conditions guaranteeing
that optimal policies are deterministic and Markovian.

12 B(a) acts here as the effective discount rate. It represents the discounted value of one
unit at the expected time of the next arrival.

14



Consider now the the differential equation (see Theorem 1) defining the efficient
allocation curve for the case of one object y1(t):

ArOn®] _ o /y T - Fla))de

1

—at

Plugging r(t) = e we get

(y1 —ay1) = —)\/Oo(l — F(x))dx.

Y1

Postulating now y} = 0 yields

m=" /00(1 — F(2))dz = 11_3(5()@ /Oo(l — F(z))dx

On the interval of definition of F [0,7] the identity function on the left hand

side, y1, increases from 0 to T while the function 2 f;lo(l — F(x))dzx decreases in

y1 from %p (where i is the mean of F) to 0. Thus, there is a unique intersection
point, and the equation above has a unique solution yi. Since lim;_ o, e~ 'y} =
0, we obtain that the efficient dynamic cut-off curve is indeed described by the

constant yi. The derivations for more items follow analogously.

The complete-information efficient dynamic assignment for the general case
is characterized in the following Theorem:

Theorem 4 (Albright, [1]) Assume that 7(t) = e~ “t. The efficient allocation
curves are constants (i.e., independent of time) y, < Yp—1... < y1. These con-
stants do not depend on the p’s, and are given by the implicit recursion:

B(a)

(Y +yk—1+..y1)=1_§(a)/oo(1—F(x))dx, 1<k<n

where B is the Laplace- transform of the inter-arrival distribution B.

The efficient dynamic allocation policy is obviously Markovian and deter-
ministic, and can be therefore implemented by the payments of Proposition 1.
The analog of Theorem 2 for this case is:

Theorem 5 Consider two distributions of agents’ types F' and G such that
Up = po = b and such that F second-order stochastically dominates F' (in
particular F' has a lower variance than G). Then, for any fized inter-arrival
distribution B it holds that:

k k
1. Vk, Ei:1 yzF < Zi:l in

2. For any t and any II; # () the expected welfare in the efficient dynamic
allocation under F' is lower than that under G.

15



Proof. See Appendix. =

In addition to the above Theorem about the benefits of increased variabil-
ity in the agents’ types, we now obtain a comparative-statics result about the
benefits of variability in arrival times. Interestingly, this next result holds for a
stochastic order that is much weaker than second-order stochastic dominance.
We first need the following definition (see Shaked and Shanthikumar, 2006):

Definition 3 Let X,Y be two non-negative random variables. Then X is said
to be smaller than Y in the Laplace transform order, denoted by X <r: Y, if

Ele™*X] > Ele™*Y] for all s >0

Note that the function w(z) = —e™*? is increasing an concave for any s > 0.
Thus, we obtain that X <gsp Y = X <j; Y since the former involves a
comparison of expectations with respect to all increasing concave functions.

Theorem 6 Consider two inter-arrival distributions B and E such that B >
E. Then, for any fized distribution of agents’ characteristics F, it holds that:

k k
1. Yk, Y, yiB <Y Z‘/z‘E

2. For any t and for any II; # 0, the expected welfare in the efficient dynamic
allocation under B is lower than that under E.

Proof. See Appendix. m

Again, we can apply the above comparative static results in order to bound
the optimal cut-off curves and the associated expected welfare for large classes
of distributions of the agents’ types and of the inter-arrival times.

Corollary 1 For any t and for any II; # () we have:

1. For any fized distribution of inter-arrival times, the expected welfare un-
der an NBUE(NWUE) distribution of agents’ types with mean  is lower
(higher) than the expected welfare under the exponential distribution G(t) =

t

1—e ».

2. For any fized distribution of agents’ types, the expected welfare under an
NBUE(NWUE) distribution of inter-arrival times with mean p is lower
(higher) than the expected welfare under a Poisson arrival process with
rate L.

"

Proof. The first claims follows from Theorems 5 and from the fact that NBUE
(NWUE) distributions second order stochastically dominate (are dominated by)
an exponential distribution with the same mean. The second claim follows from
Theorem 6, from the above observation, and from the fact that second order
stochastic dominance implies domination in the Laplace- transform order. m

16



Example 4 Assume that there is one object with py = 1, and consider a situa-
tion with an NBUE(NWUE) distribution of abilities with mean u, and another
NBUE(NWUE) distribution of inter-arrival times with mean w. Let the discount
rate be a. Then, the expected welfare under the efficient sequential allocation pol-
icy is lower (higher) than

1
u LambertW(—)
wa
where the increasing function LambertW (z) is implicitly defined by:

LambertW (z)elambertW(z) — 4

To show this, consider the exponential distributions G, = l1—e % for the agents’

types and G, =1 — e for the inter-arrival times. For these distributions, the
optimal cutoff point y; solves

g = Gl / emidt = Hem
1- Gw(a) Y1

The solution to this equation is given by
1

y1 = p Lambert W (
wa

)

and the result follows by the above corollary. Note that the solution is linear
in p, the mean of the agents’ distribution of types. The next figures plots the
solution as a function of w for p = a =1 (note that as intuition would suggest,
w, the mean inter-arrival time and «, the discount factor, play here analogous
roles):

02T

0.0

a1
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5 Dynamic Revenue-Maximization with a Dead-
line

In this section we analyze the dynamic revenue maximization problem. A main
feature that differentiates our analysis from previous ones is the fact that we use
the mechanism design approach developed in Section 2 and the insight behind
the celebrated payoff/revenue equivalence theorem. Thus, we focus on the dy-
namic allocation policy that underlies revenue maximization, while pricing plays
only a "secondary" role since it is automatically induced by the implementation
requirements once the allocation is fixed.

We first calculate the expected revenue for any given Markovian, determin-
istic allocation policy, and then we use a variational argument to derive the
cut-off curves describing the revenue-maximizing dynamic policy. As we shall
see, this approach sheds more light and is more explicit about the properties of
the optimal policy and the resulting revenue than the standard dynamic pro-
gramming approach that is centered around the so called Bellman’s equations.

In addition to the previous assumptions, we assume here that the distribution
of the agents’ valuations F' is twice differentiable, and we denote by f the
corresponding density function. Moreover, we assume that f (z) < oo for any
z € [0, 00).

We first analyze the revenue maximizing problem in the setting with a dead-
line. That is, we assume that the seller’s discount function satisfies:

r(t)=1for 0<t<Tandr(t)=0for¢>1T.

In the next Section, we will briefly discuss the setting with infinite horizon and
exponential discounting.

Recall from Proposition 1 that, in order to implement a Markovian, deter-
ministic allocation which is given by co = yo.m, (¢t) > yi.m, (t) > yom, (8) > -+ >
Yk, 10, (1) > 0, Vt, an agent that arrives at ¢ should be charged

gj,m, (t) = Zt:(P(i) = P+1)¥in, (1) + C (t) (2)

i=j

if he gets the item with j-th highest characteristic among the remaining objects.
Here C (t) is some allocation-independent function. In any interim individually
rational mechanism we must have C'(¢) < 0, and in order to maximize the
revenue we must clearly have C (¢) = 0.

The next Theorem calculates the expected revenue for any implementable
Markovian, deterministic policy. Note that such a policy must specify an al-
location decision for each possible state, i.e., for each possible subset of object
II; # () available at time t. Moreover, for each state, the policy consists of k;
=| II; | cut-off curves that describe the partition of the set of agents’ types -
generally these curves depend on the precise composition of the set II; . The
number of needed curves if there are n objects, P (n), satisfies the recursion
P(n) = n+nP(n—1) with P(1) = 1. This yields 4 cut-off curves for two
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objects, 15 curves for three objects, 64 curves for 4 objects, and so on... It is
obvious from the recursive formula that there are at least n! curves. In order to
save on notation and to keep the somewhat involved proofs more transparent,
we assume below that there are only two objects with characteristics p; > po .
But we will describe the completely analogous solution to revenue maximization
problem for the general case with any number of distinct objects. A main result
is that the dynamic revenue maximizing policy for n (possibly distinct) objects
is completely described by n cutoff curves !

With slight abuse of notation, we write "2" instead of II; = {p1,p2} as the
second subscript of the pricing and allocation functions ¢ (¢) and y (¢t) whenever
k; = 2 . This should not lead here to any confusions.

Theorem 7 Assume that

1. the arrival process is homogenous with rate A(t) = A

2. If ky = 2, the designer uses the dynamic allocation cutoff-curves ya o (t) <
y1,2(t), i.e., the agent that arrives at time t gets: the object with type
prif his type is x; > Y12 (t); the object with type pa, if his type is x; €
[y2,2 (), y1,2 (t)); mo object if T; < ya2 ().

8. If ky = 1, the designer uses the dynamic cutoff-curves yip, (t), i.e., the
agent that arrives at time t gets the remaining object with characteristic
pj if Ti > Y1,p, (1), and no object otherwise.

Then, the expected revenue from this policy is given by
T t
/ (P2y2,2 (t) + R (p1, ) A (1 — F(yn2 (1)) e Jo A= Fw22(oMdagy
0

T
/ ((p1 —p2) y1,2 (t) + R (p2,t) — R (p1,1)) -
0

A (1 — F(y1,2 (t))) e fof A(l_F(yz.z(s)))dsdt

where

T 3
R(pj,t) = pj/ Yi,p, (8) A1 — F(yl,pj (s))e” JEAL=F(y1,p, (Z))]dzds (3)
t

is the expected revenue at time t if only one object with characteristic p; remains,
given that the dynamic allocation functions y1 ,, (s) is used from t on.

Proof. See Appendix. m
In the general case with any set of objects, the expected revenue at time ¢
where II; # ) is given by

ky T
R(,t) =Y / (g, () + R (T \{po b 8)) o, (5) ds
i=17t
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where
hit, () = N[F (yi-1m, (5)) = F (yim, (s))] e~ J7 A= F g m (2l

is the density of the waiting time till the first arrival of an agent with a type in
the interval [y; 1, (S), Yi—1,m, ($)) given that no arrival that leads to a sale (e.g.,
type above y, (s)) has occurred; and ¢; 1, (s) is given by (2).

Example 5 We now use the above Theorem to compute the expected revenue
at time t = 0 resulting from dynamically efficient allocation policy in the case
of one object with type p1 = 1, homogenous Poisson arrivals with parameter
A(t) =1 and an exponential distribution of agents’ values. The efficient cutoff
curve s given by

y(t) = [l + T —1].

Ezxpected revenue is then given by:

T T
/0 y(t)h1 (t)dt = /0 ln[l +T— t} [67 ln[1+T7t]][e, [rem 1n[1+T—s]dS]dt
T
= In(1+7)— ——
a(1+7) T+1

The figure displays the expected revenue as a function of the deadline T.

R(T) o5

08T
0.7 1
06T
0571
0at
03T
02T

01T

0 : 1 : 2 3 : 4 : _|5

0.0

The next main result derives the revenue maximizing allocation policy. In
particular, it shows that this policy is independent of the characteristics of the
available objects.

20



Theorem 8 Assume that the distribution of the agents’ valuations satisfies the
‘ . . . o . 1-F(z) . .
assumption of increasing virtual utility, i.e., the function © — T(z) 18 increas-
ing. The dynamic revenue maximizing allocation policy is independent of the

characteristics of available objects p1 and ps. In particular, we have:

1o y1 ., (8) = Y1,p, (8) = y1.2(t) := y1(t) where y1(¢) is a solution of

L Fa®) [T Fame),
) +5l Fts)

2. ya2(t) := ya(t) is a solution of

L Fp() | [T F (ga(s)?
ﬂmm>**[ Floals)

yi(t) =

yQ(t) = _R(l’t)

where

T
R(L1) = [ 30 () M1 = Plan (s))e N1 Fn g
t

The proof proceeds by a sequence of two Claims. First, we derive the
revenue-maximizing cutoff curves when only one object remains. Afterwards,
we describe the revenue maximizing allocation policy if two objects are left.

Claim 1 If only one object remains, the dynamic revenue mazimizing allocation
curve y1(t) solves

_1=-F(n() T[L=F () <
R ORI W
Moreover, the expected revenue at time t where I, = p; is given by R (p;,t) =
p;R(1,t) where
N TR0
R A O ®)

Proof. See Appendix. m
We proceed now to characterize the revenue-maximizing allocation policy if
there are two objects left.

Claim 2 If two objects remain, the dynamic revenue mazximizing policy is char-
acterized by two cutoff curves, y1 (t) and y2(t), where y; (t) satisfies equation (4)
and where ys(t) satisfies:

mw—l} A/'l‘ ”]d— R(L1) (6)

Moreover, the ea:pected revenue at time t for the case Il = {1,1} is given by

R({1,1},1) :)\/t st. ™)
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Proof. See Appendix. =

Remark 2 The cutoff curves describing the revenue mazimizing allocation pol-
icy do not depend on the p’s . It is worth to compare intuition for this result to
the one we gave for the analogous result for the case of welfare maximization.
As we shall see, the present case is somewhat more intricate. Assume that there
are two available objects p1 > pa , and that at time t the cutoffs are y1 > yo.

Again, consider the effect of small shift in the highest cut-off from y; to
y1 + €. Like in welfare mazimization case, this shift has any effect only if some
agent arrives at t. Also as in welfare maximization, the shift has no effect on
the expected revenue if the arriving agent has value below yi. If at time t an
agent with value y1 arrives, then the shift switches the object he gets from ps to
p1 - which implies that he has to pay q1 instead of qo - and also switches the
object that remains available for the future allocation from py to pa. The effect
is

f) (@2 +piR(Lt) —q —p2R(1,1))
= (p1—p2) [ () (R(1,t) —y1)

where R(t) denotes here the expected revenue at time t if only one object with
p = 1 remains, assuming that the optimal policy will be followed from time t
on. The equality in the above equation follows here from the fact that in any
incentive compatible mechanism we must have go—q1 = (p2 — p1) y1. So far, the
effects are similar to those encountered in the welfare mazimization case. But, a
further, new effect on revenue appears here if the arriving agent’s value is above
y1 + €. The reason is that in any incentive compatible mechanism, the price
agents with the values above y1 have to pay is given by ¢1 = (p1 — p2) Y1 + P2ys.
Therefore, increasing the cut-off y1 implies a higher revenue if an agent with
value above yy + € arrives. This effect is

(1=F(y1+¢€)((p1 —p2) (y1 +€) +p2 (y2 + R(1,1)))
—(1=F(y1+¢€)((pr —p2)y1 +p2 (2 + R(1,1)))
= (p1—p2) (1= F(y1+e))e

To sum up, the total effect of the shift on expected revenue is

(p1=p2) (L= F(yr +€))e—fy) (1 — R(1,1))) .

Again, the expression is linear in the difference (p1 — p2) and the optimal y; -
where the total effect of the shift should be equal to zero - does not depend on
the characteristics of the available objects.

Remark 3 The equations for the revenue maximizing cutoff curves have an
intuitive interpretation. Assume first that only one object with p = 1 is still
available. The allocation policy is described then by the equation

_MW_A/TMW

1)~ 7o) TGy o= LD
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On the left hand side, we have the virtual valuation of an agent with type yi(t).
As Claim 1 showed, the right hand side represents the expected revenue from
time t on if the object is not sold at t given that an optimal allocation policy
is followed from time t on. Since the seller is able to extract as revenue only
the virtual valuation of an arriving buyer, the equation shows that the optimal
cut-off curve satisfies an indifference condition between immediate selling and a
continuation that uses the optimal policy.

Let us now proceed to the two objects case, and assume that py = ps = 1. If
both objects are still available at time t, then the equation

1= F(e() [T F )
v2() = =50 0) *R“’“‘A/t T (0:(5))

implies that optimal cut-off at time t is such that the seller is indifferent between
selling one object - which generates a revenue given by the left hand side - and
between keeping the object at time t and proceeding using the optimal policy -
which generates a revenue given by the the right hand side.

In the general case, if there are ky = |II;| available objects, then, no matter
what their types are, the i’th cut-off curve, 1 < i < ky, in the dynamic revenue-
maximizing policy is given by

1 F®) [T PP, [TE P,
U= @) “/t TG () d‘A/t Fs) C

or, equivalently, by

ds = R({1,1}.1)

(®)

1 Fu)
I (yi(t))

where 1; is the set of 1's of cardinality i and

NN )
R0 = Fis)  ° (10)

18 the expected revenue at time t from the optimal cut-off policy if j identical
objects with p = 1 are still available.

While equation (9) has been obtained for the case of identical objects in the
revenue-management literature (see for example Gallego and van Ryzin [13], and
Bitran and Mondschein [5] for a discrete time model), the explicit expression
in (10) is, to the best of our knowledge, new - a by-product of our analysis that
focused on the allocation policy rather than on prices.

For the general case with several distinct objects, note also that, if an object is
sold at time t, then the lowest among the current optimal cut-off curves becomes
wrrelevant regardless of the characteristic of the sold object, while all the other
ky — 1 cutoff curves do not change and remain relevant for the future allocation
decisions. That is, the optimal cutoff curves depend only on the cardinality of
Iy, k¢ . For any two sets of available objects 11} and 112 with k} = |HH and
k? = |Hf , and for any 1 <i < min {k},k?} it holds that

yi(t) + R(1;-1,t) = R(1;,1) 9)

Yo (8) = yim2 (1)
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If 10, is a set of identical objects, then only the lowest cut-off curve yy, (t) where
ke = |I1;| is relevant for the allocation decision.

We conclude this section with an example:

Example 6 Let F(z) = x on [0,1] , and let \(t) = XA = 1, and assume that
there are two objects. Then, the revenue mazximizing policy is characterized by:

(t) = 1 L
= 4+T—t
) L 1-V5 (14+5) e (T —t+4)"°
2 = 1= =
T—t+d+c(T—t+4)+
where ¢ = ﬁ%l). The next picture plots these cut-off curves for T = 5:
vaue
0.75
0.70
0.65
0.60
0.55
0'50_ 1 + 1 + 1 1 ]
0 1 2 3 . 5
time

The optimal mechanism can be described as follows: Assume first that both
objects are still available at time t, and consider an agent arriving at t : if his
type is x; € [y2(t),y1(t)), he gets the object pa and pays pays=(t); if his type is
x; € [y1(t), 1], he gets object py and pays pay2(t) + (p1 — p2) y1(t); if his type is
x < ya(t), he gets nothing and pays nothing.

Assume now that an object is sold at time 7. Then the other object will be
sold at some time t > T which is the time of the first arrival of an agent with type
z; € [y1(t),1] (assuming that this arrival is before the deadline). The charged
price depends then on the type of the available object, and is given by p;y1(t),
i=1,2.

Assume now for illustration that T =5, p1 = 2 and p2 = 1. The next picture
plots the price dynamics if both objects are still available:
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The next picture plots the price dynamic if only one object is available. The
upper curve describes the offered price if only py is available, while the lower
curve corresponds to the offered price if only ps is available.

. 16T
price

1.4

1.2 1

1.0 1

08T

06T

04 i
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time

Note that the prices of both objects jump up after a sale, even if the upper cutoff
curve in the revenue maximizing allocation policy remains the same.
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5.1 Dynamic Revenue Maximization with Infinite Horizon
and Discounting

In this Section we very briefly present the characterization of the dynamic
revenue maximizing allocation scheme with infinite horizon and exponential
discounting. We assume that the arrival process is homogenous Poisson with
A (t) = A. For the case of identical objects, Gallieni [15] has shown that the opti-
mal cutoff curves are stationary (i.e., time independent), similarly to Albright’s
result [1] for the dynamic welfare maximization case (see Theorem 4).

We show below that the revenue maximizing allocation policy for the case of
distinct objects does not depend on the characteristics of the available objects.
Since the analysis of the discounted, infinite-horizon is similar and easier than
the one we performed for the deadline case, we omit the proof of the next
Proposition.

Proposition 2 The dynamic revenue- maximizing policy consists of n con-
stants y, < yp_1... < y1 which do not depend on the p’s such that:

1. If an agent with type x; arrives at a time t, it is optimal to assign to that
agent the j’th highest element of Il, if x € [y;, y;—1) where yo = oo, and
not to assign any object if x; < yx, , where ky = |II4|.

2. The constants y; satisfy:

1-F(y)
Yj f(ya)

where

+R(1) = Al _fiyi)[]l(zj;(};jgj]. —D) _ R(1;)

A1 —F(y)l(y; + R(G—1))
a+ A1 —F(y;)]
is the expected revenue at time t if j identical objects with p1 = ps = ... =

pr = 1 are available at time t, given that the designer uses the optimal
allocation policy from time t on.

R(1;) =

The next example illustrates the Proposition:

Example 7 Assume that there are three objects. Let F(x) = x on [0,1] and let
a = A = 1. Then, the constant cutoffs defining the revenue mazimizing policy
are:

o = 2—+v2~0.58579
Yo = 2—1/5—2v2~0.52637
2v2v/5 —2v/2 — 5v/5 — 22 — 132 + 24
ys = 2—\/5\/ v v ~ 0.508 58.

5—2v/2
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6 Comparison of the Efficient and the Revenue
Maximizing Policies

In this section we compare the efficient and revenue-maximizing dynamic al-
location policies for the case where there is a deadline (the discounted infinite
horizon case is analogous). Our main result in this Section shows that the
curves describing the revenue-maximizing allocation are always above the re-
spective curves describing the efficient allocation if the agents’ types follow a
distribution with an increasing failure (or hazard) rate - IFR. In other words,
at any point in time, the revenue maximizing policy is more "conservative".
Denote by y¢ (t) (y? (t)) the efficient (revenue-maximizing) cut-off curve for the
object with the ¢’th highest characteristic.

Theorem 9 Assume that
1. At) = A
2. the distribution of values F' is IFR.
Then, for any t € [0,T], y§(¢) <y?(t),i=1,2,..n.

Proof. See Appendix. m
The next example illustrates the Theorem:

Example 8 Assume that there are two objects, that the arrival process is ho-
mogenous with rate A(t) = A = 1, and that the distribution of agents’ types is
exponential, i.e., F(x) =1 — e ®. The efficient policy is described by the cutoff
functions

ye() = In(1+T —¢)

e (T_t)z
ys(t) ln(1+2(1—|—T—t)>

while the revenue-maximizing policy is given by

y?(t) = In(e+T —1)

e2
yg(t) In (;(6+T_t)+;(e+T—t)>

The following figure plots the solutions for T = 5. The solid lines represent the
revenue mazimizing cut-off curves and the dashed lines represent the efficient
cut-off curves.
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Our last example shows that the efficient and revenue-maximizing cutoff
curves may coincide if the IFR assumption is not satisfied. In particular, an
increasing virtual valuation is not sufficient for the result.

Example 9 (McAfee and te Velde [19]) Assume that there is one object , that
the arrival process is Poisson with rate A\(t) = 1, and that values are distributed
according to a Pareto distribution, that is F(x) =1—x7¢ forz > 1, e > 1.

The failure rate is given by 15;()95) = £ which is of course decreasing. McAfee
and te Velde showed for this case that the efficient and revenue-mazximizing

cutoff curves coincide:

€

r -1

Note also that the virtual valuation is given by x — 1}'(2(;) =z(l— %) , which

1s increasing in x since € > 1. This shows that an increasing virtual valuation
s not sufficient for the result of Theorem 9.
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7 Appendix

Proof of Lemma 1. <= Assume that Y " piaq) < D00, pif(; for any
P < Pt < ... < p1. For each k = 1,2,..,n — 1 consider p* = (plf,pé,..,pfb)
where p¥ =1 for i = 1,2, ..k, and p¥ = 0 for i = k+ 1,k + 2, ..n. Then, for each

k we obtain
n n k k
pra(i) < prﬁ(i) < Za(i) < Zﬁ(z’)
i=1 i=1 i=1 i=1

and thus a < (.
= Assume a < § and let p, < p,—1 < ... < p1. Then we have the following
chain:

n n n—1
> _pilBe —a@l = pa) _[Be —aw +Z = pa)[B) — aw)]
=1 i=1
n n—1
= Dn Z[ﬁ(i) —a@)] + (Pn-1 —pn) Z[ﬁ(i) — )]
i=1 i=1
n—2
+ (pi = pn-1)[Bg) — )]
=1
n n—1 j
= pn Y B —ewl+ >0 —pj+1)(2[/3( h—aml) >0
i=1 j=1 i=1
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The last inequality follows since: 1. Y71 [By —ay] = 212, Bi—> i) i =
0 by definition; 2. Vj, pj —p;j—1 > 0 by definition; 3. Vj, (Zz 1By — i )]> >0

by majorization. m
Proof of Theorem 2. By Theorem 1 we know that

A, (1) — _A(t)/oo (1 - F(z))dz

dt ()
AT yE) Y~ Gle)de
L — /y,g(t)(l G(z))d

Define first: Hp(s) = [°(1 — F(z))dz and He(s) = [°(1 — G(z))da.
These are both positive, decreasing functions with Hp(0) = Hg(0) = p.
By SSD, for any s > 0 it holds that

/OS /G da?@/ 1-F dm>/os(1—G(x)))dx

& / 1-F dx</ (1-G(x))dr < Hp(s) < Hg(s)
where the second line follows because
|- F@yds = == [ (1~ G
0 0

Thus, the curve Hp is always below Hg.
Consider now yf () and 3 (t). These are, respectively, the solutions to the
differential equations :

Y = —-At)Hr(y) andy' = —A\(t)Hg(y)

with boundary condition y(7') = 0. Integrating the above equations from ¢ to
T, and using the boundary condition, we get the integral equations:

<
=
~
N
I
<
=~
~~
=
|

T T
= [ MOHE s @ 50 = [ Mo He(y()ds and
tT tT
y(T)—ylt) = - / () He (y(3))ds < y(t) = / A(s) He (y(5)) ds

Because Hp is always below Hg and because these are decreasing functions,
we obtain yI"(t) < y{ ().

Consider now yf'(¢) + y&'(t) and y(t) + yS (¢) . These functions satisfy the
differential equations:

oo

N /OO 0 Fde andyf = A0 /7 AP
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with boundary condition y'(T') = 0. Integrating from ¢ to T yields the equations:

y(t) = / A(s) VOO (1—F<x>>dx] ds = / () Hrl(y(s) — ¥ (5)] ds

(s)—u{ ()

= ! S ~ — X X S = ! S S) — GS S
y(t) = /ﬂ()[/(ﬂy@(l G( ))d] d /tA( VHal(y(s) — 57 (s)] d

‘We have :

v, Hpl(y(t) —y1 (O] < Hpl(y(t) — o7 (O] < Hel(y(t) — o7 (1)]

where the first inequality follows because yf'(t) < y¥(t) < y(t) — yF'(t) >
y(t)—y{ (t) and because the function H is decreasing, and the second inequality
follows because H is always below H. This yields yf" (t)4+y4 (t) < y& (t)+4S (t),
as required. The rest of the proof follows analogously.

2. The expected welfare terms from time ¢ on if there are k objects left
are given by Zle pyys (t) and by Zlep(i)yic(t), respectively. By point 1,
we know that for each k and for each t, y*F'(t) = (yF'(¢),yd'(t), .yf () <w
(yS (1), yS (), .yS (t)) == y*¢(t). By Result 12.5 (b) in Pecaric et. al [22], for
each k and each t there exists a k—vector z(t) such that z(¢) < y*“(¢) and such
that z;(t) > y*¥, Vi. We obtain then:

k
VE,t Y paur (t) <
1=1

where the last inequality follows from Lemma 1 m
Proof of Theorem 5. 1. Define first Hp(s) = Bla) [°(1 = F(x))dz and

P@) yl

M-
%‘?
HM»

N 1-B(«a)
Hg(s) = % [°(1 = G(x))dz . These are both decreasing functions and
B(«)

Hp(0) = Ha(0) = mﬂ

Consider now yf" and y§. These are, respectively, the solutions to the equations:
s=Hp(s) and s= Hg(s)

By SSD, for any s > 0 it holds that

/OS /G dm@/ (1-F dx>/os(1—G(x)))dx

= / (1-F dx</ (1-G(a))dz < Hp(s) < Hg(s)

Thus, the decreasing curve Hp(s) is always below the decreasing curve Hg(s)
and we obtain y& < y&. Consider now yf" and y§ which are defined by the
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equations:

F F B(a) > — F())dx
o vl = 1_§(a)/yg“ F(a))d
G G _ 7§(a) - — G(x))dz
Yo+ yr = 1~ B(a) /y§ (1-G(=))d

Equivalently, 4 + y&" and y§ 44§ are, respectively, the solutions of:
s=Hp(s —yl) and s = Hg(s — %)
Recalling that yf < y{, we obtain s —yf > s — 4§ | V¥s. This yields:
Hp(s —yi) < Hp(s —yi') < Ha(s —y7)

where the first inequality follows because the function Hp is decreasing, and the
second inequality follows by SSD. Thus, the curve Hp(s — y{) is always below
the curve Hg(s — y{) and the result follows as above. The rest of the proof is
completely analogous.

2. The expected welfare terms from time t on if k£ objects left are given by

e~ [Zle p(i)yﬂ and by e~ [Zle p(i)yﬂ , respectively. The proof proceeds
exactly as that of Theorem 2-2. =

Proof of Theorem 6. 1. Let Hgp(s) = 11_?%&) fsoo(l — F(x))dx , Hg(s) =

E(g)
1-E(a)
By the definition of the Laplace transform, and by the assumption B >r; E,
we know that B(a) < E(a). This yields:

[5(1—F(z))dz where B and E are the respective Laplace transforms.

~ ~ B(a) E(a)
B(a) < E(a) & | B(a) < I Ea) < Hp(s) < Hg(s)

The first equivalence follows because the function % is increasing on the in-
terval [0,1) with lim,_.; %= = oo , and because Laplace transforms take values
in the interval [0, 1].

Thus, we obtained that the decreasing function Hp(s) is always below the
decreasing function Hp(s). Consider first y° and yf. These are, respectively,

the solutions to the equations
s=Hpg(s) and s= Hg(s)

The rest of the proof continues analogously to the proof of Theorem 5-1.

2. This follows analogously to the proof of Theorem 2-2. m
Proof of Theorem 7. If only one object with characteristic p; is available at
time ¢, then the expected revenue is given by

T
P / 1. () (5)ds
t
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where hy p,(s) represents the density of the waiting time till the first arrival
of an agent with a value that is at least y1 ,,(s). Note that this density is
equal to the density of the first arrival in a non-homogenous Poisson process
with rate A(s)(1 — F(y1,p,(s)). The density of the time of the n—th arrival in a
non-homogenous Poisson process with rate J(s) is given by (see Ross [24])

n—1 s
gn(s) = (5(8)6_7”(8)M , where m(s) = / 0(z)dz (11)
(n—1)! t
Thus, in our case, we obtain
T i (8) = M) (L = Fyrp, (s))e™ JPADUFGENE for ¢ < 5 <7

and (3) follows.
If two objects are still available, the expected revenue is given by

T T
/0 [q2,2(t) + R (p1,t)] hoo(t)dt + /0 [q1,2(t) + R (p2,t)] hio(t)dt (12)

Here hq2(t) represents the density of the waiting time till the first arrival of
an agent with a value that is at least y1 2 (¢) if no arrival of an agent with
value in the interval [y2 2 (t) ,y1,2 (¢)) has occurred. Similarly, ho 2(t) represents
the density of the waiting time till the first arrival of an agent with a value in
the interval [y2 2 (t),y1,2 (¢)) if no arrival of an agent with value in the interval
[y1,2 (£) ,00) has occurred. Since the arrival processes of agents with types in
the intervals [y22 (t),y1,2 (¢)) and [y1,2 (), 00), respectively, are independent
non-homogenous Poisson processes (see Proposition 2.3.2 in Ross [24] ), using
(11) we obtain

hia(t) = M1 —F(y12(t))e” Jo AL=F(y1,2())]ds o= fg A[F(y1,2(5)) = F (y2,2(s))]ds
= A(L— F(y12 (1) e Jo 1= Flyz2(s)lds
and

hoo(t) = A(F(y12(t) — F(yaz (1)) e Jo ALF (y1,2(8)) = F (y2,2(5)) +1=F(y1,2(s))]ds
= A(F(y12 (1) — Flya (1)) e Jo =P waa(e)lds

Finally, recall that incentive compatibility implies that

q2,2(t) = pay22(t) and q1 2(t) = pay22(t) + (P1 — p2) y1,2(1),

Plugging the expressions for g1 2(%), g2,2(t), h1,2(t) and hs (t) into the expression
for expected revenue (12) yields the required formula. m

Proof of Claim 1. If only the object with characteristic p; is available, it
follows from Theorem 7 that the expected revenue at time ¢ is given by

T
R(pj,t) = pj/ Y1.p, (s) A1 — F(y1,pj (s))e” JEAL=F(y1,p, (Z))]dzds'
t

34



Let H(s) = [ A[1 — F(y1,, (2))]dz. Then, we obtain

R(ps,t) =y /TF 12O e

This expression for revenue is appropriate for using a variational argument with
respect to the function H. The corresponding necessary condition for the vari-
ational problem (i.e., the Euler-Lagrange equation) is

o « TOTONE (- 5))

(-]

Plugging back the expression for H(s) gives
(1= F(y1p, () (W1, ()91, (5)

“A1=F(y1, ()2 =2f (41,0, ()01, (5)— f(yr, ()

This implies that for any s € [0, 77, the solution y; ,, (s) should satisfy

—yi,pj (8)_y17pj (s) (1 + J(1p, (s)

(13)

(f(yl,zy

Since for any ¢ , and for any differentiable y (¢) it holds that
1—F(y(t "(y (¢ d (1-F(y(t
v (14 U EOOMGO)) 4 (1P,
(f(y (®))) dt \ f(y(1))
we can rewrite the necessary condition as

— Fyiy, (5)° d<1—ﬂm@@ﬁ>

(1 _
(5) + A FWrp, (5)) T ds f(rp, (5))

Taking now the integral between ¢ and T’

[ [ Ut [ (1T ),

yields

y 717]

T (1 _ Lp; (s 2
1- F(yl,pj (T)) _ 1- F(prj (t))
f(prj (T)) f(yl,Pj (t))

Together with the boundary condition

1— F(y1p, (T))
Yip; (1) =  flyip, (1)

ds

=0

35

(1—F(y1,pj() yl,p] ) Flyip, (5)))°

=0



we get (4). The assumptions of increasing virtual valuation and finite density
insure that a solution to (4) exists for any t.

To complete the proof and obtain the expression for revenue (5) note that
the expected revenue is given by R (p;,t) = p;R (1,t) where

T
R (1’ t) = / Y1 (S) >\(1 — F(yl (S))e_ f: A[l—F(yl(Z))]dZdS
t

Differentiating the above with respect to t gives
R (1,t) = M1 = F(y1 (1) (R(1,1) — y1 (1))

It is then straightforward to verify that the function ftT st satisfies
the above differential equation with the boundary condition R (1,7) =0. m

Proof of Claim 2. I. We consider first the case where p; > ps. That is, the
seller needs to specify two different prices and hence two different cutoff curves,

y1,2(t) and y2 2(t). We can re-write the expected revenue given by Theorem 7

/OT <p1F‘1 (1 _ H’/\(t)) +p2R(1,t)> H'(t)e H O gt
+ (p2 _pl)/OT [F—l (1 _ G;EO) _ R(l,t)} G (te T O gy

where
/A[l—F(ygyg(s))]ds . = H(t)

0
; A1 —F(y12(8)]ds : =G(t).

The necessary conditions for the variational problem (i.e., the Euler-Lagrange
equation) with respect to the functions H(¢) and G(t), respectively, are:

—(p2—p1) G'(2) [F-l (1 - G'(t)> _ R(l,t)} i H®)

' P ()

o pmomer (e (- 52)
_2p1f (F—lA(l - H;(t)» +paR(1,t) — [f (Fq (1 - HT@)»]?) -
and

o Loor (- (- 22)

G e I T D))

—H'(t) |- 1G'(0) +F! <1G;Et)>R(1,t) =0.

(-5
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Plugging the expressions for H(t) and G(¢) allows us to write the necessary
conditions in the following way:

—(p2 —p1) A1 = F(y1,2 (t))] (41,2 (t) — R(1,t)) — & ;(1;2(?125)(;))]

) Yoo (1) [1 = Fy2,2 (1)) f' (y2.2 (1))
[f (2,2 (1))

(14)

=0

—2p1ys 5 (t) — p2R'(1,1) —

and

P O0) s m00] - 2ia 09

Yi2 @) [1 = Fys2 ()] ' (1,2 (1))
[f (y12 (D))
Next, we show that a solution to the system of differential equations 14 and

15 is given by y1 2(t) = y1 () and ya,2(t) = y2 (t) where y1 (¢) and y2(t) solve the
system of equations:

(1= F(y2,2(1))]

—-R(1,t) + =0

1P )

wlf) = fw<m *Al O (16)
1= F) L),

2= L) *Al Py RO 0D

Again, assumptions of increasing virtual value and finite density guarantee the
existence of solutions for (16) and (17). Differentiation of (16) with respect to
t gives

(1= Flyr )] S (31 () A[1*F( Q)N
[f (g1 ()] F oy (8)

Plugging the above expression into (15), and using the fact that

RI(Lt) = =g (HA (L= F (1n(2)) + A(1 = F (y1()) R(L,t) (18)

21 (1) = —u1 (t)

yields

f((s)

where last equality follows from Claim 1. Thus, we have showed that y1 2(t) =
y1(t) solves (15) for any yo 2(t). We still need to show that y; o(t) = y1(¢) and
Y2.2(t) = ya(t) solve equation 14. Differentiation of (17) with respect to ¢ gives

(1 — F(y2 ()] f (y2 (1)) [1— F(ys (1)) o
L

P/'“F@*?wamw[Mlzwmm»UF@Q@M—O

25 (t) = —y5 (1)
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Plugging this equality into (14), we have to show that
= (p2 = p1) A1 = Fyr2 ()] (g2 (t) — R(1,1)) — (p2 — p1) R'(1,£) = 0.

For 41,2 (t) = y1(¢), this equality holds by (18).
II. We now consider the case with p; = po = p. Since R (p,t) = pR(1,1),
Theorem 7 implies that we can rewrite the expected revenue as

T
p/ (W22 () + R(LE) A (L= Flya,z (1)) e Jo M1 Fluza(dagy,
0

The proof that the revenue maximizing cutoff curves are given by y;(t) and
y2(t) as above is analogous to the above case, and we omit it here.
Theorem 7 implies then that

R({1,1},t) = /tT (y2(s) + R(1,8) A (1 = F (ya(s))) e I« A2z g,

Differentiation with respect to ¢ yields
R({1,1}1,¢) = A(1 = F (y2(1))) (R{L, 1},1) —92(t) — R(L,8)).  (19)
Recall that yo(¢) solves

f(y2(1)) [ (ya(s))

Using equation (20), it is easy to verify that R({1,1},t) given by equation (7)
satisfies differential equation (19) with the boundary condition R({1,1},7) = 0.
|

Proof of Theorem 9. We start with the proof for ¢ = 1. From Theorem 8
we know that

S

o L= F(yf(t) L= F (y5(9)
VO = =5 ) “/t Fis)

while from Theorem 1 we know that

) = Oj (1= Fpds

and that y§(7T) = 0. Integrating both sides of the above differential equation
between ¢ and 7" and using the boundary condition, yields:

yi (1) = A/tT Vy;(l - F(ac))dz] ds.

First, we will argue that

1 - F(yi(t)

; Oor an
0y 0 for any ¢ € [0,7]. (21)
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Assume that there exists t* such that

1 - F(yi(t)
fyr ()
Then since f (z) < oo for any z, (22) implies that F (y§(t*)) = 1. That is, the

probability that an agent who arrives at time ¢ has a type above y$(t*) is zero.
By Theorem 8, we can assume that p = 1. This yields

=0 (22)

0 < R(1,t") < y2(t). (23)

Consider then decreasing y§(t*) to R(1,t*) + € where y(t*) — R(1,t*) > e >0
(inequality (23) implies that such € exists). This change matters only if at ¢*
some agent arrives. But, in this case the proposed change increases the revenue,
since the object can be sold to that agent at the price R(1,t*) + ¢, while prior
tot the change the change the probability of a sale was zero. This yields a
contradiction that y¢(¢*) was chosen optimally.

In order to complete the proof for the one object case, it is enough (given
inequality 21) to show that

(L F(y)?

) _/y (1 - F(z))dz

This follows from

T Fade = [ A2 E@ ey < L2 FW)
[ == [T @< 00 0 - F)

where the last inequality follows by the IFR assumption.
We now proceed to the proof for two objects. After plugging in the expression
for R(1,t), we know from Theorem 8 that y3(¢) solves

By Theorem 1 we know that

, Y1 (s)
= [ P
ys5(s

Integrating again both sides between ¢ and T yields

T y1(s)
ys (t) =A/t VE() (l—F(cc))dm] ds.

By Theorem 1 we also know that y§ (¢) < y§ (¢). Together with the result for
the one object case (see proof above) we obtain that y$ (t) < y9(¢).
Let y5 (t) be the solution to



and let y5(t) be the solution to

We are now going to show that G (y(t)) > H(y(¢)) for any y(t) < y?(¢).
Together with y§ (t) < y$(¢), this will complete the proof. Note that

/tT [‘é:ef)(l - F(x))dm} ds (24)

_ /tT l/yi)(S) 1;(1;():8)]0(@ d:c} s

T1I-Fy(s) O (e de
< [ oG -Fu@)-1-F )

_ /T <<1 ~Fy()® (- Fy(s)) 1 -F( <s>>>> s
t (v (s)

H(y (1))

) 7 @)
TP (- Fupe)?)
</ ( ) 7 wi(s) )d <Gt

The third line follows from IFR assumption, and the fourth line follows from IFR,
together with the assumption y (¢) < y$(t) and y§ (s) < y9(¢). The last inequal-
1-Flyz (1) - (.
F(v3®)
In addition, note that the IFR assumption implies that G is a decreasing func-
tion.
Assume now, by contradiction, that there exists some ¢ such that y§ (¢t) >
y9 (t). Then

ity follows from the same argument as in the one object case since

Yo (8) = H (y5 (1)) <G (y5 (1) <G (y5 () = w2 (¢),

where the first inequality follows from (24), while monotonicity of G implies the
second inequality. Therefore, we got that y§ (¢) < y§ (t), which is a contradic-
tion. The proof for n > 2 follows analogously. =
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