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Business Sector in Pakistan 
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This study estimates the demand for bank lending by the private business sector in 

Pakistan. For the purpose of analysis a three-step methodology is applied, that is, 
univariate analysis, multivariate cointegration analysis, and error correction mechanism. 
It is found that the individual series are difference stationary, and there is a long-run 
stable relationship between the variables. The preferred model, obtained by the 
application of the general-to-specific methodology is also found to be stable throughout 
the study period. The study shows that the output of business sector is an important 
determinant of the demand for bank credit in Pakistan, implying that to achieve the 
objective of monetary policy the behaviour of the output of business sector must not be 
ignored. Furthermore, the study shows that the rate of interest on bank advances is an 
important determinant of the demand of credit by the business sector. It implies that 
monetary authorities can move the flow of bank credit to the private sector while 
changing the interest rate charged on bank lending. The analysis has important 
implications: a tight monetary policy implies a high rate of real interest; a high rate of 
interest on bank lending negatively affects the demand for bank credit by the business 
sector (and the investment), which in turn leads to low aggregate demand and lower 
output. That is what has happened in Pakistan in the last decade.  

 
I.  INTRODUCTION 

Monetary policy is the predominant tool operated by independent central 
banks1 to achieve macroeconomic objectives, such as controlling the price level or 
inflation, promoting stability of output, and long-term growth of living standard and 
welfare.2  Effectiveness of monetary policy, however, depends on the appropriateness 
of instruments, for example the money supply rule as policy. The choice of 
instrument depends on the nature of the estimated money demand function and its 
stability. 
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In Pakistan, the State Bank of Pakistan (central bank) uses two aggregates, 
M2 and credit, as instruments of monetary policy to contain the rate of inflation 
within the target. Money supply growth target is fixed considering the estimated 
money demand function and the target rate of growth of income.3 To control money 
supply, the credit aggregate is used as an intermediate target instrument. Bank 
lending (credit) is often assumed to be demand-determined at the going interest 
rates, set either in the market or by the banks.4 Hence the determinants of the 
demand for money in equilibrium consist of the determinants of the equilibrium 
demand for government debt, currency demand, and demand for bank advances.  

Theories state that if the authorities want to use credit as an instrument of 
monetary policy, then the estimated demand for credit function must be stable and 
the interest rate elasticity of credit demand must be known to the authorities.  

In the developed countries the demand for bank credit/advances to the 
business sector is investigated, for example, by Hewitson (1997); Moore (1988); 
Moore and Threadgold (1985) Cuthbertson (1985a), etc. However, no attention has 
been paid to this important field in Pakistan. Under the circumstances, it is highly 
desirable to investigate the business sector’s behaviour of bank lending which could 
provide an insight for understanding the behaviour of money demand in Pakistan, an 
understanding that is not possible only studying money demand literature. 

The theoretical background, model specification, and methodology for 
estimation are discussed in the next section. Section III presents the results of the 
estimated model, and the last section concludes the study with a discussion of policy. 

 
II.  MODEL SPECIFICATION 

It is assumed that the credit aggregates contain information additional to that 
contained in monetary aggregates and interest rate in the determination of output and 
prices.  Friedman (1983) suggests the use of credit market in addition to income and 
money market for macroeconomic analysis. Therefore, in macroeconomic analysis, 
some representation of the credit market is clearly better than none. The credit 
market consists of supply of credit and demand for credit. The former represents the 
lender’s behaviour and the latter indicates the borrower’s behaviour. It is assumed 
that the banks set interest rates and meet all the requirements of the borrowers. 
Therefore, theory states that bank lending is demand-determined at the going interest 
rates, no matter how the interest rate is determined, set either by the market forces or 
fixed by the banks [Cuthbertson (1985)].  

Theories of monetary transmission mechanism indicate the following 
channels of transmission mechanism through which monetary policy can affect 
output. These include the interest rate channel, exchange rate channel, other assets 
 

3State Bank of Pakistan (2001). 
4Cuthbertson (1985). 
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channel, and credit channel. It implies that credit is one of the important variables in 
the transmission mechanism from financial variables to real variables and the price 
level [Cuthbertson (1985); Mishkin (1995); Bernanke and Gertler (1995)]. 

Portfolio approach is one of the important approaches for the determination of 
money supply. It takes into consideration both the assets and the liability side of the 
economy.  The flow of Fund (FOF) approach describes the supply side counterparts 
of the money supply. This approach advocates that the variations in money supply 
are largely due to bank lending to different behavioural groups that include the 
government, public sector enterprises, private business sector, and personal sector. 
Hence, looking from ‘supply side’, the determinants of the demand for money 
consist of the determinants of the demand for government debt, currency demand, 
and the demand for bank advances to the private business sector and the personal 
sector. 

Finances play an important role in any business organisation. Finances are 
required to establish a new enterprise. Successfully running of a business 
corporation requires adequate financial resources.  One reason may be that the firm’s 
production process takes time and time is money. There is a gap between the 
production and sales. The production costs are incurred and paid before the receipt 
of sales proceeds. These production costs represent the firm’s demand for working 
capital, for which it must obtain finance.  

The business sector can meet their financial needs from internal sources and 
external sources. Internal sources include personal savings, friends and relatives, 
revenue from sales, retained earnings, and running-down liquid assets, while 
external sources include bank lending, equity market, and bond market. Bank 
lending is a cheaper source of funds among the external sources. The business sector 
uses this money to cover running costs (for example, wages and salaries, rent, 
material and tax payment), for stock building and for fixed investment. 

The theories of demand for assets such as the transaction, precautionary, and 
portfolio model may be applied to model the demand for bank lending to the private 
business sector (PBS). On a priori grounds, the demand for credit by PBS may 
depend on the number of variables.  

The business sector considers that bank advances are a close substitute for 
money transactions balances. The theories of transaction demand for money, which 
can be applied to the credit demand, state that the credit demand by the business 
sector depends upon the income/output or sales of the sector, which in turn varies 
with the economic climate. Therefore, in a period of general prosperity, with 
business keen to expand and consumers keen to spend in anticipation of rising 
incomes, this situation is likely to mean a high demand for bank loans. We may 
expect a higher demand for bank advances (BL) by the business sector as a result of 
a higher expected level of turnover/output (LY) of the business sector. 
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Another important determinant of bank lending to the business sector is the 
real cost of loans.  If the business sector considers that the stocks and financial assets 
are substitutes, then it expects the real cost of loans to have a negative relationship 
with bank lending.  Therefore, the demand for credit is inversely related to the rate 
of interest charged on bank credit. 

Inflation expectations of the borrowers is another important variable that 
affects the demand for bank credit. If it is expected that if the increase in the rate of 
inflation is greater than the increase in the rate of interest, then the demand for credit 
would increase by offsetting the effect of increase in nominal interest rate. It implies 
that the demand for bank credit is directly related to the rate of inflation. Another 
source may be important to determine the impact of inflation on demand for credit 
by the private business sector. If high inflation is associated with the highly variable 
rate of inflation, it may increase the risk associated with the return to investment. 
This leads to the negative impact of the rate of inflation on the demand for bank 
lending. 

On a priori grounds, the demand for credit by PBS may depend on the 
number of variables given in the following model (all variables are in the log form) 

LBLt
d = f(LYt, RADRt, πt

e, εt) … … … … … (1) 

where   

 LBLt
d = Demand for bank lending by the private business sector.  

 LYt = Industrial output as proxy of output of business sector.  
 RADRt  = Real rate of interest on bank advances.  
 πt

e  = Rate of inflation.  
 εt  = Error term assumed to be independent and identically 

distributed.  

The study intends to estimate the dynamic model by applying the error 
correction mechanism (ECM) on the assumptions which are testable: that the time 
series data are generated by the random walk, non-stationary, process; and the series 
have the long-run linear relationship between them. It is already proved in the 
Granger representation theorem that under these assumptions the dynamic model can 
be represented by the error correction mechanism [Engle and Granger (1987)]. The 
error correction mechanism has important properties: first, the ECM nests all types 
of popular model specifications, for example linear, adaptive expectation and partial 
adjustment mechanism, etc. [Hendry, et al. (1984)]; and second, it helps to estimate 
the short-run dynamics without losing the long-run information of the data. Thus 
following Johansen and Juselius (1990) the ECM is achieved through the vector 
autoregressive (VAR) form and can be written as: 

Xt = Σ ΠiXt–1 + ut + εt … … … … … (2) 
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where Xt is vector of variables included in the function of demand for credit, ut is 
constant and εt is IID (0, Λ). If the univariate series are random walk and they have a 
long-run linear relationship, then the model can be represented by the following 
error correction mechanism 

∆Xt = Γi ∆ Xt–i + …. + Γk–1∆Xt–k+1 + ΠXt–k + ut  + εt … … (3) 

where ∆ is first difference operator and the term ‘ΠXt–k’ has information about the 
long-run credit demand function.  

In this study we use a three-step methodology; univariate time series analysis, 
multivariate cointegration analysis and estimation of long-run credit demand 
function; and estimation of dynamic error correction model. Univariate analysis is 
concerned with investigating the data-generating properties (DGP) of individual 
series.  For this purpose, the study considers plot of the data at preliminary stage and 
then application of the Augmented Dickey-Fuller (ADF) test5 [Dickey and Fuller 
(1981)]. The process of ADF is well-known and needs no explanation. 

Another important step is to investigate existence of cointegrating relationship 
between the demand for bank lending and its determinants, and to estimate the long-
run demand function of bank lending by PBS. In the former case, the likelihood ratio 
test, drawn from the Maximal Eigenvalue and Trace of stochastic matrix, is applied. 
This method has edge over the Engle-Granger two-step method because the LR 
method allows testing the existence of more than one cointegrating relationships 
between the variables whereas the other implicitly assumes that there is only one 
cointegration relationship between the variables. Then the Johansen (1988) 
maximum likelihood method is applied to estimate the long-run demand function, 
because it is the best available method to deal with non-stationary data. 

Finally, the error correction model of the demand for bank lending would be 
estimated by employing the general-to-specific methodology. The preferred model is 
expected to pass a battery of diagnostic tests. 

The annual data for the period from 1960 to 2000 are taken from the Annual 
Report and Bulletin of State Bank of Pakistan (various issues) and the International 
Financial Statistics of IMF (various issues). 

 
III.  ESTIMATED MODEL 

 

1.  Test of Integration 

The ADF test results, calculated by Hall’s (1994) sequential rule presented in 
Table 1, indicate that all the series are non-stationary at their level. They, except 
prices, are  integrated  of  order  one  I(1).  The  prices,  however,  are  I(2), implying  
 

5There are a number of other tests available to test the hypothesis of unit root in the data. For 
detail, see Maddala and Kim (1998). 
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Table 1 

Augmented Dickey-Fuller Test for a Unit Root 
 Variables Lag t-statistics Variables Lag  t-statistics 
1 LBL 0 –2.426 ∆ LBL 1 –4.189 
2 LY 1 –2.181 ∆ LY 0 –4.39 
3 LADR 0 –1.475 ∆ LADR 0 –5.848 
8 LCPI 1 –3.355 ∆ LCPI 0 –2.72 
9 π 0 –2.72 ∆ π 0 –5.399 

Note: The 5 percent critical value for the ADF test is: ADF τ< –3.53. 
 
inflation is I(1). It implies that the series under consideration are random walk. They 
become stationary after employing difference operator of degree one.  

 
2.  Testing for Cointegration 

The hypothesis of no cointegration is tested by employing the Likelihood 
Ratio test that is proposed by Johanson (1988), based on maximal eigenvalue (λmax) 
and trace statistics. In the analysis the VAR of length two is used which is selected 
on the basis of white noise property of cointegration vector. The results are 
presented in Table 2.  It is found that there are four cointegrating relationships 
between the demand for loans (LBL), LY, RADR, and πe.6  

 
Table 2 

Johanson Maximum Likelihood Method: L R Test Based on the  
Stochastic Matrix 

Maximal Eigenvalue Trace 
Null Alternative      Null Alternative  
r = 0 r = 1 26.37*   R = 0 r ≥ 1 61.71* 
r ≤1 r = 2 20.07*   R ≤ 1 r ≥ 2 35.33* 
r ≤2 r = 3      9.29   R ≤ 2 r ≥ 3 15.26* 
r ≤3 r = 4     5.97   R ≤ 3 r ≥ 4 5.97* 

*Indicates significance at 5 percent level. 
 
3.  Long-run Credit Demand Model 

In the case of multiplicity of cointegrating vectors, the explanation becomes 
difficult. However, the practitioners take first vector as the estimated long-run 
 

6We used a number of combinations with the alternative interest rate variable, that is, call money 
rate, rate of interest on total deposits, and rate of interest on saving deposits. The final selection gave 
theoretically plausible results. 
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function. So following the tradition, we take first vector as the long-run demand for 
bank loan model by the Pakistan business sector, which is presented below (t- values 
are in the parentheses): 

LB = 1.09LY –0.06ADR – 0.09 π  … … … … (4) 
 (3633.3) (1.17) (2.73) 

Estimated parameters of output and the rate of inflation are significant at the 
five percent level whereas the parameter of real interest rate is significant at ten 
percent level. The coefficient of LY is close to one. We formally tested the 
proposition of proportionality between the demand for bank lending and output. The 
χ2

(1) = 2.74 from LR test leads us not to reject this hypothesis at the ten percent level. 
The results imply that the greater the turnover of the business sector, the higher its 
demand for loans from the banking sector. 

The rate of inflation is significant in determining the long-run demand for 
bank credit in Pakistan. The negative inflation impact implies the importance of the 
risk factor in the behaviour of the business sectors demand for credit. The other 
important determinant of the demand for bank loans is the real cost of bank 
borrowing indicated by the real rate of interest on bank advances. The results 
indicate that advance rate has negative impact on the demand for bank loans by the 
business sector in Pakistan. It implies that in Pakistan firms consider real assets such 
as stocks as a substitute of financial assets. The lending interest rate sensitivity of the 
demand for bank advances by the business sector has an important implication for 
the conduct of monetary policy. It implies that the rate of interest can be used as an 
instrument of monetary policy to control the flow of credit in the desired direction. 
This indicates the importance of indirect instruments of monetary policy in the long-
run management of credit flow. 

 
4.  Dynamic Model of Credit Demand 

The short-run dynamic error correction model of the demand for bank credit 
by the business sector is estimated by employing the general-to-specific 
methodology. The unrestricted model started with the lag length of two, and 
sequentially tested down to the parsimonious model. The preferred model presented 
below contains the error correction term, which is the estimated long-run 
relationship between bank lending, income of industrial sector, and rate of interest 
charged on bank advances (t-ratios are in parenthesis).  

∆LB = 1.17 ∆LY – 1.11 ∆LY(–1) – 0.02 ∆RADR – 0.07 ∆RADR(–1) 
 (3.7) (–3.1) (–3.5) (–4.3) 

+0.08 ∆π (–1) – 0.197 ECM (–1)    … … … (5) 
(3.9) (–6.5) 
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R² = 0.83   F(5, 12) = 11.66 Auto χ²(1) = 3.14  RESETχ²(1) = 0.17  
J-B test χ²(2) = 1.42  Het χ²(1) = 1.21  ARCH χ²(1) = 0.08 

 
The preferred model passed a battery of diagnostic tests, including the test of 

serial correlation, homoscedasticity, ARCH, normality, and functional form 
misspecification at the 95 percent confidence level. The estimated coefficients 
accord with a priori expectations. 

The estimated models are also tested for any structural break. The CUSM and 
CUSMQ tests, presented in Figures 1 and 2, of Brown, et al. (1975), indicate that the 
preferred models remain remarkably stable throughout the study period.7 Further, 
when tested for forecasting ability of the model, the results are encouraging. The 
models do not systematically overpredict or underpredict the demand for bank 
lending by the business sector in Pakistan. 

The results indicate that in the short run the business sector gives 
importance to the variation in the output/sale of the private business sector. The 
estimated coefficients of error correction term indicate that the business sector 
corrects its 20 percent of error in one year, which is an indicator of slow speed of 
adjustment towards the equilibrium state. There are a number of competing 
explanations for the slow speed of adjustment. However, in the absence of explicit 
modelling of bank and borrower behaviour, these explanations are speculation at 
best. The slow adjustment may be due to the aggregation of short-term and long-
term loans. The movements of credit are subject to the decision of the lenders 
(banking sector) and the borrowers (enterprises). Another factor of slow 
adjustment is that the business sector is sensitive to the inconsistency in the 
policies. This is due to political instability in the country; change of every 
government implies a change in policies. This uncertainty about the 
implementation of policies may prevent the business sector to adjust quickly. 

The significance of the error correction term also implies that the greater is 
the excess of income/outcome over the credit for the last years, the higher is the 
demand for credit now. Therefore, it is necessary to raise the demand for credit in 
the future. Further, it implies that the higher rate of inflation one year ago 
corresponds to the lower demand for credit now. On the other hand, the results 
indicate that if in the previous year the rate of interest was high, it implies a low 
rate of credit demand now. Therefore, the economic agent may have more (less) 
demand for credit at some point in time, but will then tend to demand less (more) 
at some point in the future. 

 
7Stability of the estimated parameters is also found by using the recursive least squares method. 

However, the results are not presented in the paper.   
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IV.  CONCLUSIONS AND POLICY IMPLICATIONS 

This study estimates the demand for bank credit by the Private Business 
Sector in Pakistan. For this purpose we applied a three-step methodology, that is, 
univariate analysis, multivariate cointegration analysis, and error correction 
mechanism. 

Univariate analysis confirms that individual series are non-stationary at their 
level; they are integrated of order one. It also reveals that there is a long-run 
cointegrating relationship between the demand for bank lending, output, real rate of 
interest on advances, and the rate of inflation. Moreover, the preferred model, 
estimated by the general-to-specific method, is found to be stable throughout the 
study period. It is seen that output, real rate of interest on advances, and the rate of 
inflation play an important role in the determination of the demand for credit 
behaviour of the private business sector in Pakistan. 

It is supposed that the change in money supply is a result of the change in 
bank credit. The results show that the demand for bank credit is sensitive to the rate 
of interest. This implies that the monetary authorities can control money stock 
through the credit channel by varying the interest rate particularly in the short run. 

In the light of our findings, the significant impact of output on bank lending 
in Pakistan is clear. In the word of Moore (1985), “if bank credit causes money and 
if the prices and output cause bank credit, then this is one more endogenous element 
that monetary authorities must forecast to control the money supply”. 

The significance of the rate of inflation in the demand for credit function 
implies that the policies that are successful in reducing the inflation will also lead to 
a decrease in the demand for credit/advances by the business sector. This may have 
adverse consequences for the financing of investment and the possibility of 
automatic recovery in the economy. This situation can drag the economy into deep 
recession [Mishkin (1995)]. The investment behaviour of the business sector in 
Pakistan is the result of low inflation and high real rate of interest on bank 
advances—the tight monetary policy. Low inflation pushed the economy into 
recession because a low rate of inflation means a high rate of real interest and high 
cost of borrowing from the banking sector. A high real rate of interest affects the 
demand for credit.  
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Potential for Blue-Gray Water Trade-offs for Irrigation 
in Small Towns of Pakistan: A Case Study of Farmers’ 

Costs and Benefits in Haroonabad 
 

MEHMOOD UL HASSAN and NAZIM ALI* 
 

The growing demand and the competition for fresh water in various sectors suggest 
that the irrigated agriculture will have to release freshwater for more important and 
valuable uses. This implies that other options would need to be identified to meet water 
demands for agriculture. Meeting irrigation requirements through non-conventional water 
sources is one of the options for agricultural uses. Gray water use for irrigation, a 
pervasive practice in urban and peri-urban areas of many developing countries, could be 
one of the solutions. The debate on wastewater irrigation from an environmental point of 
view is already on, focussing more on human and environmental “safety” aspects. The 
“value” aspect of the wastewater irrigation remains neglected, however. The irrigation 
users of untreated wastewater in many parts of the world had already traded off and 
revealed their preference for gray over blue water decades ago, when the water supply 
systems in towns and cities were set up. Why they would do it despite the high 
environmental and health risks associated with its use needs an answer. The paper 
documents the costs and benefits of wastewater irrigation from users’ point of view, and 
assesses the potential for real blue water savings in a small town setting in the southern 
Punjab, Pakistan. The data presented in the paper suggest that wastewater irrigation does 
lead to blue water savings, and it is profitable for farmers. While its potential is not fully 
exploited, more focus on appropriate approaches to physical and institutional aspects of 
wastewater disposal planning and management could make wastewater irrigation more 
productive, profitable, and safe for individuals as well as for the society as a whole. 

 
1.  INTRODUCTION 

As populations are growing, different sectors and uses are demanding a 
greater share of blue water. Irrigation of agricultural crops, the major consumer of 
blue water so far, is therefore under growing pressure from other sectors to release 
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water for more valuable uses.  There are only limited options for blue water savings 
in agriculture which seem viable. The most promising options are: 

 (a) producing “more crop per drop” to the extent that enough blue water is 
saved to satisfy more pressing demands first and agriculture uses the 
leftover blue water—this solution requires better water management in 
agriculture, and developments in genomics to develop crop varieties that 
consume much less water [Rijsberman (2001)];  

 (b) exploiting non-conventional water sources for agriculture, such as 
municipal and industrial effluent (gray12and black water, respectively) 
which are unsuitable for other uses. 

While option (a) is already under rigorous research and discussion by the 
policy-makers, planners, and the research community, option (b), the subject matter 
of this paper, has received some attention but mostly from an environmental point of 
view.  Most of the research questions have been aimed at finding out the conditions 
under which it is safe to irrigate with wastewater, its composition, and the guidelines 
and treatment mechanisms for making it safe for irrigation etc.  

Wastewater irrigation is not a new practice. What is new, however, is the 
extent of this practice, which has become pervasive. In India, Pakistan, China, and 
Mexico, to cite a few examples, wastewater for irrigation originated and remains an 
unplanned activity. It has been practised for decades, even centuries, by poor farmers 
in urban and peri-urban areas. Untreated wastewater remains and will continue to 
remain a cheap and reliable source of water and nutrients in many developing 
countries in arid and semi-arid regions, as the municipalities have more urgent 
demands on their resources than treating wastewater.  

While irrigation with untreated wastewater certainly has health and 
environmental risks, it may have important economic and environmental benefits for 
both farmers as well as the society. The societies may have benefits such as limiting 
pollution to localised areas rather than polluting rivers and other surface waters through 
untreated wastewater disposal, which in many instances might be the only viable 
option to dispose of gray and black water. The farmers using wastewater may be able 
to reduce the need for artificial fertilisers, and increase crop yields. They may also be 
able to “save” blue water for other users and uses by meeting their irrigation 
requirements from irrigation with wastewater. Farmers may have more reliable water 
supply from the wastewater than that supplied through poorly managed canal systems. 

As a source of irrigation water, this gray and black water, thus, has the potential to 
release blue water for more pressing demands. However, the exploitation of this potential 
 

1Usually, the term “gray water” is used for the effluent from washrooms, which does not have 
sewage in it. In developing countries, however, the sanitation systems of towns and cities lack separate 
systems for disposing different kinds of sewage water. In this paper, therefore, we use this term to denote 
effluent that does not have industrial pollutants. 
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to the fullest level depends on the efficiency with which it is used for irrigation. If the 
municipalities keep on discharging wastewater out of the disposal stations without 
considering who the users are, why they use it, and how these uses can be improved to 
achieve “more crop per drop”23 in an environmentally favourable way, the potential may 
remain under-utilised. As a matter of fact, gray water irrigation requires much more 
planned and regulated use than blue water irrigation, due to its associated health and 
environmental hazards. Any efforts aimed at planning and regulating wastewater 
irrigation requires understanding the users’ incentives for using gray/black water so that 
its use for irrigation is optimised in terms of societal costs and benefits. Thus, societies’ 
and farmers’ costs and benefits need to be understood. 

The aim of this study was to contribute to improving water productivity and 
conserving the environment through an analysis of wastewater irrigation practices so 
as to help the policy-makers and water managers with informed policy and decision-
making. The specific objective was to understand farmers’ costs and benefits of 
wastewater irrigation and quantify the resulting water savings of blue water. The 
central hypothesis was that wastewater irrigation not only has the potential to save 
blue water but also gives farmers an opportunity to grow high value cash crops, 
which they might not be able to grow using the much scarce blue water.  

The following have specifically been compared for wastewater and canal 
water farming:  

(a) land use and cropping patterns; 
(b) types and costs of inputs; 
(c) water availability and use; 
(d) differences in rental value of land; 
(e) water and land productivity and profitability; 
(f) volumes of water used, and potential for blue water savings. 

The work reported here was a component of a larger study that assessed the 
economic, health, and environmental costs and benefits of wastewater irrigation.  
The second section describes the setting and the third section entails the 
methodology followed.  Sections 4 and 5 respectively present the results of the study 
with regard to costs and benefits and water savings.  Section 6 concludes the paper.  

 
2.  SITE CHARACTERISATION AND METHODOLOGY 

 
2.1.  Site Characteristics 

The study was carried out in Haroonabad town of Bahawalnagar district in the 
southern Punjab. Haroonabad, located at the edge of the Cholistan Desert, has a 
population of approximately 63,000.  Rainfall is mainly limited to the monsoon 
 

2The research at the IWMI suggests that since water is scarcer than land in many parts of the 
world, the countries should focus more on enhancing water productivity. The emphasis so far has been on 
increasing land productivity.  
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periods of July and August and is quite scanty, averaging 160 mm. a year. 
Groundwater is brackish and therefore water supply to the town is dependent on 
irrigation water from nearby Hakra-4/R Distributary Canal.  

While the main population lives in the central parts of the town, recent 
decades have witnessed new colonies emerging as satellites around the town. 
Different colonies have different disposal stations for wastewater. Several sites in 
and around Haroonabad were irrigated with raw sewage sometimes combined with 
canal water. Some of these sites have only recently been irrigated with wastewater, 
while others, including the main site, from where the current study uses data, had 
been irrigated with wastewater for the past thirty-five years. 

The main disposal scheme has two pumps operating for 12 hours. The effluent 
was mainly used to irrigate an area of 120 ha.  There are two smaller schemes that 
irrigate an additional area of 25 ha. The total discharge from these stations 
approximated 4600 m.3 of raw sewage a day.  

 
2.2.  Data Requirements, Sampling, and Data Collection 

For finding out the differences in the aforementioned variables, data on 
crops, inputs, outputs, prices, irrigation water application, and farmer’s opinion 
about the sufficiency of irrigation water were required.  The methodology used for 
data collection was surveys for recording input use, outputs, type of crops, land 
use, and cropping patterns and the prices paid or received by the farmers. Informal 
interviews and focus group discussions with farmers were helpful in obtaining 
information about changes over time in cropping patterns, contracts about 
wastewater, overall situation of area and the reasons for growing specific crops in 
wastewater area.  Besides, these interviews helped in understanding the water 
distribution system followed by the farmers. 

In order to compare the costs and benefits of wastewater irrigation to those of 
the alternative sources of irrigation, comparative data sets were required. In total, 
some 45 farmers34used wastewater at the main wastewater site; all of them grew 
vegetables but only 22 maintained some record about their production and expenses. 
Only those farmers were selected who were willing to cooperate in sharing and 
maintaining the record of their production and expenses.  

The control sample comprised only those canal-irrigating farmers who 
represented similar agricultural and marketing setting, and comprised only a fraction 
of the total canal farmers.45 As vegetables were the main crop for wastewater 
 

3The term farmer is used here for actual tillers of the land, who were the sharecroppers and were 
cultivating almost entire land on the wastewater site. The land-owners and lessees did not participate in 
farm operations, though some of them participated in decision-making for crop choice and input use. 

4Hakra 4-R, a 60 kilometre-long distributary canal, supplies water to some 4700 farms located 
across its entire length. 
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farmers, canal farmers growing vegetables were specifically targeted as the control 
group. Additionally, the canal irrigation farms from within a radius of 5 kilometres 
of the centre of the town were selected to represent similar marketing opportunities 
available to the farmers. There were only 24 canal-irrigating farmers around the town 
of Haroonabad who grew vegetables. Out of those only 20 farmers were selected 
based on willingness and ability to share data about their incomes and production 
consistently. Due to these limitations 20 farmers were selected from each of the 
wastewater and canal water farmers. 

All of the 20 farmers in wastewater area used wastewater as the only source of 
irrigation, while in canal irrigated area the source of irrigation was canal and 
occasionally the private tubewells. 

Pre-designed questionnaires were pre-tested and were used to interview 
farmers and collect information about farm sizes, operational holdings, tenurial 
status, sources of irrigation, reasons for growing vegetables, and perceptions about 
availability and sufficiency of irrigation water. Another questionnaire was used to 
record panel data on area under different crops, agricultural operations, inputs used 
for different crops, cost of inputs, farming practices, yield of crops, and prices 
received, etc. The recall period was limited to only one week, and the enumerator 
used to visit each farmer to record the information for the previous week.  Data about 
vegetable prices collected from farmers were frequently reconciled with those of the 
market committee.  

A major problem in data collection was the data about vegetable production. 
Farmers did not weigh their vegetable produce and only remembered the number of 
baskets they transported to the market. To convert the baskets into weights, the 
baskets were weighed for different vegetables and average weights per basket were 
arrived at. To calculate total production, the number of baskets was multiplied with 
the average weight of the basket.  

The volume of water was measured with cut-throat flume for crops for 
different sowing methods for one irrigation, and then the volumes of water per 
irrigation were multiplied with the number of irrigations to estimate the total applied 
water to that crop. The data were collected for one year, from April 2000 to March 
2001. 

The data thus obtained for the wastewater and canal-water farms were 
processed and the two-sample t-test was used to compare means of different 
variables. The results are summarised in Section 4. 
 

3.  WASTEWATER IRRIGATION SETTING IN HAROONABAD 

Like all other municipalities, the Municipal Committee (MC) of the town is 
responsible for, inter alia, provision of the water supply and sanitation/disposal 
services to its citizens. The municipality has employed Sanitary Inspectors who have 
a crew of sewerage workers, sweepers, and pump operators with them to manage the 



Hassan and Ali 166

tasks. The municipality’s responsibilities end at the disposal station, from where the 
farmers take over the management of wastewater. Over the years, the farmers have 
evolved mechanisms of informally cooperating with each other and have converted 
an old irrigation channel into wastewater channel, thus revealing their preference for 
wastewater over fresh canal water supplies to their farms. All wastewater-irrigating 
farmers had water rights for fresh canal water, but they either sold their canal water 
somewhere upstream or they used it to irrigate their own areas located upstream.  

The wastewater was not available to all farmers who were interested to have 
access to it because of lack of conveyance infrastructure. The farmers whose lands 
were not directly connected to the wastewater channel had no access to the 
wastewater.  Such farmers could not connect themselves to wastewater channel until 
all the adjoining farmers agreed to let the water channel pass through their respective 
lands. Were the interested farmers able to connect their land to the wastewater, the 
area being irrigated with the existing wastewater facilities could possibly be more 
than doubled. The earlier experiences in collective action at tertiary level of the 
irrigation system in Pakistan suggest that it is extremely hard for farmers to 
cooperate, even with considerable facilitation from state [See for instance Mirza and 
Merry (1975); Merry (1986); Malik, et al. (1996)] in building new infrastructure and 
sharing it, unless the channel is a state property.56  

In the case of Haroonabad wastewater channel, the main channel was the tail 
end of an old irrigation channel. To extend this channel to other farms was 
impossible unless all farmers agreed to it through a series of social mobilisation 
processes. There was no institutional arrangement for organising farmers to promote 
formal collective action for wastewater irrigation, which could deal with water 
distribution issues on an environmentally sustainable basis. 

Landownership was found as a symbol of prestige in the area. However, 
working in wastewater was seen as an inferior occupation. Therefore, the richer 
landowners did not engage in direct farm operations, especially when wastewater 
was the source of irrigation. The landowners had rather preferred to lease out their 
land. The lessees had purchased the lease rights of parcels of land for a few years. 
The lessees tended to operate larger consolidated holdings by arranging leases with 
more landowners. Since wastewater farming in the area was intensive vegetable 
cultivation, it required more labour inputs during land preparation, seed sowing, 
inter-culture, and picking. Since fodder market was limited due to small size of the 
town, only vegetables were grown in the wastewater-irrigated area. Therefore, there 
was a general tendency among the lessees to share out small parcels of 1-2 ha. to the 
tenants with larger families, who could provide family labour for farm operations. 
 

5Most of the tertiary irrigation channels of the canal network are state channels (Sarkari Khal) in 
the Punjab Province, to which farmers connect their private channels to irrigate. Due to this very reason, a 
number of water-related disputes in irrigation communities relate to the route of the channel, diversion 
points from where farmers get water, and water allocations.  
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The water rights were automatically transferred with land, but day-to-day 
distribution of water among various tenants took place with their mutual cooperation 
and understanding.   

The municipality auctioned use rights of wastewater to the highest bidder 
regardless of the ownership of land. Farmers saw a value in the availability of 
wastewater for irrigation, and therefore had been buying the wastewater as a single 
group to keep the water prices low. The land rents in the area had been quite high 
compared to similar lands without wastewater in the area. The average land rent for 
wastewater-irrigated lands (52,000 rupees67/ha.) was around 3.5 times higher than 
that of the canal-irrigated lands. 

The farmers shared water and its costs in proportion to the size of their land. 
They had devised a weekly irrigation roster specifying duration of irrigation for each 
farmer depending on the size of the landholding, nature of the soil, and topography. 
This schedule was modified in an annual meeting, when farmers met and agreed on 
their water and cost sharing arrangements for the forthcoming year and devised a 
strategy for bidding for water. Since they used to submit a single bid to the 
municipality, they operated as a monopolistic buyer. More recently, the farmers have 
refused to buy wastewater by not quoting a price for the bid at all. As the 
municipality had to dispose of the wastewater anyway, the farmers did not want to 
spend any money on buying wastewater, like the farmers in the nearby towns who 
did not pay for wastewater at all. 
 

4.  RESULTS AND DISCUSSION 
 
4.1.  Benefits of Wastewater Irrigation to Farmers 
 
4.1.1.  Availability of Adequate, Reliable, and Cheap Water for Irrigation 

While a large majority (80 percent) of the wastewater-irrigating farmers 
considered water availability as sufficient to raise crops they had planted, the 
opposite was true for the canal-irrigating farmers. More than two-thirds of canal 
irrigators (70 percent) felt that the water supply remained insufficient. This was 
further confirmed by evaluating the actual water use during the period. The 
wastewater irrigators on average applied 1516 cubic meters of water/ha. as compared 
to the canal irrigators, who used 942 cubic meters/ha. (Annex 1). The cost of 
irrigation water, which includes the cost of water, and water tax on crop, was much 
higher for the canal irrigators than that of the wastewater irrigators (Annex 1). The 
canal water farmers had to purchase expensive groundwater to fulfil crop water 
requirements. The differences in the volume of water applied and the cost of water 
were significant for the two sets of farmers. 

 
6Mid-year exchange rate for the year 2000 was 1 US$ = 56 rupees. 
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One of the main reasons for growing vegetables according to the perceptions of 
the farmers in the wastewater area was the availability of reliable supplies of water. 
The canal water farmers had fixed weekly irrigation turns, which limited flexible use of 
water. They could only irrigate when they had their own irrigation turn. Besides, canal 
was operated on a rotation basis and sometimes the farmers faced a severe shortage due 
to canal closure. Cheema, et al. (1997) reported that along the Hakra 4-R Distributary 
canal, 40 percent of the farmers missed 10 or more weekly irrigation turns in a year. 
The summer season was especially difficult for canal farmers as the crops wilted 
quickly if the canal was closed. The farmers could not use much of groundwater for 
supplementing canal supplies because it was expensive as well as was brackish. The 
wastewater supply ran continuously throughout the year, and farmers not only had their 
own irrigation turns but could also exchange turns with each other to make water 
availability more responsive to crop water requirements. 
 
4.1.2.  Intensive Land Use 

High-value short duration crops such as vegetables and fodder were grown 
intensively in wastewater site. The comparison of cropping intensities revealed that the 
cropping intensity at the wastewater farms was much higher as compared to that of 
canal-irrigated farms. For canal-irrigating farmers, water supplies were rather fixed and 
availability of additional water was only possible through purchase of groundwater, 
which was expensive and of poor quality. Therefore, the canal water farmers tended to 
grow crops that were less sensitive to water stress. Crops like cotton and wheat span 
over longer periods, leaving no time to cultivate a third crop. However, vegetable crops 
were grown in a small area within sugarcane or cotton fields to increase utilisation of 
land and as a risk-aversion strategy against crop failure.  

Table 2 shows that cropping intensity in wastewater and canal water farms 
was 264 percent and 184 percent, respectively. Due to reliability of wastewater, 
farmers could grow high-value crops like vegetables, which are sensitive to water 
stress. Of the canal-irrigated farms, vegetables covered only 18 percent area while in 
wastewater farms vegetables covered 83 percent of the cropped area.  
 

Table 1 

Farmers’ Perceptions about Sufficiency of Irrigation Water 
Canal Water 

Farmers 
Wastewater 

Farmers 
Categories No. % No. % 

Water was not Sufficient for Crops Grown 14 70 4 20 
Water was Sufficient for the Crops Grown 6 30 16 80 
Total 20 100 20 100 
Pearson’s Chi-Square Value 10.1 Significant at 99 percent. 
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Table 2  

Cropping Pattern and Cropping Intensities of Sample Farms during 2000-2001 
Canal Water Area Wastewater Area 

Crops Ha.  % Ha. % 
Cotton 50 33 – – 
Wheat 49 32 – – 
Sugarcane 9 6   
Fodder 14 9 10 17 
Vegetables 28 18 48 83 
Others 3 2 – – 
Farm Area Total 84 100 22 100 
Gross Cropped Area (Cropping Intensity %) 154 (184) – 58 (264) – 
Note: The cropping intensity is calculated as a ratio of gross cropped area to total farm area. 

 
4.1.3.  Higher Family Employment for Tenants  

Wastewater farmers in Haroonabad mainly grew vegetables, which required 
more frequent and intensive labour inputs than cotton and wheat. Since the actual 
tillers were the tenants who were required to contribute half of the inputs and full 
labour, they preferred to utilise their own family members rather than rely on the 
hired labour.78Annex 1 reveals that none of the wastewater farms used hired labour. 
The canal water farms used on average 37 man-days of hired labour per year per ha. 
The family labour input was almost three times higher on wastewater farms than on 
the canal water-irrigated farms. The canal-irrigating farmers could not plant much 
area under vegetables due to erratic water supplies, and did not need frequent labour. 
This difference was also statistically significant.  

The tenants at the wastewater farms used almost eight man-months per ha. of 
family labour. Working with family labour saved the wastewater farmers roughly 50 
percent of the gross margin of a canal-irrigated farm annually.89 The availability of the 
entire family employment on the same farm was considered a valuable opportunity 
available to the wastewater farmers. The family members had not to move farther to 
find casual jobs somewhere else and females, males, and children of the family could 
work together and feel safe and close to each other. The children below 15, who were 
involved mostly at the vegetable picking stage, formed around one-fourth and one-third 
of the total labour input at the canal and wastewater farms respectively.  
 

7The poor sharecropping families are cash-short and prefer to use unpaid family labour, as they 
cannot afford to pay hired labour. 

8Less use of family labour on canal-irrigated farms can be attributed to the fact that major labour 
inputs are not required on a day-to-day basis—rather in certain periods of the crop cycle, where 
professional casual labour is available at cheap rates and family labour is not enough for such operations 
(e.g., ploughing, irrigation, harvesting, cotton picking, etc.) 
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Though the use of family labour cannot directly be attributed to wastewater 
farming, the difference in the crop choice is certainly due to wastewater. Canal 
irrigators could only grow crops that are more drought-resistant because of poor 
water supply from canal. Likewise, the wastewater farmers were unable to grow 
anything other than certain vegetable crops. Therefore, wastewater farmers in small 
towns with similar soil and water conditions would face similar situations and would 
tend to use wastewater to grow vegetables, and employ more family labour. 

 
4.1.4.  Savings on Artificial Fertilisers 

Due to the presence of nutrients in wastewater, the farmers may not 
necessarily need artificial fertilisers on wastewater farms. This seems true in case of 
the sample farms where the application of fertiliser was quite low in wastewater 
farms as compared to canal-water farms, which applied significantly lower doses of 
both nitrogenous and phosphatic fertilisers and no manure at all. Difference in the 
application of artificial fertiliser is shown in Table 3. 
 

Table 3 

Artificial Nutrients Applied in Sample Farms (Average Nutrient kg./ha.) 

Sample Farms (No. of Sample Farms) Nitrogen  Phosphorus  

Canal Irrigation (n=20) 292.5 90.8 

Wastewater Irrigation (n=20) 152.3 15.5 

t-value 4.2 4.2 

 
The canal water farmers used around 290 kg./ha. nutrient nitrogen whereas 

the wastewater farmers used only 152 kg./ha. Difference in the application of 
phosphorus was even greater. The difference in nutrient application between these 
two areas was statistically significant. Due to the difference in fertiliser 
application, costs of fertilisers were also significantly lower in wastewater farms 
(Annex 1). Only the canal water farmers manure their lands for adding organic 
matter.  
 
4.1.5.  Higher Land Rents 

The value of wastewater is reflected in the land rents for wastewater farms, 
which on average were 3.5 times higher than those of the canal water farms. The 
difference was found statistically significant. Higher land rents for wastewater 
farms meant higher incomes for the landowners but relatively less net profit for 
lessees.  
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4.1.6.  Lower Cash Costs and Higher Value of Outputs910 

Ideally, the wastewater irrigated areas would have been compared with canal 
irrigated areas that had a similar cropping pattern. However, almost all wastewater 
farmers were growing vegetables that could not easily be grown by farmers who 
relied on canal water.  Only cauliflower was an important crop that was grown by all 
the wastewater farmers and three canal water farmers. While the first part of this 
section compares the overall costs and outputs for both sites, the second part 
compares various variables for the cauliflower alone. 

The wastewater farmers saved on the most important cash cost items, such as 
groundwater, fertilisers, and hired labour.  This made their total costs slightly lower 
than those of the canal-irrigated farms. However, the difference of the total cash 
costs was statistically insignificant (Annex 1). The major advantage of the 
wastewater farms was in the higher production, and despite perishability of 
vegetables and price cycles, their gross value of product remained significantly 
higher (p=0.07) than the canal farms. The gross margins (gross value of product 
minus gross cash costs) of wastewater farmers were also significantly higher than 
those of the canal-water farmers, because vegetables brought higher returns to 
wastewater farmers.  

While the land productivity of wastewater was significantly higher at the 
wastewater farms, the water productivity in the two cases was not significantly 
different. This might be due to the fact that the wastewater farmers had to over-
irrigate, especially during the rainy season, when they could not refuse water. This 
indicates opportunities for further water savings at the wastewater farms, which 
use almost 60 percent more water per unit of land as compared to the canal 
irrigators.  

The only comparable common crop for the canal and wastewater farms, 
the cauliflower,1011occupied major parts of the wastewater farms, but only three 
canal-irrigating farmers in the sample grew it during the year 2000. The reason 
for the smaller number of canal farmers opting for cauliflower was that they 
could not compete with the wastewater farmers in the market, who got higher 
yields, and were able to bring their crop to the market earlier and reaped the 
highest prices.  

A comparison of the cost of cauliflower production and the value of outputs is 
presented in Table 4. The machinery cost for cultivating cauliflower was higher in 
wastewater farms than in canal water area.  

 
9Family labour is treated as a domestic resource and no opportunity cost is assigned as the 

farmers regard this as an employment opportunity for unemployed family labour, which has no 
alternative use. 

10Although gourds are also the common crop sown on both locations, yet the growing and 
harvesting seasons differ for wastewater and canal water.  Due to the difference in seasons, these cannot 
be regarded as a comparable crop. 
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Table 4 

Comparison of Cost and Income from Cauliflower Crop 
         Heads   WW (n=20)   CW (n=3) 
Machinery Cost (Rs/ha.) 3354 2023 
Cost of Seed (Rs/ha.) 4028 2916 
Cost of Fertiliser (Rs/ha.) 2420 5008 
Cost of Pesticides (Rs/ha.) 4387 4139 
Cost of Irrigation Water(Rs/ha.) 231 235 
Irrigation Water Applied (mm.) 806 520 
Cost of Labour (Rs/ha.) 12649 11130 
Cost of Transportation (Rs/ha.) 861 735 
Miscellaneous Costs (Rs/ha.) 1809 1471 
Yield (kgs./ha.) 13170 9720 
Gross Income (Rs/ha.) 38109 29443 
Gross Costs  (Rs/ha.) 29740 27657 
Gross Margins (Rs/ha.) 8369 1786 
Land Productivity (kgs./ha.) 13170 9720 
Water Productivity (kgs./m.3) 16.3 18.7 
Note: The results could not be statistically compared because of the small number of canal farmers 

growing cauliflower in the sample. 
 

Canal water farmers spent almost twice as much as the wastewater farmers on 
fertilisers.  The costs of pesticides and irrigation were almost equal in both the sites.  

Wastewater farmers applied more irrigation water as compared to canal water 
farmers, who had fixed weekly turns and limited volumes. The same was true of 
chemical fertilisers. Despite having enough nutrients in the wastewater, farmers still 
applied artificial fertilisers to maximise output. The wastewater farmers obtained 35 
percent higher yield of cauliflower, and 370 percent higher gross margin per unit of 
land, as compared to those of the canal water farmers. However, the water 
productivity was not different.  
 
2.  Costs of Wastewater Irrigation to Farmers 
 
4.2.1.  More Intense Land Preparation and Agricultural Operations 

For most vegetables sown in the wastewater farms, farmers needed to prepare 
furrows and beds. On the other hand, the canal water farmers generally planted 
wheat and cotton using a drill. Likewise, the vegetables needed weeding, inter-
culture, and hoeing much more frequently. Similarly, picking vegetables was more 
labourious than harvesting wheat or sugarcane. This demanded additional machinery 
and labour inputs at the wastewater farms, because they planted more than 80 
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percent of area under vegetables. The average cost of agricultural operations per unit 
of land was much higher at the wastewater farms than that of the canal water farms 
(Annex 1), which was statistically significant. 
 
4.2.2.  Higher Costs of Pest Control 

Since the wastewater was nutrient-rich, the crops got excessive vegetative 
growth as well, which attracted insects and pests. To control these pests, wastewater 
farmers frequently used pesticides and insecticides. The data showed a statistically 
significant difference in costs on insecticides in the wastewater farms as compared to 
the canal water farms (Annex 1). 

 
4.2.3.  Limited Crop Choice and Price and Production Cycles 

The Haroonabad wastewater farmers had been irrigating their fields with 
wastewater for the past 35 years. By the study period, they had become much more 
experienced in the selection of crops suiting their soils, climate, and market 
conditions. The key informants stated that the wastewater farmers were unable to 
grow crops that were grown in canal-irrigated area. Wastewater farmers did not grow 
wheat and cotton, as these crops could not recover high land rent. Due to high 
nutrient content of wastewater, there was more vegetative growth affecting grain and 
boll formation, which reduced yields of wheat and cotton. They could not grow root 
crops and tubers because they had no clean water to wash these vegetables. Besides, 
some root crops like radish, carrot, and turnip became black due to chemicals 
depositions in the soil with continuous wastewater irrigation. Some crops showed 
more vegetative growth and fruit formation was affected.  Some other vegetables like 
bottle gourd, okra, and beans had higher insect attack. Such crops rather survived 
well in canal-irrigated areas. Farmers, therefore, were left with a limited number of 
crops to grow, such as spinach, chillies, pumpkins, round gourds, eggplants, onions, 
tomatoes, cauliflower, and fodder. The marketable surplus of individual farmers in 
small towns was too small to export these vegetables to large city markets. As a 
result, the farmers tended to sell vegetables in the local market, where demand was 
rather limited and inelastic. Lack of storage facilities required farmers to sell their 
produce as soon as it was harvested due to the perishable nature of vegetables grown. 
All farmers growing similar crops and marketing the produce during the same period 
in a rather small market led to excess supply in the market during peak seasons and 
affected prices, and therefore the returns to the farmers.  

In canal water area, wheat and cotton were the major crops. The government 
fixed the procurement prices of these crops before these crops were planted, so 
farmers had sufficient degree of surety that they could sell their produce at the 
procurement price. But in wastewater area prices were determined on the basis of 
daily supply and demand, and most of the produce brought to the market reaped 
relatively lower prices.  
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5.  WATER TRADE-OFFS AND POTENTIAL FOR  
BLUE WATER SAVING 

According to the prevalent rules for canal water allocation in the area, each 
1000 ha. of irrigated land was entitled to a canal discharge of 0.3 m.3/sec.  By this 
calculation, the 145 ha. under wastewater irrigation around Haroonabad were entitled 
to 0.04 m.3/sec of canal water discharge or some 1.3 million m.3 of water annually. 
However, due to water scarcity, only two-thirds of the allocated water was available 
to farmers located on the canal feeding this area.1112So the actual supply of water can 
be assumed to be 0.8 million cubic meters annually.  Using the net water productivity 
estimates of canal water from Annex 1, this water would be worth 29 million rupees. 
The wastewater farmers had released this water for other areas by using 0.22 million 
m.3 of gray water during the year 2000-2001, and still generated an additional net 
value of 6.8 million rupees.  Thus, each cubic meter of gray water used for irrigation 
not only released three to four times of the blue water for use elsewhere, it also 
generated an additional net monetary gain for the society as a whole, indicating an 
opportunity for additional private and social benefits.   

 
6.  CONCLUSIONS AND POLICY RECOMMENDATIONS 

The paper proves that wastewater is a valuable resource for irrigation, and its 
use is profitable for the farmers and the society.  The gray water farmers do better 
than the blue water farmers because (a) gray water is adequately and reliably 
available, and (b) it contains nutrients important to plant growth. However, 
wastewater is used rather inefficiently due to a number of physical, social, economic, 
and institutional constraints. There is a potential for increasing productivity of 
wastewater as well as its safe use by regulating its allocation and improving the 
mechanisms for conveyance and distribution, but the municipalities in Pakistan do 
not attend to these matters. 

A community approach to wastewater disposal, management, and use seems 
more appropriate. When the municipalities plan sewage schemes, as a policy, they 
should be required to interact with all the farmers located in the vicinity of disposal 
stations, discuss and form appropriate formal community organisations, who will 
find out possibilities of providing wastewater to as much area as possible. In this 
way, a shared conveyance network can be made available to as many farmers as 
possible for use of wastewater, by starting with a bottom-up approach to wastewater 
management rather than following a top-down approach of urban planning.1213Action 
 

11Mirza and Hassan (2000) showed that against an allocated discharge of 6 cubic meters per 
second,  the Hakra 4-R Distributary received an average daily discharge of 4 cubic meters per second 
during 1999-2000. 

12The researchers found in interactions with farmers around the wastewater disposal station that 
many farmers wanted to have access to wastewater and were willing to share some of the costs if given 
access, indicating potential willingness to pay.  
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research around the area has already proved that if appropriate social organisation 
methodologies are followed, farmers show eagerness to engage in a dialogue for 
water resource sharing [Hamid and Hassan (2001); Memon and Hassan (2000); 
Wahid and Hassan (2000)]. The returns to such efforts are higher than the costs 
involved [Hassan, et al. (1999)]. Users’ organisations share the natural resources 
more equitably under their own organisation than if controlled by the state [Hassan, 
et al. (2000)].  

Farmers’ contributions in cash and kind, advice on the route of the canal, and 
their local knowledge can be sought to minimise the financial and administrative 
costs of the projects. Involving users right from the start will also create a sense of 
ownership among farmers [Meinzen-Dick, et al. (1995)] and they will tend to protect 
the physical infrastructure, which usually falls into disrepair and decay if managed 
by the state. Besides, the municipalities can formulate the principles for water rights 
and water sharing in consultation with the prospective wastewater farmers. This will 
also give the municipalities the opportunities to recover parts of the operation and 
maintenance costs of the schemes, and attract possible investments, to carry out 
minimal pre-treatment of wastewater and promote sustainable use of wastewater for 
irrigation. Likewise, involving users right from the start in the wastewater 
management will provide opportunities for communities to be aware of the health 
hazards of wastewater use, management, and the crops grown with wastewater. 
Awareness campaigns would be easy to target, and enforcement of health and safety 
measures would also be easy. In the developing world, where institutions are usually 
weak or non-existent to enforce appropriate crop restrictions to minimise health risks 
to wastewater workers and consumers, a community approach to wastewater 
disposal, management, and use might provide those mechanisms. For example, the 
municipalities can sign service agreements with well-mobilised community 
organisations for the provision of wastewater to farmers’ organisations, whereby 
rights and responsibilities of both parties can be defined. Instead of dealing with 
hundreds of individual wastewater farmers, the municipalities would only deal with 
the farmers’ representative bodies, which in turn would impose crop restrictions (for 
example, growing fodder crops only to avoid health risks to consumers from 
vegetables). 

This study was carried out in a small town with brackish groundwater and a 
limited market for high-value crops. It would, therefore, be interesting to study 
wastewater productivity and costs and benefits in an environment where a large 
number of farmers has access to a limited amount of wastewater, and where the 
market for wastewater-irrigated produce is not as closed as is the case in 
Haroonabad. Since wastewater allocation and distribution is largely controlled by the 
farmers alone, without any formal involvement of any government agency, the 
wastewater distribution strategies and the social organisation around it in different 
settings would be interesting to compare. 
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Annexure 1 

Comparison of Inputs, Costs, and Value of Product on Wastewater 
and Canal Water Irrigated Farms 

         Description of Variable (Unit) 

Canal Water-
Irrigated Farms 

(n = 20) 

Wastewater-
Irrigated Farms 

(n = 20) 

t-value 

Average Cost of Land Preparation (Rs/ha.) 2897 4734 4.54** 
Average Cost of Seed (Rs/ha.) 2903 5409 3.44** 
Average Cost of Chemical Fertilisers (Rs/ha.) 5484 2621 5.19** 
Average Cost of Farm Yard Manure (Rs/ha.) 1626 0  
Average Cost of Insecticides (Rs/ha.) 5378 7458 2.57** 
Average Volume of Irrigation Applied (m.3/ha.) 942 1516 4.22** 
Average Annual Cost of Irrigation Water (Rs/ha.) 1141@ 200  
Average Annual Water Charges (Rs/ha.) 385 678  
Average Cost of Irrigation Water (Rs/ha.) 1526 878 2.24** 
Average Hired Labour Use (Mandays /ha.) 37 0  
Average Family Labour Use (Mandays/ha.) 86 221 6.51** 
Average Cost of Hired Labour (Rs/ha.) 2940 0  
Average Total Cash Costs of Inputs (Rs/ha.) 22754 20901 0.85 
Average Gross Value of Product (Rs/ha.) 57183 68118 1.89* 
Average Net Value of Product (Rs/ha.) 34429 47217 2.50** 
Gross Water Productivity (Rs/m.3) 61 45  
Net Water Productivity (Rs/m.3) 37 31  

Notes:  @average cost of pumped groundwater used to supplement canal water. 
 * Significant at 90 percent confidence level. 
 ** Significant at 95 percent confidence level. 
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