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Abstract 

The present study investigates the linear and nonlinear causal linkages between daily spot 

and futures prices for maturities of one, two, three and four months of West Texas 

Intermediate (WTI) crude oil. The data cover two periods October 1991-October 1999 

and November 1999-October 2007, with the latter being significantly more turbulent. 

Apart from the conventional linear Granger test we apply a new nonparametric test for 

nonlinear causality by Diks and Panchenko after controlling for cointegration. In addition 

to the traditional pairwise analysis, we test for causality while correcting for the effects of 

the other variables. To check if any of the observed causality is strictly nonlinear in 

nature, we also examine the nonlinear causal relationships of VECM filtered residuals. 

Finally, we investigate the hypothesis of nonlinear non-causality after controlling for 

conditional heteroskedasticity in the data using a GARCH-BEKK model. Whilst the 

linear causal relationships disappear after VECM cointegration filtering, nonlinear causal 

linkages in some cases persist even after GARCH filtering in both periods. This indicates 

that spot and futures returns may exhibit asymmetries and statistically significant higher-

order moments. Moreover, the results imply that if nonlinear effects are accounted for, 

neither market leads or lags the other consistently, videlicet the pattern of leads and lags 

changes over time.  
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1. Introduction 

The role of futures markets in providing an efficient price discovery mechanism 

has been an area of extensive empirical research. Several studies have dealt with the 

lead–lag relationships between spot and futures prices of commodities with the objective 

of investigating the issue of market efficiency. Garbade and Silber (1983) first presented 

a model to examine the price discovery role of futures prices and the effect of arbitrage 

on price changes in spot and futures markets of commodities. The Garbade-Silber model 

was applied to the feeder cattle market by Oellermann et al. (1989) and to the live hog 

commodity market by Schroeder and Goodwin (1991), while a similar study by 

Silvapulle and Moosa (1999) examined the oil market. Bopp and Sitzer (1987) tested the 

hypothesis that futures prices are good predictors of spot prices in the heating oil market, 

while Serletis and Banack (1990) and Chen and Lin (2004) tested for market efficiency 

using cointegration analysis. Crowder and Hamed (1993) and Sadorsky (2000) also used 

cointegration to test the simple efficiency hypothesis and the arbitrage condition for crude 

oil futures. Finally, Schwarz and Szakmary (1994) examined the price discovery process 

in the markets of crude and heating oil.  

In theory, since both futures and spot prices “reflect” the same aggregate value of 

the underlying asset and considering that instantaneous arbitrage is possible, futures 

should neither lead nor lag the spot price. However, the empirical evidence is diverse, 

although the majority of studies indicate that futures influence spot prices but not vice 

versa. The usual rationalization of this result is that the futures prices respond to new 

information more quickly than spot prices, due to lower transaction costs and flexibility 

of short selling. With reference to the oil market, if new information indicates that oil 
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prices are likely to rise, perhaps because of an OPEC decision to restrict production, or an 

imminent harsh winter, a speculator has the choice of either buying crude oil futures or 

spot. Whilst spot purchases require more initial outlay and may take longer to implement, 

futures transactions can be implemented immediately by speculators without an interest 

in the physical commodity per se and with little up-front cash. Moreover, hedgers who 

are interested for the physical commodity and have storage constraints will buy futures 

contracts. Therefore, both hedgers and speculators will react to the new information by 

preferring futures rather than spot transactions. Spot prices will react with a lag because 

spot transactions cannot be executed so quickly (Silvapulle and Moosa, 1999). 

Furthermore, the price discovery mechanism, as illustrated by Garbade and Silber (1983), 

supports the hypothesis that futures prices lead spot prices. Their study of seven 

commodity markets indicated that, although futures markets lead spot markets, the latter 

do not just echo the former. Futures trading can also facilitate the allocation of production 

and consumption over time, particularly by providing a market scheme in inventory 

holdings (Houthakker, 1992). In this case, if futures prices for late deliveries are above 

those for early ones, delay of consumption becomes attractive and changes in futures 

prices result in subsequent changes in spot prices. According to Newberry (1992) futures 

markets provide opportunities for market manipulation by the better informed or larger at 

the expense of other market participants. For example, it is profitable for the OPEC to 

intervene in the futures market to influence the production decisions of its competitors in 

the spot market. Finally, support for the hypothesis that causality runs from futures to 

spot prices can also be found in the model of determination of futures prices proposed by 

Moosa and Al-Loughani (1995). In their model the futures price is determined by 
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arbitrageurs whose demand depends on the difference between the arbitrage and actual 

futures price and by speculators whose demand for futures contracts depends on the 

difference between the expected spot and the actual futures price. The reference point in 

both cases is the futures price and not the spot price (Silvapulle and Moosa, 1999).  

There is also empirical evidence that spot prices lead futures prices. Specifically, 

in the study of Moosa (1996) a spot price change triggers action from all kinds of market 

participants and this subsequently changes the futures price. Initially, arbitrageurs will 

react to the violation of the cost-of-carry condition
1
 and then speculators will revise their 

expectation of the spot price and respond to the disparity between expected spot and 

futures price. Similarly, speculators who act upon the expected futures price will revise 

their expectation responding to the disparity between current and expected futures prices. 

Finally, in few studies causality is reported to be bi-directional. Kawaller et al. (1988) 

introduced the principle that both spot and futures prices are affected by their past history, 

as well as by current market information. They argue that potential lead - lag patterns 

dynamically change as new information arrives. At any time point each may lead the 

other, as market participants filter information relevant to their positions, which may be 

spot or futures. So far, the hypothesis that futures prices lead spot prices is stronger in 

terms of empirical evidence and more compelling. Thus, further empirical testing is 

required to infer on this issue with respect to the crude oil market. 

The recent empirical evidence on causality is invariably based on the Granger test 

(Granger, 1969). The conventional approach of testing for Granger causality is to assume 

                                                 
1
 The relationship between futures and spot prices can be summarized as Tyc

SeF
)( −= in terms of what is 

known as the cost-of-carry. In that, y is the convenience yield (market’s expectations of the future 

availability of the commodity), T is the period to maturity, and c the cost-of-carry which equals the storage 

cost plus the cost of financing a commodity minus the income earned on the commodity (Hull, 2000).  
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a parametric linear, time series model for the conditional mean. Although it requires the 

linearity assumption this approach is appealing, since the test reduces to determining 

whether the lags of one variable enter into the equation for another variable. Moreover, 

tests based on residuals will be sensitive only to causality in the conditional mean while 

covariables may influence the conditional distribution of the response in nonlinear ways. 

Baek and Brock (1992) noted that parametric linear Granger causality tests have low 

power against certain nonlinear alternatives. Recent work has revealed that nonlinear 

structure indeed exists in spot and futures returns. These nonlinearities are normally 

attributed to nonlinear transaction cost functions, the role of noise traders, and to market 

microstructure effects (Abhyankar, 1996; Chen and Lin, 2004; Silvapulle and Moosa, 

1999). In view of this, nonparametric techniques are appealing because they place direct 

emphasis on prediction without imposing a linear functional form. Various nonparametric 

causality tests have been proposed in the literature. The test by Hiemstra and Jones 

(1994), which is a modified version of the Baek and Brock (1992) test, is regarded as a 

test for a nonlinear dynamic relationship. The Hiemstra and Jones test relaxes Baek and 

Brock’s assumption that the time series to which the test is applied are mutually and 

individually independent and identically distributed. Instead, it allows each series to 

display weak (or short-term) temporal dependence. When applied to the residuals of 

vector autoregressions, the Hiemstra and Jones test can be used to determine whether 

nonlinear dynamic relations exist between variables by testing whether the past values 

influence present and future values. However, Diks and Panchenko (2005, 2006) 

demonstrate that the Hiemstra and Jones test can severely over-reject if the null 

hypothesis of non-causality is true i.e., the Hiemstra and Jones test has serious size 
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distortion problems. As an alternative Diks and Panchenko (2006) developed a new test 

statistic that overcomes these limitations.  

Empirically it is important to take into account the possible effects of 

cointegration on both linear and nonlinear Granger causality tests. Nonstationary 

variables are said to be cointegrated if a stationary linear combination exists (Engle and 

Granger, 1987). This linear combination is called the cointegrating equation and may be 

interpreted as a long-run equilibrium relationship among the variables. Controlling for 

cointegration is necessary because it affects the specification of the model used for 

causality testing. If the series are cointegrated, then causality testing should be based on a 

Vector Error Correction model (VECM) rather than an unrestricted VAR model 

(Johansen, 1988). When cointegration is not modelled, evidence may vary significantly 

towards detecting linear and nonlinear causality between the predictor variables. 

Specifically, the absence of cointegration could mean the violation of the necessary 

condition for the simple efficiency hypothesis, which implies that the futures price is not 

an unbiased predictor of the spot price at maturity. This implies an absence of a long-run 

relationship between spot and futures prices, as it was reported in works of Chowdhury 

(1991), Krehbiel and Adkins (1993), Crodwer and Hamed (1993. Alternatively, based on 

the cost-of-carry relationship, a failure to find cointegration may be attributed to the 

nonstationarity of the other components of this relationship such as the interest rate or the 

convenience yield (Moosa and Al-Loughani, 1995, and Moosa, 1996).  

The aim of the present study is to test for the existence of linear and nonlinear 

causal lead–lag relationships between spot and futures prices of West Texas Intermediate 

(WTI) crude oil, which is used as an indicator of world oil prices and is the underlying 
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commodity of New York Mercantile Exchange's (NYMEX) oil futures contracts. We 

apply a three-step empirical framework for examining dynamic relationships between 

spot and futures prices. First, we explore nonlinear and linear dynamic linkages applying 

the nonparametric Diks-Panchenko causality test, and after controlling for cointegration, 

a parametric linear Granger causality test. In the second step, after filtering the return 

series using the properly specified VAR or VECM model, the series of residuals are 

examined by the nonparametric Diks-Panchenko causality test. In addition to applying 

the usual bivariate VAR or VECM model to each pair of time series, we also consider 

residuals of a full five-variate model to account for the possible effect of the other 

variables. This step ensures that any remaining causality is strictly nonlinear in nature, as 

the VAR or VECM model has already purged the residuals of linear dependence. Finally, 

in the last step, we investigate the null hypothesis of nonlinear non-causality after 

controlling for conditional heteroskedasticity in the data using a GARCH-BEKK model, 

again both in a bivariate and in a five-variate representation. Our approach incorporates 

the entire variance-covariance structure of the spot and future prices interrelationship. 

The empirical methodology employed with the multivariate GARCH-BEKK model can 

not only help to understand the short-run movements, but also explicitly capture the 

volatility persistence mechanism. Improved knowledge of the direction and nature of 

causality and interdependence between the spot and futures markets, and consequently 

the degree of their integration, will expand the information set available to policymakers, 

international portfolio managers and multinational corporations for decision-making. 

The remainder of the paper is organized as follows. Section 2 briefly reviews the 

linear Granger causality framework and provides a description of the Diks-Panchenko 
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nonparametric test for nonlinear Granger causality. Section 3 describes the data used and 

Section 4 presents the results. Section 5 concludes with a summary and suggestions for 

future research. 

 

2. The Nonparametric Diks – Panchenko Causality Test 

Granger (1969) causality has turned out to be a useful notion for characterizing 

dependence relations between time series in economics and econometrics. Assume 

that{ }1;, ≥tYX tt
 are two scalar-valued strictly stationary time series. Intuitively{ }tX is a 

strictly Granger cause of { }tY if past and current values of X contain additional 

information on future values of Y  that is not contained only in the past and current 

tY values. Let tXF ,  and tYF ,  denote the information sets consisting of past observations of 

tX and 
tY up to and including time t, and let ‘~’ denote equivalence in distribution. Then 

{ }tX  is a Granger cause of { }tY  if, for 1≥k : 

( )( )tYtXktt FFYY ,,1 ,,..., ++ ( ) tXktt FYY ,1,..., ++        (1) 

In practice 1=k is used most often, in which case testing for Granger non-causality 

amounts to comparing the one-step-ahead conditional distribution of { }tY  with and 

without past and current observed values of { }tX . A conventional approach of testing for 

Granger causality among stationary time series is to assume a parametric, linear, time 

series model for the conditional mean ( )( )tYtXt FFYE ,,1 ,+ . Then, causality can be tested by 

comparing the residuals of a fitted autoregressive model of tY  with those obtained by 

regressing tY  on past values of both { }tX  and { }tY  (Granger, 1969). Now, assume delay 
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vectors ( )tt XX
X

X

t
,...,1+−=

ℓ

ℓ
X and ( )tt YY

Y

Y

t
,...,1+−=

ℓ

ℓ
Y , ( )1, ≥YX ℓℓ . In practice the null 

hypothesis that past observations of X

t

ℓ
X contain no additional information (beyond that 

in Y

t

ℓY ) about 1+tY  is tested, i.e.: 

( ) YYX

ttttt YYH
ℓℓℓ

YYX 110 ~;  : ++        (2) 

For a strictly stationary bivariate time series Eq. (2) comes down to a statement about the 

invariant distribution of the ( 1++ YX ℓℓ )-dimensional vector ( )tt ZX

t

X

t
,,

ℓℓ
YXW =  where 

1+= tt YZ . To keep the notation compact, and to bring about the fact that the null 

hypothesis is a statement about the invariant distribution of ( )tZX

t

X

t
,, ℓℓ YX  we drop the 

time index and also 1== YX ℓℓ is assumed. Hence, under the null, the conditional 

distribution of Z given (X, Y) = (x, y) is the same as that of Z given Y = y. Further, Eq. (2) 

can be restated in terms of ratios of joint distributions. Specifically, the joint probability 

density function ),,(,, zyxf ZYX  and its marginals must satisfy the following relationship: 

)(

),(

)(

),(

)(

),,( ,,,,

yf

zyf

yf

yxf

yf

zyxf

Y

ZY

Y

YX

Y

ZYX
⋅=         (3) 

This explicitly states that X and Z are independent conditionally on Y = y for each fixed 

value of y. Diks and Panchenko (2006) show that this reformulated H0 implies:  

[ ] 0),(),()(),,( ,,,, =−≡ ZYfYXfYfZYXfEq ZYYXYZYX        (4) 

Let )(ˆ
iW Wf  denote a local density estimator of a dW - variate random vector W at Wi 

defined by ∑ ≠

−− −=
ijj

W

ij

d

niW InWf W

,

1)1()2()(ˆ ε where ( )nji

W

ij WWII ε<−=  with )(⋅I the 

indicator function and nε  the bandwidth, depending on the sample size n. Given this 

estimator, the test statistic is a scaled sample version of q in Eq. (4): 
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)),(ˆ),(ˆ)(ˆ),,(ˆ(
)2(

1
)( ,,,, iiY

i

iiYXiYiiiYZXnn ZYfYXfYfYZXf
nn

n
T Ζ∑ −⋅

−

−
=ε      (5) 

For 1== YX ℓℓ , if 







<<>= −

3

1

4

1
,0  βCCnn

βε then Diks and Panchenko (2006) prove 

under strong mixing that the test statistic in Eq. (5) satisfies: 

( )
)1,0(

)(
N

S

qT
n

D

n

nn →
−ε

       (6) 

where 
D

→  denotes convergence in distribution and Sn is an estimator of the asymptotic 

variance of )(⋅nT  (Diks and Panchenko, 2006). 

 

3. Data and preliminary analysis 

The data consist of time series of daily spot and futures prices for maturities of 

one, two, three and four months of West Texas Intermediate (WTI), also known as Texas 

Light Sweet, which is a type of crude oil used as a benchmark in oil pricing and the 

underlying commodity of New York Mercantile Exchange's (NYMEX) oil futures 

contracts. The NYMEX futures price for crude oil represents, on a per-barrel basis, the 

market-determined value of a futures contract to either buy or sell 1,000 barrels of WTI at 

a specified time. The NYMEX market provides important price information to buyers 

and sellers of crude oil around the world, although relatively few NYMEX crude oil 

contracts are actually executed for physical delivery.  

The data cover two equally sampled periods, namely PI which spans October 21, 

1991 to October 29, 1999 (2061 observations) and PII November 1, 1999 to October 30, 

2007 (2061 observations). The segmentation of the sample corresponds roughly to the 

reduction in OPEC spare capacity (defined as the difference between sustainable capacity 
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and current OPEC crude oil production) and to the increase in the United States’ gasoline 

consumption and imports, both of which occurred after 1999. The effect of these events 

on price dynamics is evident and it can be summarized in the accelerated rise of the 

average level of oil prices and in the increased volatility. Additionally, in PII markets 

witnessed more occasional spikes in crude prices. Figure 1 displays the spot and future 

price and returns time series. The following notation is used: “WTI Spot” is the spot price 

and “WTI F1”, “WTI F2”, “WTI F3” and “WTI F4” are the futures prices for maturities 

of one, two, three and four months respectively. Descriptive statistics for WTI spot and 

futures log-daily returns are reported in Table 1. Specifically, the returns are defined as 

)ln()ln( 1−−= ttt PPr , where Pt is the closing price on day t. The differences between the 

two periods are quite evident in Table 1 where a significant increase in variance can be 

observed as well as a higher dispersion of the returns distribution in Period II reflected in 

the lower kurtosis. Additionally, Period II witnessed many occasional negative spikes as 

it can be also inferred from the skewness. The results from testing nonstationarity are 

presented in Table 2.  

[ Insert Table 1 here ] 

 [ Insert Figure 1 here ] 

[ Insert Table 2 here ] 

Specifically, Table 2 reports the Augmented Dickey-Fuller (ADF) test for the logarithmic 

levels and log-daily returns. The lag lengths which are consistently zero in all cases were 

selected using the Schwartz Information Criterion (SIC). All the variables appear to be 

nonstationary in log-levels and stationary in log-returns based on the reported p-values. 

Table 1 also reports the correlation matrix at lag 0 (contemporaneous correlation) for 
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both periods. Significant sample cross-correlations are noted for spot and futures returns 

indicating a high interrelationship between the two markets. However, since linear 

correlations cannot be expected to fully capture the long-term dynamic linkages in a 

reliable way, these results should be interpreted with caution. Consequently, what is 

needed is a long-term causality analysis.  

 

4. Empirical results 

The empirical methodology comprises three steps. In the first pre-filtering step, 

we explore the linear and nonlinear dynamic linkages applying a Granger causality test 

based on a VECM specification on the log-price levels and the nonparametric Diks-

Panchenko test on the log-differenced time series of the spot and futures prices. Then, we 

implement both pairwise and five-variate VECM filtering on the log-price series, and the 

residuals are examined by the Diks-Panchenko test. Finally, we investigate the hypothesis 

of nonlinear Granger non-causality after controlling for conditional heteroskedasticity 

using a GARCH-BEKK filter, again in a bivariate and a five-variate representation. 

Additionally, in the last two steps we consistently apply a linear Granger causality test on 

the “whitened” residuals via a VAR specification (i.e., no cointegration detected on the 

residuals) in order to investigate whether any remaining causality is strictly nonlinear in 

nature or not.  

The results are reported in the corresponding panels of Tables 3 and 4. In order to 

overcome the difficulty of presenting large tables with numbers we use the following 

simplifying notation: “ ** ” indicating that the corresponding p-value of a particular 
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causality test is smaller than 1% and “ * ” that the corresponding p-value of a test is in the 

range 1-5%; Directional causalities will be denoted by the functional representation →.  

 

4.1 Causality testing on raw data 

The linear Granger causality test is usually constructed in the context of a 

reduced-form vector autoregression (VAR). Let tY the vector of endogenous variables 

and ℓ  number of lags. Then the VAR( ℓ ) model is given as follows: 

t

s

stst εYAY +=∑
=

−

ℓ

1

      (7) 

where [ ]ttt YY
ℓ

,...,1=Y  the 1×ℓ vector of endogenous variables, sA the ℓℓ× parameter 

matrices and tε the residual vector, for which  
      

   
)(  , )( '









≠

=
==

st

st
EE stt

0

Σ
εε0ε

ε
. 

Specifically, in case of two stationary time series { }tX  and { }tY  the bivariate VAR model 

is given by: 

Nt
YDXCY

YBXAX

tYttt

tXttt
,...,2,1       

)()(

)()(

,

,
=

++=

++=

ε

ε

ℓℓ

ℓℓ
     (8) 

where )(),(),( ℓℓℓ CBA and )(ℓD are all polynomials in the lag operator with all roots 

outside the unit circle. The error terms are separate i.i.d. processes with zero mean and 

constant variance. The test whether Y strictly Granger causes X is simply a test of the 

joint restriction that all the coefficients of the lag polynomial )(ℓB  are zero, whilst 

similarly, a test of whether X strictly Granger causes Y is a test regarding )(ℓC . In each 

case, the null hypothesis of no Granger causality is rejected if the exclusion restriction is 

rejected. If both joint tests for significance show that )(ℓB and )(ℓC are different from 
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zero, the series are bi-causally related. However, in order to explore effects of possible 

cointegration, a VAR in error correction form (Vector Error Correction Model-VECM) is 

estimated using the methodology developed by Engle and Granger (1987) and expanded 

by Johansen (1988) and Johansen and Juselius (1990). The bi-variate VECM model has 

the following form: 

 

[ ]

[ ]
Nt

YDXC
X

Y
pY

YBXA
X

Y
pX

tYtt

t

t

t

tXtt

t

t

t

,...,2,1       

)()(1

)()(1

,

1

1

2

,

1

1

1

=

+∆+∆+

















⋅−−=∆

+∆+∆+

















⋅−−=∆

∆

−

−

∆

−

−

ελ

ελ

ℓℓ

ℓℓ

            (9) 

where tX∆ , tY∆ the first differences of X and Y, [ ]λ−1 the cointegration vector and λ the 

cointegration coefficient. Thus, in case of cointegrated time series, linear Granger 

causality should be investigated via the VECM specification.  

For the pairwise implementation the linear causality testing was carried out using 

the Granger’s test based on a VECM model of the log-prices because all series were 

found to be cointegrated. The lag lengths of the VECM specification were set using the 

Wald exclusion criterion and for each pair in PI are (in parenthesis): WTI Spot - WTI F1 

(3), WTI Spot - WTI F2 (7), WTI Spot - WTI F3 (3) and WTI Spot - WTI F4 (3). 

Similarly, in period PII: WTI Spot - WTI F1 (3), WTI Spot - WTI F2 (6), WTI Spot - 

WTI F3 (6) and WTI Spot - WTI F4 (4). In addition, in PI for all pairs the Johansen test 

identified two (2) cointegrating vectors using the trace statistic and in PII one (1) 

cointegrating vector. In case of the five-variate implementation cointegration was also 

detected and in particular in PI the Johansen test identified five (5) cointegrating vectors 

while in PII three (3). The number of lags for the 5x5 system in PI was eleven (11) and in 

PII nine (9).  
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For the Diks-Panchenko test, in what follows we discuss results for lags 

1== YX ℓℓ . Moreover, the test was applied directly on log-returns. To implement the 

test, the constant C for the bandwidth 
nε  was set at 7.5, which is close to the value 8.0 

for ARCH processes suggested by Diks and Panchenko (2006). With the theoretical 

optimal rate 
7

2=β  given by Diks and Panchenko (2006), this implies a bandwidth 

value of approximately one times the standard deviation of the time series for both PI and 

PII. Selecting bandwidth values smaller (larger) than one times the standard deviation 

resulted, in general, in larger (smaller) p-values.  

The results presented in Tables 3 and 4 allow for the following remarks: In the 

pairwise implementation of the linear Granger tests (VECM), strong bi-directional 

Granger causality between spot and futures prices was detected in both periods with 

small differences regarding the degree of statistical significance. An exception could be 

that WTI Spot and WTI F4 present only unidirectional linear relationship WTI 

Spot→WTI F4. On the contrary, the linear causality for the five-variate implementation 

appears to be uni-directional, mainly in the more volatile and trending period PII and 

from spot to futures prices regardless of maturity, providing evidence that spot tend to 

lead futures prices. This indicates that spot prices can be useful in the prediction of 

futures prices under a 5x5 VECM formulation, i.e., accounting for the contributions of all 

maturities in the causality detection. Further, there is a causal relationship in PI of WTI 

Spot→WTI F1, WTI F3→WTI Spot and WTI F4→WTI Spot. The nonlinear causality 

test revealed a bi-directional nonlinear relationship in PI, whereas in PII only uni-

directional causality was detected from Spot to WTI F1, WTI F2 and WTI F3 returns, 

excluding WTI F4.  
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[ Insert Table 3 here ] 

[ Insert Table 4 here ] 

4.2 Causality testing on VECM-filtered residuals 

The results from the previous step suggest that there are significant and persistent 

linear and nonlinear causal linkages between the spot and futures prices. However, even 

though we found nonlinear causality, the Diks-Panchenko test should be reapplied to the 

filtered VECM-residuals to ensure that any causality found is strictly nonlinear in nature. 

The number of lags and the number of cointegrating vectors identified for the VECM 

specification were reported in the previous section. Moreover, a linear Granger test is 

applied to the filtered residuals to conclude on a remaining linear structure even after 

filtering. The causality on the filtered residuals was investigated with a VAR 

specification (the null of no cointegration was not rejected) and the lags were determined 

using the Schwartz Information Criterion (SIC).  

The pairwise implementation of the Granger tests after VECM filtering shows 

that the linear causal relationships detected on the raw returns have now disappeared. In 

fact none of the previously mentioned causalities appear or any other new ones have 

emerged after linear filtering. Similarly, no causal relationship could be detected after 

five-variate filtering. The application of the nonlinear test on the VECM residuals, both 

in the bivariate and five-variate implementation, points towards the preservation of the 

bi-directional causality reported in PI on the raw log-returns. In PII the nonlinear causal 

relationships WTI Spot→WTI F2, WTI Spot→WTI F3 have vanished, while WTI 

Spot→WTI F1 remains, albeit statistically less significant. Interestingly, in the same 
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period, a uni-directional causality from futures to spot returns has now emerged for all 

maturities.   

The nature and source of the detected nonlinearities are different from that of the 

linear Granger causality and may also imply a temporary, or long-term, causal 

relationship between the spot and futures markets. For instance, excess volatility in PII 

might have induced nonlinear causality. The nature of the volatility transmission 

mechanism can be investigated after controlling for conditional heteroskedasticity using a 

GARCH-BEKK model, in a bi-variate and five-variate representation.  

 

4.3 Causality testing on GARCH-BEKK filtered VECM-residuals 

The use of the Diks-Panchenko test on filtered data with a multivariate GARCH 

model enables one to determine whether the posited model is sufficient to describe the 

relationship among the series. If the statistical evidence of nonlinear Granger causality 

lies in the conditional variances and covariances then it would be strongly reduced when 

the appropriate multivariate GARCH model is fitted to the raw or linearly filtered data. 

However, failure to accept the no-causality null hypothesis may also constitute evidence 

that the selected multivariate GARCH model was incorrectly specified. This line of 

analysis is similar to the use of the univariate BDS test on raw data and on GARCH 

models (Brock et al., 1996; Brooks, 1996; Hsieh, 1989). Many GARCH models can be 

used for this purpose. In the present study the GARCH-BEKK model of Engle and 

Kroner (1995) is used. The BEKK (p,q) model is defined as: 

∑∑
=

−
=

−−
′+′′+′=

p

j

q

j

t

11

jkjtjkjkjtjtjk GHGAεεACCH   ,   t

1/2

tt vHε =          (10) 
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where jkAC,  and jkG are (NxN) matrices and C  is upper triangular. 
tH is the 

conditional covariance matrix of { }tε  with )(~| 1 tH0,−Φ ttε and 1−Φ t the information set 

at time t − 1. The residuals are obtained by the whitening matrix transformation t

1/2
εH . 

Gourieroux (1997) gives sufficient conditions for tA  and tG  in order to guarantee that 

tH  is positive definite.  

Tables 3 and 4 show results before and after GARCH-BEKK (1,1) filtering. The 

order parameters were determined for the time series in terms of the minimal SIC. The 

linear Granger causality interdependencies remain absent, exactly as after VECM 

filtering in both periods and for both representations i.e., bivariate and five-variate. After 

the nonlinear causality testing in some cases the statistical significance is weaker after 

filtering, particularly in the five-variate GARCH-BEKK implementation. These 

differences in statistical significance indicate that the nonlinear causality is partially due 

to simple volatility effects. However, this is not indicative of a general conclusion. 

Instead, significant nonlinear interdependencies remain after the bi-variate and five-

variate GARCH-BEKK filtering, revealing that volatility effects and spillovers are 

probably not the only ones inducing nonlinear causality. This of course does not apply to 

all the pairs of spot and futures returns but some main results can be drawn for specific 

relationships. These are also depicted graphically in Figure 2 where strong causality (“**”) 

is denoted by a “double arrow”.  

In particular, the pairwise nonlinear causality reveals the bi-directional linkages 

WTI Spot↔WTI F1, WTI Spot↔WTI F3 and WTI Spot↔WTI F4 in PI, and WTI 

Spot→WTI F1 in PII. In fact, these relationships remain roughly unchanged from the 

previous VECM filtering stage. Yet, there are two significant changes; the bi-directional 
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causality WTI Spot↔WTI F2 in PI is reduced to a weakened WTI Spot→WTI F2 

linkage, and most importantly in PII the uni-directional causality from futures to spot for 

all maturities, has now vanished. Thus, there is strong evidence that the latter nonlinear 

causal relationship can be attributed to second moment effects. 

Now, incorporating the “contribution” of all variables in a five-variate GARCH-

BEKK framework, the whitened residuals present different causal relationships than 

before. Specifically, in PI the bi-directional linkages WTI Spot↔WTI F1, WTI 

Spot↔WTI F3 and WTI Spot↔WTI F4 are reduced to uni-directional and the WTI 

Spot→WTI F2 has disappeared. It seems that the nonlinear causality from futures to spot 

returns which persisted even after the five-variate VECM filtering was induced by 

conditional heteroskedasticity and thus a five-variate and not a bi-variate GARCH-BEKK 

filtering of the VECM-residuals is better at “capturing” the volatility transmission 

mechanism. Instead, in PII the uni-directional linkages WTI F1→WTI Spot and WTI 

F4→WTI Spot were not entirely removed as in the bi-variate GARCH-BEKK filtering of 

the VECM-residuals. Eventually, in all results, third or higher-order causality may be a 

significant factor of the remaining interdependence. 

 

5. Conclusions 

In the present paper we investigated the existence of linear and nonlinear causal 

relationships between the daily spot and futures prices for maturities of one, two, three 

and four months of West Texas Intermediate (WTI), which is the underlying commodity 

of New York Mercantile Exchange's (NYMEX) oil futures contracts. The data covered 

two separate periods, namely PI: 10/21/1991-10/29/1999 and PII: 11/1/1999-10/30/2007, 
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with the latter being significantly more turbulent. The study contributed to the literature 

on the lead–lag relationships between the spot and futures markets in several ways. In 

particular, it was shown that the pairwise VECM modeling suggested a strong bi-

directional Granger causality between spot and futures prices in both periods, whereas the 

five-variate implementation resulted in a uni-directional causal linkage from spot to 

futures prices only in PII. This empirical evidence appears to be in contrast to the results 

of Silvapulle and Moosa (1999) on the futures to spot prices uni-directional relationship. 

Additionally, whilst the linear causal relationships have disappeared after the 

cointegration filtering, nonlinear causal linkages in some cases were revealed and more 

importantly persisted even after multivariate GARCH filtering during both periods. 

Interestingly, it was shown that the five-variate implementation of the GARCH-BEKK 

filtering, as opposed to the bi-variate, captured the volatility transmission mechanism 

more effectively and removed the nonlinear causality due to second moment spillover 

effects. Moreover, the results imply that if nonlinear effects are accounted for, neither 

market leads or lags the other consistently, or in other words the pattern of leads and lags 

changes over time. Given that causality can vary from one direction to the other at any 

point in time, a finding of bi-directional causality over the sample period may be taken to 

imply a changing pattern of leads and lags over time, providing support to the Kawaller et 

al. (1988) hypothesis. Hence it can be safely concluded that, although in theory the 

futures market play a bigger role in the price discovery process, the spot market also 

plays an important role in this respect. These conclusions, apart from offering a much 

better understanding of the dynamic linear and nonlinear relationships underlying the 

crude oil spot and futures markets, may have important implications for market efficiency. 
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For instance, they may be useful in future research to quantify the process of market 

integration or may influence the greater predictability of these markets.  

An interesting subject for future research is the nature and source of the nonlinear 

causal linkages. As presented, volatility effects may partly account for nonlinear causality. 

The GARCH-BEKK model partially captured the nonlinearity in daily spot and future 

returns, but only in some cases. An explanation could be that spot and futures returns 

may exhibit statistically significant higher-order moments. A similar result was reported 

by Scheinkman and LeBaron, (1989) for stock returns. Alternatively, parameterized 

asymmetric multivariate GARCH models could be employed in order to accommodate 

the asymmetric impact of unconditional shocks on the conditional variances.  
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Figure 1: WTI price and return time series in PI:10/21/1991–10/29/1999 and 

PII:11/1/1999 – 10/30/2007 
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Figure 2: Diagrammatical representation of directional causalities on GARCH-BEKK  

                  filtered VECM residuals (Diks-Panchenko test) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Notation:                      denote unidirectional and bi-directional causality corresponding to 5% ≤  p-value < 1% 

                                      denote unidirectional and bi-directional causality corresponding to p-value ≤  1% 
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Table 1: Descriptive Statistics 

 

Period I (10/21/1991–10/29/1999) 
 WTI Spot WTI F1 WTI F2 WTI F3 WTI F4 

Mean -0.00004 -0.00005 -0.00005 -0.00004 -0.00004 

Standard Deviation 0.02060 0.01975 0.01702 0.01542 0.01432 

Sample Variance 0.00042 0.00039 0.00029 0.00024 0.00021 

Kurtosis 6.14 4.47 4.72 4.29 4.51 

Skewness -0.01979 0.17027 0.16022 0.09616 0.10314 

Correlation Matrix 

 WTI Spot WTI F1 WTI F2 WTI F3 WTI F4 

WTI Spot 1     

WTI F1 0.848 1    

WTI F2 0.835 0.955 1   

WTI F3 0.824 0.936 0.993 1  

WTI F4 0.813 0.917 0.983 0.996 1 

 

 

Period II (11/1/1999 – 10/30/2007) 
 WTI Spot WTI F1 WTI F2 WTI F3 WTI F4 

Mean 0.00069 0.00069 0.00069 0.00068 0.00069 

Standard Deviation 0.02388 0.02276 0.02083 0.01945 0.01879 

Sample Variance 0.00057 0.00052 0.00043 0.00038 0.00035 

Kurtosis 4.04 3.08 2.65 1.86 3.05 

Skewness -0.58017 -0.56054 -0.44623 -0.35836 -0.44760 

Correlation Matrix 

 WTI Spot WTI F1 WTI F2 WTI F3 WTI F4 

WTI Spot 1     

WTI F1 0.871 1    

WTI F2 0.859 0.970 1   

WTI F3 0.849 0.957 0.994 1  

WTI F4 0.828 0.932 0.973 0.983 1 
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Table 2: Unit root tests 

 

Variables ADF-statistic (PI) ADF-statistic (PII) 

WTI Spot (0) 0.039 0.943 

r WTI Spot  (0) 0.000 ** 0.000** 

WTI F1(0) 0.044 0.967 

r WTI F1 (0) 0.000** 0.000** 

WTI F2 0) 0.070 0.974 

r WTI F2 (0) 0.000** 0.000** 

WTI F3 0) 0.085 0.978 

r WTI F3 (0) 0.000** 0.000** 

WTI F4 0) 0.089 0.979 

r WTI F4 (0) 0.000** 0.000** 

 
All variables are in logarithms and reported numbers for the augmented Dickey–Fuller test are p-values. The number of 

lags in parenthesis is selected using the SIC. (**) denotes p-value corresponding to 99% confidence level.  

PI: 10/21/1991–10/29/1999; PII: 11/1/1999 – 10/30/2007 
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