Lead isotope analysis of melt inclusions by LA-MC-ICP-MS†
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Pb isotope compositions of melt inclusions provide unique information about the composition of primary magmas and their source. In this study, we have developed a method for measuring Pb isotopes in small olivine-hosted melt inclusions (>40 μm) from young and old volcanoes by LA-MC-ICP-MS. We used a new interface cone assemblage consisting of a Jet sample cone and X skimmer cone. A small flow of N₂ gas was added to the carrier gas and passed through the assemblage to enhance the signal intensity. In addition the energy and repetition rate of the laser conditions were reduced and the signal integration time was shortened in order to lengthen the laser ablation time and to collect enough data. Mass bias and instrument drift were corrected using a standard–sample–standard bracketing method. The analysis routine employed eight ion counters to receive 238U, 235U, 232Th, 208Pb, 207Pb, 206Pb, 204Pb and 202Hg signals simultaneously, which allowed Hg interference to be corrected on 204Pb, and in old samples U–Th decay to be age-corrected. Using the Jet and X cones, under the same laser ablation conditions, the precisions for almost all the measured standard glasses are improved by at least a factor of two compared to using standard cones. At 208Pb signal intensity >200 000 cps, external precisions of ratios involving 204Pb are better than 1.3% (2RSD) and precisions of 208Pb/206Pb and 207Pb/206Pb are better than 0.23% (2RSD). The results of Pb isotopes in olivine-hosted melt inclusions, using 45 μm laser spots, show that the internal precisions of 208Pb/206Pb and 207Pb/206Pb for most analyzed melt inclusions are better than 0.2% (2RSE) and for ratios involving 204Pb are better than 0.8% (2RSE). We are able to present the first ever Pb isotope data from ~260 Ma Emeishan flood basalt olivine-hosted melt inclusions. They show the importance to do age correction which results in the reduction of the spread of data in old samples. The mean values of age-corrected 208Pb/206Pb and 207Pb/206Pb have 1.2% and 2.8% deviations from the uncorrected mean values, respectively. The method developed here provides a fast, precise and accurate in situ Pb isotopic composition analysis, applicable not only to melt inclusions from young basalts, but also from old samples that require correction for U–Th decay.

Introduction

Melt inclusions are small parcels of melt trapped in crystals during magma evolution.1–3 Compared to the whole rock, melt inclusions provide several advantages: (1) if last equilibrated at higher pressures than those of eruption, melt inclusions can retain volatiles (H, C, Cl, S, F) and may provide the easiest way to measure these elements; (2) melt inclusions may represent primitive melts trapped in the early stages of magma evolution, and they may also preserve a wider diversity of melt compositions than are represented by the bulk host rocks; (3) in altered rocks, melt inclusions within resistant phenocryst phases may be protected from alteration, providing a useful method for producing less potentially ambiguous results to determine the composition of magmas in these whole rocks.4 The Pb isotope composition of melt inclusions can provide important information on the origin of mafic lavas.3,5,6 So far, the Pb composition measurement of melt inclusions has been mainly performed using Secondary Ion Mass Spectrometry (SIMS).3,5–9 However, this approach is hampered by very high instrument cost (thus SIMS is not as widespread as LA-ICP-MS), limited analytical machine time for users, and high analysis cost. In recent years, laser ablation multiple-collector inductively coupled plasma mass spectrometry (LA-MC-ICP-MS) has become a powerful alternative method, as it can conduct in situ isotope analyses rapidly and at lower cost than SIMS. Because of these advantages, this technology has quickly been adopted for
in situ Pb-isotope analysis. For example, Paul et al.\textsuperscript{16} using a 93 \( \mu \)m laser spot analyzed the Pb isotopic composition of glass standards. Kent\textsuperscript{21} made a comparison between the Faraday cup and ion counting systems for Pb-isotope analysis and argued that the precision is strongly dependent on ion intensities. Souders and Sylvester\textsuperscript{22} using a 40–99 \( \mu \)m laser spot analyzed several glass standards with different Pb contents. Though analysis data from these studies have a good precision and accuracy, such large spot sizes or high repetition rates and strong laser energy (e.g. 93 \( \mu \)m, 6 Hz, 5 J cm\(^{-2}\)) reported by Paul et al.;\textsuperscript{16,17} and 40–99 \( \mu \)m, 10 Hz, 5 J cm\(^{-2}\) reported by Souders and Sylvester\textsuperscript{22}) are difficult to apply to most melt inclusions because the inclusions will be fully penetrated in only a few seconds. Most melt inclusions are small and cannot be analyzed using a large laser spot (i.e., >80 \( \mu \)m). In order to analyze Pb isotopes by LA-MC-ICP-MS in melt inclusions, the laser spot size, repetition rate and energy must be carefully adjusted to maximize the laser ablation time in order to obtain data of high precision. In this study, we have developed an analytical protocol for in situ measurements of Pb isotopes in relatively small (diameter > 40 \( \mu \)m) geological samples by LA-MC-ICP-MS. Using this protocol we undertook in situ analysis of Pb isotopes in several glass standards with different Pb contents (1.7–16 \( \mu \)g g\(^{-1}\)). In addition, we present Pb isotopic compositions of olivine-hosted melt inclusions from Cenozoic Hainan Island basalts erupted between \( \sim \)17 Ma and \( \sim \)0.1 Ma ago and end-Pernian Emeishan flood basalts erupted \( \sim \)260 Ma ago.

**Instruments**

All analyses were performed using a Thermo Fisher Scientific Neptune Plus MC-ICPMS at the Guangzhou Institute of Geochemistry, Chinese Academy of Sciences. This machine is a double focusing multi-collector ICP-MS and has the capability of high mass resolution measurements in multiple collector mode. It is equipped with eight variable position Faraday cups and one fixed central Faraday cup, and eight ion counters (three of them are secondary electron multipliers and the others are compact discrete dynamic multipliers). This collector system can analyze isotopic ratios with a relative mass range of 17\%, allowing simultaneous acquisition of ion signals ranging from mass \( \text{202}\text{Hg} \) to \( \text{238}\text{U} \). This machine is also equipped with a newly designed large dry interface pump (100 m\(^3\) h\(^{-1}\) pumping speed), which results in an increase in sensitivity. In addition, the newly designed interface cone assemblage consisting of a Jet sample cone and X skimmer cone (from Thermo Scientific) also significantly improves the instrument sensitivity. This machine can work in static mode or peak jump mode, in our experiment, however only the static mode was used.

The laser ablation system, Resonetics RESOlution M-50, includes: (1) a 193 nm Lambda Physik ComPex Pro 110 ArF excimer laser with a pulse width of ca. 20 ns; (2) a sample ablation stage that can hold four mounts at the same time; and (3) a high precision computer controlled sample positioning system. The laser spot size can vary from 5 to 380 \( \mu \)m, the repetition rate from 1 to 20 Hz and the energy from 80 mJ to 180 mJ. In order to weaken the laser energy, 25% and 50% energy attenuators are installed on the laser path which can change the laser energy density from \( \sim \)2 J cm\(^{-2}\) to 18 J cm\(^{-2}\). This allows samples with different sizes and different abundances of elements of interest to be measured. A “squid” smoothing device on the gas line to the ICP gives a smooth signal. The system can wash out 99% of the signal in less than 1.5 seconds due to its innovative sample cell design. Helium is used as the carrier gas to enhance transport efficiency and minimize deposition of ablated material.\textsuperscript{14,16} A small amount of N\(_2\) is added to the sample gas using a Y-shape connector to enhance the sample signal.

**Samples**

**Glass standards**

The standard glasses used in this study include: two NIST reference glasses, NIST 612 (38.6 \( \mu \)g g\(^{-1}\) Pb)\textsuperscript{17} and NIST 614 (2.32 \( \mu \)g g\(^{-1}\) Pb);\textsuperscript{17} two GSJ reference glasses, JB-1 (3.5 \( \mu \)g g\(^{-1}\) Pb)\textsuperscript{17} and JB-2 (<1 \( \mu \)g g\(^{-1}\) Pb);\textsuperscript{18} and three USGS reference glasses, BHVO-2G (1.7 \( \mu \)g g\(^{-1}\) Pb),\textsuperscript{17} NKT-1G (3.01 \( \mu \)g g\(^{-1}\) Pb)\textsuperscript{19} and TB-1G (16 \( \mu \)g g\(^{-1}\) Pb).\textsuperscript{20} JB-1, JB-2, BHVO-2G and TB-1G are made from basalt powders and NKT-1G is made from peralkaline basalt powder, whereas NIST 612 and NIST 614 are synthetic standards.\textsuperscript{21,22} Table 1 shows the major element composition of these standard glasses. Small chips of each selected standard glass were mounted in one-inch diameter epoxy resin mounts. The mounts were polished to an even sample surface using diamond abrasive. To eliminate any potential surface contamination of the samples, each mount was cleaned in an ultrasonic bath with \( \sim \)2% depurated nitric acid three times and rinsed with double-distilled Milli-Q water, and then the mount was dried with a nitrogen jet.

**Melt inclusions**

We handpicked olivine grains from crushed and sieved samples. To determine the Pb composition of melt inclusions, it is preferable to analyze a homogeneous glass rather than a mixture of various crystalline phases and residual glass.\textsuperscript{3,4,23} In order to reduce the “matrix effect” between melt inclusions and glassy standards, prior to in situ Pb isotope analysis, the melt inclusions containing mixtures of crystals and glass require reheating and quenching in order to rehomogenize them as entirely glassy inclusions.\textsuperscript{3,23} We reheated olivine grains and homogenized melt inclusions using 1 atm furnaces at 1250 degree centigrade for 10 min in QFM-buffer condition, and then quenched and polished them until the melt inclusions were exposed at the surface. All sample preparation was performed at the melt inclusion laboratory in the State Key Laboratory of Isotope Geochemistry, Guangzhou Institute of Geochemistry, Chinese Academy of Sciences (GIG-CAS). The preparation procedure of melt inclusions is described in detail by Ren et al.\textsuperscript{24}

Statistics of nearly 1500 olivine-hosted melt inclusions from basalt-picrites from Hawaii (508), Hannuoba (North China craton, 343), Emeishan (296) and Hainan (301) show that about 42\% of these melt inclusions have a diameter larger than 40 \( \mu \)m (short dimensions). Only 9.5\% of these melt inclusions have a
Table 1  The chemical compositions of the standard glasses used in this study$^{a,b}$

| Provider | SiO$_2$ | TiO$_2$ | Al$_2$O$_3$ | FeOt | MgO | CaO | Na$_2$O | K$_2$O | Pb | $^{208}$Pb/$^{206}$Pb | $^{207}$Pb/$^{206}$Pb | $^{208}$Pb/$^{204}$Pb | $^{207}$Pb/$^{204}$Pb | $^{206}$Pb/$^{204}$Pb |
|----------|---------|---------|------------|------|-----|-----|--------|--------|-----|----------------|----------------|----------------|----------------|----------------|----------------|
| JB-1     | GSJ     | 53.15   | 1.32       | 14.53 | 8.09 | 7.71 | 9.25   | 2.77   | 1.43 | 3.5           | 2.1058         | 0.8480         | 38.644         | 15.561         | 18.351         |
| JB-2     | GSJ     | 53.25   | 1.19       | 14.64 | 10.28| 4.62 | 9.82   | 2.04   | 0.42 | <1           | 2.0868         | 0.8484         | 38.278         | 15.562         | 18.343         |
| NIST 612 | NIST    | 72.1    | 0.01      | 2.03  | 0.01 | 0.01 | 11.9   | 13.7   | 0.02 | 38.57         | 2.1645         | 0.9073         | 37.000         | 15.510         | 17.094         |
| NIST 614 | NIST    | 72.1    | 0.001     | 2.04  | 0.002| 0.01 | 11.9   | 13.7   | 0.01 | 3.23          | 2.1013         | 0.8710         | 37.4723        | 15.533         | 17.83          |
| TB-1G    | USGS    | 38.68   | 3.95      | 10.2  | 12.00| 14.33| 13.21  | 3.48   | 1.28 | 3.1           | 1.9992         | 0.7955         | 39.215         | 15.604         | 19.615         |
| NKT-1G   | USGS    | 49.8    | 2.79      | 13.6  | 11.3 | 7.23 | 11.4   | 2.4    | 0.51 | 1.7           | 2.0524         | 0.8345         | 38.211         | 15.536         | 18.617         |
| BHVO-2G  | USGS    | 53.7    | 0.85      | 17.05 | 8.387| 3.6  | 7.04   | 3.36   | 4.5  | 16            | 2.1063         | 0.8482         | 38.6153        | 15.551         | 18.343         |
| NIST 614 | NIST    | 72.1    | 0.001     | 11.9  | 13.7 | 0.01 | 2.32   | 2.1013 | 0.7710| 13.7234       | 15.533         | 17.83          | 18.617         |                |
| NIST 612 | NIST    | 72.1    | 0.01      | 11.9  | 13.7 | 0.01 | 3.23   | 2.1013 | 0.8710| 37.4723       | 15.533         | 17.83          | 18.617         |                |

$^a$ The major and trace element compositions of NIST 612, NIST 614, JB-1 and BHVO-2G are from ref. 17. For TB-1G and NKT-1G are from ref. 19 and 20. For JB-2 are from ref. 18. Preferred reference lead ratio values for NIST 614 are from ref. 36, for NKT-1G and TB-1G are from ref. 34, for JB-2 and BHVO-2G are from ref. 35 and for JB-1 are from ref. 36. $^b$ The oxides are in wt% and the lead is in ppm.

Analytical method

Hg may exist in Ar, He and N$_2$ gases, and $^{204}$Hg has significant isobaric interference on $^{208}$Pb.$^{10,12,24}$ To reduce $^{204}$Hg interference, three Au-coated glass wool Hg filters (VICI Metronics) were placed on the gas lines to the ablation cell to filter Hg from Ar, He and N$_2$ gases. All gas tubes were rinsed with 10% purified nitric acid (HNO$_3$) and rinsed again with double-distilled Milli-Q water. Other instrument components such as the cones and torch were placed on the gas lines to the ablation cell to prolong the lifetime of the ICs and to limit the IC drain. The gain factors for new Channeltrons need a “burn-in” period (several months to years) for stabilization.$^{26,24}$ The instrument used in our study had run for more than one year when we performed these analyses. Over this time the gain factors for ion counters (ICs) used in this study have become stable. Prior to each analytical period, the relative yield values for each IC were determined, referenced to IC1 under peak jump mode. After an ~40 minute warm-up period, gas flow, torch position, lens focus potentials, peak overlap and peak center were checked and adjusted. Then the yield values were measured in solution mode with an integration time of 4.194 s. A low $^{238}$U signal ($\sim$3 mV/187 500 cps) from the Neptune tune solution was used. The $^{238}$U signal entered in the eight ICs sequentially under different magnetic fields. The measurement of yield values included 10 blocks, and each block had 10 cycles. The yield values for each IC were then determined by normalizing the measured signal intensities for each IC to IC1. If the relative yield values are not within 80% of IC1, the operation voltage on the IC is improved. During almost 2 hours relative yield determination for each IC, the uncertainty of the yield value for each IC was less than 1.5% (2RSD).

The gas flow, torch position, lens focus potentials, peak overlap and peak center were checked and adjusted to achieve a typical $^{208}$Pb sensitivity of 95 000 cps per µg g$^{-1}$ Pb with standard cones assemblage for in situ analyses of NIST 614 with a $32 \mu m$ and 10 Hz repetition rate laser spot. The $^{208}$Pb signals of all samples were limited larger than 100 000 cps to ensure a reasonable analytical precision and not more than 500 000 cps $^{208}$Pb intensity corresponds to about 1–6 µg g$^{-1}$ Pb content which ensures a reasonable analytical precision. However, if the sample has a Pb content more than 6 µg g$^{-1}$, we can change the laser spot to smaller size (from 45 µm to 33 µm) to reduce the signal intensity. During our experiment, gas blanks for $^{202}$Hg and $^{208}$Pb were ~4000 cps and <100 cps when using the standard cones assemblage. When using the Jet sample cone and X skimmer cone, the instrument sensitivity was improved and the intensities of gas blanks for $^{202}$Hg and $^{208}$Pb rose to ~4000–9000 cps and <200 cps. Typical instrument operating parameters and the collector configuration for the analysis of Pb isotopes are listed in Tables 2 and 3.
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Instrument RESolution M-50
Beam UV 193 (ArF excimer)
Spot size 13–45 μm
Repetition rate 3–10 Hz
Energy density 8–9 J cm\(^{-2}\)/J cm\(^{-2}\)/J cm\(^{-2}\)
Attenuation Not used/25%/50%
Ablation time 50 s/30 s
Blank time 40 s/30 s
He gas to cell 800 mL min\(^{-1}\)
N\(_2\) gas to cell 2 mL min\(^{-1}\)
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All time-resolved raw data were exported from the MC-ICP-MS in ASCII format with Neptune Plus software and processed off-line using a spreadsheet program created by the authors. First, the mean gas background intensities were subtracted from the raw time-resolved signal intensities for each isotope. Then the isobaric interference of \(^{204}\)Hg, which was calculated with the measured \(^{202}\)Hg intensity and the natural \(^{204}\)Hg/\(^{202}\)Hg ratio (0.2301 (ref. 25)), was subtracted from \(^{204}\)(Pb + Hg) to obtain the net \(^{204}\)Pb signal intensity. Finally all isotope ratios were calculated and corrected for mass bias and instrumental drift with a standard–sample–standard bracketing method and any outliers (>±2SD; standard deviation) were excluded. The following gives a detailed description of the data reduction techniques.

Mass bias correction

Among the four Pb isotopes (\(^{208}\)Pb, \(^{207}\)Pb, \(^{206}\)Pb and \(^{204}\)Pb), 
\(^{208}\)Pb, \(^{207}\)Pb and \(^{206}\)Pb are derived from the radioactive decay of 
U and Th and only \(^{204}\)Pb is an invariant isotope. As a result for 
Pb isotope analysis, there is no invariant isotope pair to make a 
mass bias correction as is performed in Sr, Nd and Hf isotope systems. One strategy is to aspirate a Tl tracer solution during 
laser analysis to monitor Pb fractionation.\(^{26,27}\) Another strategy is to use standard materials to make external corrections.\(^{28-32}\) Because the configuration of the ion counters in the instrument used in this study does not allow the signals of Tl, Pb and Hg to be received simultaneously the mass bias correction was performed using the latter method. The Pb isotope measurement of every unknown sample was preceded and followed by once measurement of standard glass, and using the follow equation:

\[ S_c = \frac{S_m}{(R_{m1} + R_{m2})/2/R} \]
of 1 s is slightly better than that with an integration time of 0.131 s. The internal precision of data for the solution with 32 000 cps $^{208}$Pb intensity is twice as large as those for the solution with a 190 000 cps $^{208}$Pb intensity. This indicates that prolonging integration time and raising signal intensity can improve the analysis precision. The instrument has good stability and data reproducibility and the external correction used to correct instrument drift and mass bias is robust.

Correlation between internal precision and ablation time
To better understand the relationship between the internal precision and the ablation time we analyzed the Pb isotopic composition of NKT-1G over different ablation times (5, 10, 15, ..., 60 s). Three analyses were performed using each ablation time and then averaged (Fig. 2). As the ablation time increases the precision improves. When the ablation time is less than 20 s, the precision deteriorates quickly (the standard errors (SE) of $^{208}$Pb/$^{204}$Pb and $^{208}$Pb/$^{206}$Pb are larger than 0.17 and 0.0012 respectively), whereas above 30 s there is little improvement. Based on this fact, an ablation time of 30 s was chosen to ensure data with good internal precision and that most melt inclusions larger than 40 μm in diameter would not be fully penetrated.

Using the standard sample cone and skimmer cone, the signal intensities of samples with low Pb content (<10 μg g$^{-1}$) are relatively low and the precisions of ratios involving $^{204}$Pb are poor. The assemblage of a Jet sample cone and X skimmer cone can significantly improve the sample signal.$^{28,29}$ As a result both the standard cones assemblage and the Jet and X cones assemblage were used to measure the same samples and compared to assess data precision and accuracy.

Standard cones assemblage
In order to compare our results with previous LA-MC-ICPMS results at a similar signal intensity, Pb isotopes of NIST 614 and NKT-1G were analyzed using a standard cones assemblage and laser parameters optimized to obtain the same signal intensities as in previous studies.

The laser parameters were adjusted (spot size: 32 μm; repetition rate: 10 Hz; energy: 100 mJ; energy density: 9 J cm$^{-2}$; integration time: 1.049 s) to achieve 220 000 cps $^{208}$Pb signal intensity (5800 cps for $^{204}$Pb) for NIST 614 (2.32 μg g$^{-1}$ Pb), similar to that of MPI-T1-G in Souders and Sylvester$^{12}$ (~240 000 cps) (Table 4 and Fig. 3). The data in six days over two months show that the external precisions (2RSD) of $^{208}$Pb/$^{206}$Pb, $^{207}$Pb/$^{206}$Pb, $^{207}$Pb/$^{204}$Pb and $^{206}$Pb/$^{204}$Pb are 0.29%, 0.41%, 0.98%, 0.97% and 0.93%, respectively; a little worse than those reported for MPI-T1-G by Souders and Sylvester$^{12}$ (Table 5). This may be caused by the lower signal intensity in this study. The accuracy for $^{208}$Pb/$^{206}$Pb and $^{207}$Pb/$^{206}$Pb is better than 0.07% and for $^{208}$Pb/$^{204}$Pb, better than 0.45%. Using a laser spot of 32 μm, 10 Hz repetition rate and 80 mJ energy with a 50% energy attenuator (4 J cm$^{-2}$ energy density), NKT-1G (3.01 μg g$^{-1}$ Pb) has a signal intensity of 90 000 cps for $^{208}$Pb (2400 cps for $^{204}$Pb), which is almost the same as that for MPI-ML3B-G reported by Souders and Sylvester$^{12}$ (~86 000 cps). The precisions and accuracies for $^{208}$Pb/$^{206}$Pb and $^{207}$Pb/$^{206}$Pb are ~0.44% (2RSD) and ~0.10% respectively, whereas for $^{208}$Pb/$^{204}$Pb, they are ~1.70% (2RSD) and ~1.60% (Table 4) which show an improved accuracy and precision compared to the result of MPI-ML3B-G reported by Souders and Sylvester$^{12}$ (Table 5).

In order to measure melt inclusions with diameters less than 30 μm, we propose a 23 μm laser spot size, 3 Hz repetition rate and 80 mJ energy with a 50% energy attenuator (~2.3 J cm$^{-2}$ energy density). A Jet sample cone and X skimmer cone were used. Under these laser ablation conditions the $^{208}$Pb intensity of NKT-1G is about 260 000 cps.
The precisions and accuracies for Pb isotope ratios. The precisions and accuracies for $^{208}\text{Pb}/^{206}\text{Pb}$ and $^{207}\text{Pb}/^{206}\text{Pb}$ are $0.4\%$ (2RSD) and $0.20\%$. For $^{204}\text{Pb}/^{206}\text{Pb}$, the precisions and accuracies are $1.60\%$ and $0.40\%$, respectively.

Jet sample cone and X skimmer cone assemblage

Compared to the standard sample cone, using the Jet sample cone and X skimmer cone together with a large dry interface pump can improve the signal intensity significantly. With a laser spot size of $23\,\mu m$, repetition rate of $3\,Hz$, energy density of $4\,J\,cm^{-2}$ and a $50%$/25% energy attenuator, BHVO-2G, NKT-1G and TB-1G were analyzed with the Jet sample cone and X skimmer cone. The results show that with increasing sample Pb content the data precision improves (Table 4).

Table 4: Accuracy and precision of lead isotope ratios for samples measured in this study with different laser ablation parameters

<table>
<thead>
<tr>
<th>Cone assembly</th>
<th>Total Pb (mg)</th>
<th>Spot size (μm)</th>
<th>Repetition rate (Hz)</th>
<th>Energy density (J/cm²)</th>
<th>Energy attenuator (%)</th>
<th>Integration time (s)</th>
<th>Ablation time (s)</th>
<th>208Pb/206Pb</th>
<th>207Pb/206Pb</th>
<th>208Pb/204Pb</th>
<th>207Pb/204Pb</th>
<th>206Pb/204Pb</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIST 614</td>
<td>2.32 ± 0.01</td>
<td>10</td>
<td>10</td>
<td>1.05 ± 0.01</td>
<td>Not used</td>
<td>50</td>
<td>100</td>
<td>0.29%</td>
<td>0.14%</td>
<td>0.41%</td>
<td>0.01%</td>
<td>0.01%</td>
</tr>
<tr>
<td>NKT-1G</td>
<td>3.01 ± 0.01</td>
<td>10</td>
<td>10</td>
<td>0.32 ± 0.01</td>
<td>30%</td>
<td>50</td>
<td>100</td>
<td>0.29%</td>
<td>0.14%</td>
<td>0.41%</td>
<td>0.01%</td>
<td>0.01%</td>
</tr>
<tr>
<td>TB-1G</td>
<td>16 ± 0.25</td>
<td>10</td>
<td>10</td>
<td>0.32 ± 0.01</td>
<td>30%</td>
<td>50</td>
<td>100</td>
<td>0.29%</td>
<td>0.14%</td>
<td>0.41%</td>
<td>0.01%</td>
<td>0.01%</td>
</tr>
<tr>
<td>NIST 614</td>
<td>2.32 ± 0.01</td>
<td>10</td>
<td>10</td>
<td>1.05 ± 0.01</td>
<td>30%</td>
<td>50</td>
<td>100</td>
<td>0.29%</td>
<td>0.14%</td>
<td>0.41%</td>
<td>0.01%</td>
<td>0.01%</td>
</tr>
<tr>
<td>Jet + X cones</td>
<td>1.7 ± 0.15</td>
<td>23</td>
<td>3</td>
<td>0.26 ± 0.01</td>
<td>30%</td>
<td>50</td>
<td>100</td>
<td>0.29%</td>
<td>0.14%</td>
<td>0.41%</td>
<td>0.01%</td>
<td>0.01%</td>
</tr>
<tr>
<td>BHVO-2G</td>
<td>3.01 ± 0.01</td>
<td>23</td>
<td>3</td>
<td>0.26 ± 0.01</td>
<td>30%</td>
<td>50</td>
<td>100</td>
<td>0.29%</td>
<td>0.14%</td>
<td>0.41%</td>
<td>0.01%</td>
<td>0.01%</td>
</tr>
<tr>
<td>NKT-1G</td>
<td>16 ± 0.25</td>
<td>23</td>
<td>3</td>
<td>0.26 ± 0.01</td>
<td>30%</td>
<td>50</td>
<td>100</td>
<td>0.29%</td>
<td>0.14%</td>
<td>0.41%</td>
<td>0.01%</td>
<td>0.01%</td>
</tr>
<tr>
<td>TB-1G</td>
<td>16 ± 0.25</td>
<td>23</td>
<td>3</td>
<td>0.26 ± 0.01</td>
<td>30%</td>
<td>50</td>
<td>100</td>
<td>0.29%</td>
<td>0.14%</td>
<td>0.41%</td>
<td>0.01%</td>
<td>0.01%</td>
</tr>
<tr>
<td>NIST 614</td>
<td>2.32 ± 0.01</td>
<td>10</td>
<td>10</td>
<td>1.05 ± 0.01</td>
<td>30%</td>
<td>50</td>
<td>100</td>
<td>0.29%</td>
<td>0.14%</td>
<td>0.41%</td>
<td>0.01%</td>
<td>0.01%</td>
</tr>
<tr>
<td>Jet + X cones</td>
<td>1.7 ± 0.15</td>
<td>23</td>
<td>3</td>
<td>0.26 ± 0.01</td>
<td>30%</td>
<td>50</td>
<td>100</td>
<td>0.29%</td>
<td>0.14%</td>
<td>0.41%</td>
<td>0.01%</td>
<td>0.01%</td>
</tr>
<tr>
<td>BHVO-2G</td>
<td>3.01 ± 0.01</td>
<td>23</td>
<td>3</td>
<td>0.26 ± 0.01</td>
<td>30%</td>
<td>50</td>
<td>100</td>
<td>0.29%</td>
<td>0.14%</td>
<td>0.41%</td>
<td>0.01%</td>
<td>0.01%</td>
</tr>
<tr>
<td>NKT-1G</td>
<td>16 ± 0.25</td>
<td>23</td>
<td>3</td>
<td>0.26 ± 0.01</td>
<td>30%</td>
<td>50</td>
<td>100</td>
<td>0.29%</td>
<td>0.14%</td>
<td>0.41%</td>
<td>0.01%</td>
<td>0.01%</td>
</tr>
<tr>
<td>TB-1G</td>
<td>16 ± 0.25</td>
<td>23</td>
<td>3</td>
<td>0.26 ± 0.01</td>
<td>30%</td>
<td>50</td>
<td>100</td>
<td>0.29%</td>
<td>0.14%</td>
<td>0.41%</td>
<td>0.01%</td>
<td>0.01%</td>
</tr>
</tbody>
</table>

Fig. 3: Pb isotope analysis of NIST 614 with 32 μm laser spot size, 10 Hz repetition rate and 9 J cm⁻² energy density. The preferred values are from ref. 21. The error bars correspond to 1 standard error (1SE).

Jet sample cone and X skimmer cone assemblage

Compared to the standard sample cone, using the Jet sample cone and X skimmer cone together with a large dry interface pump can improve the signal intensity significantly. With a laser spot size of ~23 μm, repetition rate of 3 Hz, energy density of 4 J cm⁻²/2.3 J cm⁻² and a 50%/25% energy attenuator, BHVO-2G, NKT-1G and TB-1G were analyzed with the Jet sample cone and X skimmer cone. The results show that with increasing sample Pb content the data precision improves (Table 4). BHVO-2G, which has the lowest Pb content among the three glasses, had the lowest signal intensity under these laser conditions (~55 000 cps and 1500 cps for $^{208}\text{Pb}$ and $^{204}\text{Pb}$). This results in poor precision for ratios involving $^{204}\text{Pb}$, larger than 5.0% (2RSD). NKT-1G, with 3.01 μg g⁻¹ total Pb, shows better precisions compared to BHVO-2G. The precisions for ratios involving $^{204}\text{Pb}$ are a little larger than 3.0% and for $^{208}\text{Pb}$/$^{206}\text{Pb}$ and $^{207}\text{Pb}$/$^{206}\text{Pb}$ they are better than 0.40% (2RSD). TB-1G, which has the highest signal intensity (~420 000 cps and 11 000 cps for
Summary of the previous studies

<table>
<thead>
<tr>
<th>Authors</th>
<th>Total Pb</th>
<th>System</th>
<th>Detector</th>
<th>Ablation time</th>
<th>Spot size</th>
<th>Repetition rate</th>
<th>Spot size</th>
<th>Repetition rate</th>
<th>External precision (2RSD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loihi glass &amp; et al.</td>
<td>3 ug g⁻¹</td>
<td>SIMS</td>
<td>Faraday IC</td>
<td>20-30 um</td>
<td>51 cm⁻²</td>
<td>6 Hz</td>
<td>60 s</td>
<td>Accuracy</td>
<td>0.66%</td>
</tr>
<tr>
<td>208Pb/206Pb</td>
<td>207Pb/206Pb</td>
<td>208Pb/204Pb</td>
<td>207Pb/204Pb</td>
<td>206Pb/204Pb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1.0%</td>
<td>0.66%</td>
<td>0.50%</td>
<td>0.21%</td>
<td>0.40%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paul et al.</td>
<td>10 ug g⁻¹</td>
<td>MC-ICPMS</td>
<td>Faraday IC</td>
<td>20-30 um</td>
<td>51 cm⁻²</td>
<td>6 Hz</td>
<td>60 s</td>
<td>Accuracy</td>
<td>0.11%</td>
</tr>
<tr>
<td>208Pb/206Pb</td>
<td>207Pb/206Pb</td>
<td>208Pb/204Pb</td>
<td>207Pb/204Pb</td>
<td>206Pb/204Pb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.70%</td>
<td>0.41%</td>
<td>0.12%</td>
<td>0.70%</td>
<td>0.56%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kent1</td>
<td>10 ug g⁻¹</td>
<td>MCP-Atho-IC</td>
<td>Faraday IC</td>
<td>20-30 um</td>
<td>51 cm⁻²</td>
<td>6 Hz</td>
<td>60 s</td>
<td>Accuracy</td>
<td>0.14%</td>
</tr>
<tr>
<td>208Pb/206Pb</td>
<td>207Pb/206Pb</td>
<td>208Pb/204Pb</td>
<td>207Pb/204Pb</td>
<td>206Pb/204Pb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.96%</td>
<td>0.37%</td>
<td>0.22%</td>
<td>0.30%</td>
<td>0.60%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Souders and Sylvester</td>
<td>11.6 ug g⁻¹</td>
<td>MC-ICPMS</td>
<td>Faraday IC</td>
<td>20-30 um</td>
<td>51 cm⁻²</td>
<td>10 Hz</td>
<td>60 s</td>
<td>Accuracy</td>
<td>0.14%</td>
</tr>
<tr>
<td>208Pb/206Pb</td>
<td>207Pb/206Pb</td>
<td>208Pb/204Pb</td>
<td>207Pb/204Pb</td>
<td>206Pb/204Pb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.36%</td>
<td>0.13%</td>
<td>0.22%</td>
<td>0.30%</td>
<td>0.60%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 614</td>
<td>2.31 ug g⁻¹</td>
<td>MC-ICPMS</td>
<td>Faraday IC</td>
<td>20-30 um</td>
<td>51 cm⁻²</td>
<td>10 Hz</td>
<td>60 s</td>
<td>Accuracy</td>
<td>0.15%</td>
</tr>
<tr>
<td>208Pb/206Pb</td>
<td>207Pb/206Pb</td>
<td>208Pb/204Pb</td>
<td>207Pb/204Pb</td>
<td>206Pb/204Pb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.70%</td>
<td>0.22%</td>
<td>0.12%</td>
<td>0.70%</td>
<td>0.56%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPI-T1-G</td>
<td>5.67 ug g⁻¹</td>
<td>MCP-Atho-IC</td>
<td>Faraday IC</td>
<td>20-30 um</td>
<td>51 cm⁻²</td>
<td>10 Hz</td>
<td>60 s</td>
<td>Accuracy</td>
<td>0.14%</td>
</tr>
<tr>
<td>208Pb/206Pb</td>
<td>207Pb/206Pb</td>
<td>208Pb/204Pb</td>
<td>207Pb/204Pb</td>
<td>206Pb/204Pb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.6</td>
<td>0.36%</td>
<td>0.13%</td>
<td>0.22%</td>
<td>0.30%</td>
<td>0.60%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPI-ML3b-G</td>
<td>1.38 ug g⁻¹</td>
<td>MCP-Atho-IC</td>
<td>Faraday IC</td>
<td>20-30 um</td>
<td>51 cm⁻²</td>
<td>10 Hz</td>
<td>60 s</td>
<td>Accuracy</td>
<td>0.14%</td>
</tr>
<tr>
<td>208Pb/206Pb</td>
<td>207Pb/206Pb</td>
<td>208Pb/204Pb</td>
<td>207Pb/204Pb</td>
<td>206Pb/204Pb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.6</td>
<td>0.36%</td>
<td>0.13%</td>
<td>0.22%</td>
<td>0.30%</td>
<td>0.60%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results show that the precisions using the standard cones assemblage and the Jet and X cones assemblage are almost identical at the same signal intensity (since the precisions of 208Pb/206Pb and 206Pb/204Pb are similar to the precision of 208Pb/204Pb, only the data of 208Pb/204Pb are displayed in Fig. 6). However, using the Jet and X cones can improve the signal intensity by up to two times compared to using the standard cones, which greatly improves precision. For example, using the standard cones, with a 45 µm laser spot the 208Pb signal intensity for BHVO-2G is only ~48 000 cps and the external precisions for 208Pb/206Pb and 208Pb/204Pb are 0.44% and 2.07% (2RSD) (Fig. 6c and d). When using the Jet and X cones, under the same laser ablation conditions, the 208Pb signal intensity of BHVO-2G rises to ~134 000 cps and the precisions for 208Pb/206Pb and 208Pb/204Pb are improved to 0.14% and 1.04%, respectively. The precisions for our measured 208Pb/206Pb ratios are much better than the results of Souders and Sylvester while for 208Pb/204Pb the precision is similar at the same signal intensity (Fig. 6c and d). This may be caused by the intensity of the 204(Hg + Pb) background, which was higher with the Jet and X cones assemblage (~4000–9000 cps). From the discussion above we know that under the same laser ablation conditions
the Jet and X cones assemblage significantly improves the precision compared to the standard cones for the same sample. So replacing the standard cones with Jet and X cones will provide much more precise Pb isotope ratio data compared to the setup of Souders and Sylvester. 12

Obviously, the precision for experimental data is controlled by many factors, such as sample signal, laser ablation time, instrument conditions and gas blank, and the sample signal is governed by the content of the element of interest, laser ablation parameters (spot size, repetition rate and energy) and instrument sensitivity. For a given sample (such as a melt inclusion), the content of the element of interest is fixed, while for a given laboratory, the instrument sensitivity and gas blank are relatively stable, and thus the instrumental parameters will be the main factor controlling the data precision. Therefore optimization of the instrument parameters for a given sample is crucial. In analyzing inclusions a balance must be obtained between parameter settings that create a high enough signal intensity to have a reasonable precision, but do not result in the laser ablating all the way through the inclusion.

Measurement of natural melt inclusions
We measured Pb isotopes in 429 olivine-hosted melt inclusions from the Cenozoic Hainan Island basalts (219) and the end-Permian Emeishan flood basalts (210). Olivine-hosted melt inclusions are mafic and the compositions and Pb contents are similar to those of NKT-1G and BHVO-2G. Thus both standard glasses have relatively small matrix effects compared to the measured melt inclusions. NKT-1G was selected as the external standard bracketing each melt inclusion measurement. BHVO-2G was analyzed after every five melt inclusion measurements to monitor instrument drift. At the beginning of each analysis session, five pairs of NKT-1G and BHVO-2G were analyzed. After making sure that the corrected Pb isotope ratios of BHVO-2G are within analytical error of the preferred reference values the Pb isotopic compositions of the melt inclusions were measured.

Olivine-hosted melt inclusions from Hainan Island basalts
At first, we adjusted the laser to a 23 μm spot size, 3 Hz repetition rate, and 80 mJ energy with a 50% energy attenuation (4 J cm⁻² energy density). The preferred values are from ref. 21. The error bars correspond to 1 standard error (1SE).
Olivine-hosted melt inclusions from the Emeishan flood basalts

210 olivine-hosted melt inclusions from 9 Emeishan basalts were analyzed with a 45 μm laser spot (this means that about 20–30 melt inclusions in each rock sample were analyzed). Because the Emeishan flood basalts erupted at ~260 Ma the effect of U–Th decay on Pb isotope ratios must be corrected. The following protocol was adopted. The mean gas background intensities were subtracted from the time-resolved signal intensities for each isotope. Then U–Pb and Th–Pb were corrected for elemental fractionation related to pit depth (referred to as downhole fractionation) and the mass bias correction was followed. As shown in many zircon U–Pb dating studies,28–31 the downhole fractionation of U–Pb is linear with time. In our experiment, the within-analysis laser induced downhole fractionation of \(^{238}\)U/\(^{206}\)Pb and \(^{232}\)Th/\(^{206}\)Pb was corrected by applying a linear regression through all measured ratios. Fig. 8 shows typical time-resolved data acquired during laser ablation of the external standard NKT-1G. During the first 22 s, the gas blank was measured with the laser off, followed by 30 s of sample measurement with laser on. The valid data begin at 25 s and end at 55 s. During the laser ablation, as the ablation pit deepens, \(^{238}\)U/\(^{206}\)Pb and \(^{232}\)Th/\(^{206}\)Pb decrease linearly with time. Pb is more volatile over U and this leads to preferential volatilization of Pb over U and Th during laser ablation.32 With the process of laser ablation, the ablation pit gets deeper and the laser energy reaching the sample surface gets less which leads to a stronger Pb and U–Th fractionation. This means that the U–Pb and Th–Pb ratios will get smaller and smaller with the process of laser ablation. We used a linear correlation to calculate both \(^{238}\)U/\(^{206}\)Pb and \(^{232}\)Th/\(^{206}\)Pb ratios when the valid data started to be collected (i.e., at 25 s). After the mass bias correction, it is necessary to use U–Pb and Th–Pb decay functions to calculate the Pb isotope ratios of the melt inclusions from the Emeishan flood basalts to the time when they were formed. Due to the low \(^{208}\)Pb intensity of the Emeishan melt inclusions and resultant poor precision, the ratios involving \(^{208}\)Pb were not used. Only the \(^{208}\)Pb/\(^{206}\)Pb and \(^{207}\)Pb/\(^{206}\)Pb were calculated to their initial values. The method for calculating initial lead isotope ratios is given in ESI S2.†

The \(^{238}\)U/\(^{206}\)Pb and \(^{232}\)Th/\(^{206}\)Pb for the uncorrected Pb isotope ratios are 0.1927–1.3334 and 0.5570–5.0304 respectively. Their \(^{208}\)Pb/\(^{206}\)Pb and \(^{207}\)Pb/\(^{206}\)Pb range from 2.0275–2.1014 and 0.8070–0.8426, with mean values 2.0671 and 0.8215, respectively (Fig. 9 and ESI S3†). After U–Th correction, the \(^{208}\)Pb/\(^{206}\)Pb and \(^{207}\)Pb/\(^{206}\)Pb of the Emeishan melt inclusions ranging from 2.0610–1.3931 and 0.8330–0.8617, with means of 2.0911 and 0.8445, have deviations of 1.2% and 2.8% with the corrected Pb isotope ratios, respectively. This shows the necessity to perform age-corrections for old samples.

Comparison with previous studies

Table 5 presents a summary of results obtained in previous studies, which can be compared with our results in Tables 4 and 6. The detectors used by Paul et al.19 and Kent11 to measure

---

*Fig. 5* Variations of Pb isotope ratios during a single spot analysis of NIST 614 using (a) the standard cones assemblage and (b) the Jet sample cone and X skimmer cone assemblage. The same laser parameters (spot size: 23 μm; repetition rate: 3 Hz; energy: 80; energy density: 4 J cm\(^{-2}\)) were used in both cases. In the former case, the signal intensity for \(^{208}\)Pb is about 22 000 cps, while in the latter case, it is about 65 000 cps.

---

attenuator (4 J cm\(^{-2}\) energy density) to analyze melt inclusions from the Hainan Island basalts. However, the measurement results showed that the signal intensities of the melt inclusions are very low (the intensity of \(^{208}\)Pb was about 5000–130 000 cps (1300–3400 cps for \(^{238}\)Pb), mostly 20 000–80 000 cps, and the Pb content was estimated to be about 0.1–2.5 μg g\(^{-1}\)) under these conditions. At such low intensities the internal precisions of the data for melt inclusions were poor (internal precisions of \(^{208}\)Pb/\(^{206}\)Pb for most inclusions were larger than 0.40% (2RSE)). To improve the sample signal intensity, we increased the laser spot size to 45 μm. In order to get enough data before the melt inclusions were fully penetrated, a 25% energy attenuator was used. Melt inclusions with diameters larger than 40 μm were analyzed. Under such laser conditions, the sample signal intensity was improved by a factor of two and the internal precision was significantly improved (internal precisions of \(^{208}\)Pb/\(^{206}\)Pb for most inclusions were less than 0.25% (2RSE)). The average \(^{208}\)Pb/\(^{206}\)Pb ratios of BHVO-2G over 3 days are within 0.20% of the preferred values and the ratios involving \(^{204}\)Pb are within 1.0% of the preferred values (Table 6 and Fig. 7). Melt inclusion YX-11-1(3)-8 was large enough (~150 μm) to be ablated three times. These duplicate measurements show excellent agreement. The precisions for \(^{208}\)Pb/\(^{206}\)Pb and \(^{207}\)Pb/\(^{206}\)Pb are better than 0.2% (2SD) and for \(^{208}\)Pb/\(^{204}\)Pb are better than 1.3% (2SD) (Table 6).
208Pb, 207Pb and 206Pb are Faraday cups that have much lower sensitivities than ICs. In order to achieve the required signal intensity, both studies used quite large laser spots and 60 s ablation time; these conditions are only suitable for analyzing large melt inclusions. Souders and Sylvester\textsuperscript{12} used a smaller laser spot but the laser repetition rate of 10 Hz that they used is too high for most melt inclusion measurements. Using a 24 μm laser spot with a 3 Hz repetition rate and 80 mJ energy with a 25% energy attenuator (2.3 J cm\textsuperscript{-2} energy density). Only the laser spot sizes varied between the different analyses.

The laser parameters are 45 μm spot, 3 Hz repetition rate and 80 mJ energy with a 25% energy attenuator (2.3 J cm\textsuperscript{-2} energy density). Preferred reference values for BHVO-2G are from ref. 35.

### Table 6  Lead isotope ratios for melt inclusion YX-11-1(3)-8 in this study

<table>
<thead>
<tr>
<th></th>
<th>(208^{\text{Pb}}/206^{\text{Pb}})</th>
<th>(207^{\text{Pb}}/206^{\text{Pb}})</th>
<th>(208^{\text{Pb}}/204^{\text{Pb}})</th>
<th>(207^{\text{Pb}}/204^{\text{Pb}})</th>
<th>(206^{\text{Pb}}/204^{\text{Pb}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>BHVO-2G\textsuperscript{b}</td>
<td>Mean (n = 116) 2.0557</td>
<td>0.8336</td>
<td>38.5594</td>
<td>15.6361</td>
<td>18.7568</td>
</tr>
<tr>
<td></td>
<td>2RSD 0.27%</td>
<td>0.30%</td>
<td>1.45%</td>
<td>1.53%</td>
<td>1.45%</td>
</tr>
<tr>
<td></td>
<td>Accuracy 0.16%</td>
<td>-0.10%</td>
<td>0.91%</td>
<td>0.65%</td>
<td>0.75%</td>
</tr>
<tr>
<td>YX-11-1(3)-8a</td>
<td>2.0888</td>
<td>0.0015</td>
<td>0.8375</td>
<td>0.0008</td>
<td>38.9711</td>
</tr>
<tr>
<td>YX-11-1(3)-8b</td>
<td>2.0882</td>
<td>0.0013</td>
<td>0.8367</td>
<td>0.0006</td>
<td>39.1371</td>
</tr>
<tr>
<td>YX-11-1(3)-8c</td>
<td>2.0897</td>
<td>0.0016</td>
<td>0.8379</td>
<td>0.0006</td>
<td>38.6568</td>
</tr>
<tr>
<td></td>
<td>2RSD 0.07%</td>
<td>0.15%</td>
<td>1.25%</td>
<td>1.14%</td>
<td>1.24%</td>
</tr>
</tbody>
</table>

\textsuperscript{a} The laser parameters are 45 μm spot, 3 Hz repetition rate and 80 mJ energy with a 25% energy attenuator (2.3 J cm\textsuperscript{-2} energy density). \textsuperscript{b} Preferred reference values for BHVO-2G are from ref. 35.

\(208^{\text{Pb}}, 207^{\text{Pb}}\) and \(206^{\text{Pb}}\) are Faraday cups that have much lower sensitivities than ICs. In order to achieve the required signal intensity, both studies used quite large laser spots and 60 s ablation time; these conditions are only suitable for analyzing large melt inclusions. Souders and Sylvester\textsuperscript{12} used a smaller laser spot but the laser repetition rate of 10 Hz that they used is too high for most melt inclusion measurements. Using a 24 μm laser spot with a 3 Hz repetition rate, the external precisions for \(208^{\text{Pb}}/206^{\text{Pb}}\) and \(207^{\text{Pb}}/206^{\text{Pb}}\) for almost all standard glasses measured in our study (Fig. 6) are better than the results obtained by SIMS in the study by Saal \textit{et al.}\textsuperscript{7} and are comparable to those obtained in the study by Souders and Sylvester.\textsuperscript{13} The laser conditions (spot size: 45 μm spot, repetition rate: 3 Hz and 80 mJ energy with a 25% energy...
attenuator (≈2.3 J cm\(^{-2}\) energy density) used to analyze natural melt inclusions in this study can be used to measure Pb isotopes in most melt inclusions larger than 40 μm. Compared to the 93 μm laser spot used by Paul et al.,\(^{13}\) our method makes it possible for much smaller melt inclusions to be analyzed for Pb isotopes. What is more, our method collects U and Th data along with the Pb isotopes permitting age-corrections to be performed in melt inclusions from ancient lavas which results in the reduction of the spread of data (Fig. 9). Considering these facts, we suggest that the analytical protocol presented here offers an improvement in Pb isotope analysis compared to previous studies.

Fig. 7  Pb isotope analysis of BHVO-2G with a 45 μm laser spot size, 3 Hz repetition rate and 80 mJ energy with a 25% energy attenuator (≈2.3 J cm\(^{-2}\) energy density). The white open circles showing the preferred values fall within the fields defined by the in situ analyses. The error bars correspond to 1 standard error (1SE).

Fig. 8  Representative time-resolved data acquired during laser ablation analysis of NKT-1G. A linear correlation method was used to correct for downhole fractionation.
Conclusions

Under the same laser ablation conditions, using the Jet sample cone and X skimmer cone can improve the sample signal intensity by up to 2 times compared to using standard cones and the precisions of Pb isotopic ratios can be improved at least by a factor of two. The precision of collected data is controlled by many factors. However, for a specific sample and laboratory, the laser conditions, which have a critical effect on the sample signal intensity, act as the main factors controlling the data precision. Therefore optimizing the laser parameters for a specific sample is vital. Optimized laser parameters to analyze Pb isotopes in melt inclusions, using a Jet sample and X skimmer cone, give 208Pb signal intensity >200 000 cps, external precisions of ratios involving 208Pb better than 1.3% (2RSD), and precisions of 206Pb/208Pb and 207Pb/208Pb better than 0.23% (2RSD). Measurement of melt inclusions from old samples, such as the ~260 Ma Emeishan basalts, shows that it is important to conduct age-corrections in such samples. Compared to previous studies, the laser conditions (spot size: 45 μm spot, repetition rate: 3 Hz and 80 mJ energy with a 25% energy attenuator (≈2.3 J cm⁻² energy density)) used in our protocol are more suitable for most melt inclusion Pb isotope measurements. The method we have developed can provide fast, precise and accurate in situ Pb composition analysis, not only for young melt inclusions, but also for old samples that require age-correction for U–Th decay. To improve the precision of 206Pb/208Pb for samples with very low Pb content (<1 μg g⁻¹), further study is needed to improve the sample signal intensity and reduce the Hg gas blank.
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