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Abdract: This paper examines the treetment of ontology offered by Critica Redism.
Three main criticisms are made of the Critical Realigt trestment of open systems. Itis
argued that Critical Redism, particularly in the project in economics emanating from
Cambridge, UK, tends to define systems in terms of events. Thisis shown to be
problematic. The exemplar of a closed system provided by Critical Redlism of the
solar system is shown to be flawed in that it is not closed according to the closure
conditions identified by Critical Realism. Second, the negativity of the definitions
adopted is problematic for heterodox traditions attempting to build positive programs.
The dudism of the definitionsis dso inconsgstent with Dow’ s gpproach. This has
ramifications for the coherence of Post Keynesianism. Third, the definitions tend to
polarize open and closed systems and ignore the degrees of openness evident in
redity. This polarization of systems leads to polarized methodology and unsustainable
arguments to rgject so-cdled closed-systems methods.

Key words. open systems, closed systems, Critical Redism, Post-Keynesianiam,
dudism


https://core.ac.uk/display/7170042?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

CRITICAL REALISM IN ECONOMICSAND OPEN-SYSTEMS

ONTOLOGY: A CRITIQUE

[.INTRODUCTION

There has been an increasing use of the term “ open systems’ to describe the complex
and unpredictable environment faced by economists and economic agents (Setterfield,
2000; Lawson, pasim). “Open Systems’ has even been advanced as a potentid basis
for heterodox economics (Hodgson, 1988; Dunn, 2001; see dso Downward, 1999),
and has arguably become a tacit assumption therein. However, Hodgson (2000) and
Mearman (20028) have argued that it is somewhat undeveloped and that, therefore, it
would seem inappropriate for heterodox economics to be based squarely on the
concept (cf. Dunn; Dow, 2000). Even if “opensystems methodology” remans only
one of the pillars of heterodoxy (asin Downward, 1999; Lee, 2002) it till requires
development. This paper dedls particularly with the ontology of open systems.

The paper aims to develop the concept of “open systems’ by offering a
condructive critique of the increesingly influentia Critica-Redist view. Criticd
Redism (C.R)) is of course avariegated literature, including the work of Downward
(1999, 2003), Lee (2002), Finch and McMaster (2002). However, this paper holds
C.R. in economicsis dominated by a*“Cambridge school” view developed by Tony
Lawson (1997; 2003) and others, mainly those (mainly a Cambridge University)

dosdy influenced by Lawson! Thisview has figured prominently in the literature,

! Other significant members of this category are Clive Lawson (1996), Pratten (1996), Runde (1996),
Lewis (1996), Ingham (1996), Siakantaris (2000), Faulkner (2002), Fleetwood (2002) and Pinkstone

(2000). Setterfield (2000) also has this connection, but has arguably moved in a different direction.



Arguably, “open systems’ is, dong with ontologica depth, one of the two most
important concepts in this Cambridge school view.

This paper argues that there are three problemsin this Cambridge school’ s
trestment of open systems: 1) it is dominated by event-leve definitions— which dso
reflects an underdeveloped concept of “system;” 2) it emphasizes negative definitions;
and 3) it tends towards polarizing definitions. Thisis shown to be problemétic in
many ways it weskensthe ability of C.R. to engage in congtructive work, it raises
questions about the possibility of coherence for Post Keynesianiam, and it leadsto
polarized methodologica accounts on various issues. The paper proceedsin the order

of these criticiams.

[I. DEFINITIONSOF SYSTEMSIN TERMSOF EVENT REGULARITIES

Definitions

Thereisasmal range of Critica-Redigt definitions of closed systems. Closed
systems are varioudy defined as being “cut off” from externd influences (Callier,
1994: 128; Bhaskar, 1978: 69); “isolated” (C. Lawson, 1996); where outside factors
are “neutrdisg[d]” (Callier: 33); and in whichdl disturbances are anticipated and
“held at bay” (1997: 203). The net result is that one mechanism alone operates
(Collier: 33), unaffected by other mechanisms (Lawson, 1997: 203).2 The obvious

example of such a scenario is the experiment. Thus Collier (249-50) and Lawson

2 1t would be clarifying to define “mechanism.” Bhaskar (1978:51-2) writes, “a generative mechanism
is nothing other than a way of acting of a thing. It endures, and under appropriate circumstances is

exercised, aslong as the properties that account for it persist”.



(1999a: 216) effectively equate closed- systems methods as experimental (and opent
systems as non-experimenta).® Strictly, the focus on isolation isincorrect, since
experimentation imposes requirements indde the isolated area. Archer (1998: 190)
notes that even in isolated environments, the neture of humans means that the
“closure’ of experimentation cannot be achieved (see Mearman, 2003a). These
problems are such that Bhaskar (1986: 101) clamsthat closed systems are
“impossible’ in socia science.

Additiond (partid) definitions of a cdlosed system in C.R. are that relations
within asystem are stable (Beed & Beed, 1996: 1099); and that conditions are
imposed on theindividuasin the system (Bhaskar, 1978: 69). A fully closed system
iswheredl individud and system criteriafor closure are satisfied (Bhaskar, 1978:
104), which suggests both aregularity of behavior (Bhaskar, 1978: 253, n. 1) and a
homogeneous — unchanging and uniform— environment (Lawson, 1997: 218);
consequently, transformetive action isimpossible in afully closed system (Bhaskar,
1986: 31). According to C.R., closure is achieved when specific closure conditions
hold. The most significant of these are the Intrinsic Condition of Closure (1.C.C.) and
the Extringc Condition of Closure (E.C.C). The I.C.C. requiresthat the object in
guestion has a constancy or constancy of change, such that eements “indde’ the
system are stable enough to be identified. The E.C.C. entalls that no outside forces

impinge on the particular object or system, or that any externa effect is congtant.

3 Here, “experimental” refers to a situation in which a scientist intervenes to isolate and control a
specific mechanism. Thought experiments are not included. This is slightly unsatisfactory, because
thought experiments are also important to science; and because thought experiments might also involve

the isolation and control of mechanisms, albeit in thought.



Many of the Cambridge treatments also emphasi ze closure conditions.
However, this paper argues that despite the apparently variety of definitions, the
Cambridge schoal definition of open and closed systems has been, and is being
increasingly, redtricted to one. That is, closed (and hence open) systems are defined in
terms of events and their regularity.

Consder the following definitions of closed systems: Closed systemns can be
identified when the symmetry thesis (of explanation and prediction) holds (Sayer,
1992: 130), or where there is awarrant for eduction (inference to particular instances)
(Bhaskar, 1986: 30). Closure also means that there is a one-to-one relationship
(isomorphism) between mechanisms and events (Lawson 1994a 517). Thisimplies
the main definition of a dosed system: a unique relationship between antecedent and
consequent (Bhaskar, 1978: 53); a dability of empiricd relationships (Collier, 1994);

or a congtant conjunction of events. This definition flows from the Humean

conception that only regular success ons between events — not underlying mechanisms
(should they exist) — can be identified. Thus causdity is conceived as merely
correlation, which in turn calsfor the identification of event regularities between
isolated atomistic states (Rotheim, 1999: 73).

Lawson identifies closed systems as being where the formula “if event of type
X occurs, then event of type Y will occur” (where X and Y can be scdars, vectors, or
matrices— Lawson, 1994a: 507, n. 9). More recently, Lawson has modified this
further to take into account the common practice of completely specifying the
conditions under which closure holds. Thus, closed systems conform to the formula,
“if X, then'Y, under conditions E’ (Lawson, 1989%a: 63; 1995a: 15). Such event
regularities could be elther deterministic or probabilistic (Lawson, 1999b: 273), which

in the latter case meansthat events will be in regular successon within some well-



behaved probability distribution (Lewis and Runde, 1999: 38; Lawson, 1997: 76).% In
this case, the closure is stochastic (Lawson, 1997: 153-4). Lawson repeets this event-
level definition in his most recent work (Lawson, 2003: 5, 15, 23, 41, 103, 105, 143,
222, 306).°

Other ingtances of this event-leve definition of closed systems in terms of
constant conjunctions of events have appeared in the literature: Lawson (1996: 407),
Pratten (1996: 439), C.Lawson (1996: 451, 459), and Lewis (1996: 487). Of course,
al of those authors descend from Cambridge University. Rotheim (1998: 326, 329
331) and Lawson (1998: 359, 369) reiterate the definition. Clearly the event-leve
definition is not the only one offered by C.R. However, it is argued that this
definition, particularly in those (mainly at Cambridge) influenced by Lawson, has
begun to dominate. Thisis shown mos clearly in the definition of an open sysem.

Bhaskar (1978) defines open systems asthe lack of “regular” (33) or
“invariable’ (73) succession; no unique relationship between variables (53); or a non-
invariance of empirica reationships (132). For Sayer (1992: 122), openness entalls
short-lived or non-exigent regularities. Essentidly, an open system is identified as,
“Not ‘if X then'Y’” (Callier, 1994), or as where there are no constant conjunctions of
events (Bhaskar, 1989: 16). This has been adopted by the recent literature on C.R. in

economics. Therein, open systems are defined as where there are no event regularities

4 Unfortunately, neither Lewis and Runde nor Lawson define clearly what is meant by a well-behaved
probability distribution. Both seem to define a “well-behaved” distribution as symmetrical with a mean
of zero, such as the (standard) Normal. This seems to be the way in which Lawson (1989b) interprets
the E.C.C. in econometrics.

® Lawson (2003:15) does develop his concept of closed systems. He distinguishes between closure as
concomitance and closure as causal sequence. However, the closureis still identified via the event

level.



(Pratten, 1996: 23, Rotheim, 1999; Lawson, 2003: 79, 82, 119, 223-4)° or as systems

lacking sharp (i.e., precise) stable event regularities (Lewis and Runde, 1999: 38).

Critique

It was argued above that the Cambridge school of C.R. in economics mainly defines
oper/closad systems in terms of event regularities. Before showing how thisis
problematic, one other point should be made. Pratten (1996: 426) writes, “In critical
redist contributions such regularities are referred to as closures.” Further, Pratten
(431) criticizes neo-Ricardian economics for its use of “givens’ as closures, where
such givens are dependent on regularities. Rotheim (1998: 331) dso damsthat
closures are constant conjunctions of events (see aso Lawson, 2003: 41). However,
this can only be correct under that highly specific definition, but not under the other
Critica-Redig definitions of closed systems above. Under these definitions, it cannot
be correct to define closed systems as event regularities. For, an event regulaity is not
equivaent to closure; it is suggedtive of closure. As evidenced by the ICC and ECC,
closure occurs beneath the level of events. The action of the mechanisms under
particular circumstances, perhaps in effective isolation, is the closure, which crestes
the event regularity. The clam conflates the empirica with thered: thisis known as

empirica redism, aflattening of ontology. It dso suggests that the epistemic falacy

has been committed: what exigts is reduced to what is known. It aso suggests

actudism, defined as the denid of the existence of underlying mechanisms and

® In fact, Lawson (2003) spends little time defining open systems. However, he does also define them
in terms of the presence of multiple causes or conditions (42, 56, 125, 229, 233) or whereredlity is

highly internally related (229).



acknowledges only actud events or experiences (Callier, 1994: 7). Empirica redism,
the epistemic fdlacy and actudism are al explicitly denied and rejected by C.R.
These contradictions arise here because of the event-leve definition of closed
systems.

However, it might be argued that the dassfication of sysems in terms of
event regularities merdly reflects the Critica- Redlist logic of retroduction, which
begins at the level of events and moves downward (in ontological terms) to the level
of the red, generative mechaniams. The centerpiece and genesis of C.R. isthe
transcendenta deduction of the stratified, open, nature of the world from the
experimentd activity of scientists (Bhaskar, 1978). The actud activity of experiment
in naturd science (and the rdative falure of experimentation in socid science) shows
the generdity of openness and effectively alows C.R. to presume the presence of
open systems. This holds unless there is evidence to the contrary, namely event
regularities, however loca or brief. Thus, it might be expected for C.R. to focus on
the level of events. Moreover, Bhaskar (1979: 138) maintains that C.R. isthe only
philosophy of science that takes constant conjunctions of events as neither necessary
nor sufficient for explanation in natural and socia science. In economics, Lawson and
others have argued that the discipline is dominated by methods which unjustifiaboly
presuppose the existence of event regularities; they have identified the search for
event regularities as the sine qua non of orthodox economics.” Econometricsis the

best example (Lawson, 1989b, 1997, ch. 7; Pratten, forthcoming). The event-leve

" Viskovatoff (1998) questions Lawson’s characterization, arguing that there are (at least) two
methodologies in orthodox economics: one, he claims, pays no attention to empirical outcomes.
Lawson (1998) disagreed. Mearman (2003a, 2003b) argues that the language of some orthodox

economists, such as Sutton (2000), Morgan (2002) and others, implies a concern for mechanisms.



definition has high rhetorica vaue. Therefore, it isto be expected —and it is
conggtent with the ams of the Critica- Redlist project — that the Cambridge group
emphasi zes the event-levd ddfinition.

Furthermore, it might be argued that the existence of event-regularitiesiskey;
that the use of the term “closed system” isincidental. However, if the useis
incidenta, why doesit occur? Lawson (1989b, n. 11) claims that the concept owes
much to the Genera Systems Theory (G.S.T.) of von Bertdanffy (1950). However, it
isclear that G.S.T. and C.R. differ greetly: for example, the former stressesthe
existence of entropy as defining a closed system, while the latter makes virtualy no
reference to entropy. Presumably, then, the influence of G.S.T. is by anaogy; but if
C.R.sdefinition of closureis contrary to G.S.T.’s, is the analogy rendered
inappropriate? Clearly, anadogy does not require identity: the analogy would have no
work to do; however a contradiction would seem problematic. For example, entropy
(and closed systems) is associated with disorder and presumably amessy event levd,
wheress, for C.R. the closed system is defined in terms of event regularity. This does
not make C.R. incorrect, but it does raise the issue of the basis on which C.R. claims
ownership of the term “closed system.”

Furthermore, naither of these argumentsin defense of C.R. (if they stand)
would justify the gpparent ignorance of the level of thered in the definition of the
open/closed system. Critical- Redist methodology is two-sded. Certainly, in Critica-
Redlig practice, phenomena, be they crises, localized event regularities, or rough and
ready patterns of events (so-caled “demi-regularities’), etc., are usualy the darting
point in investigation. From the empirica leve, red mechanisms are retroduced.
However, thisis followed by the empirica assessment of these hypothesized

mechanisms. This entails that the empiricd is reconstructed from the redl. Thus, some



attention must be paid to the redl leve, to determine how those mechanisms produce
the empiricd. This requires extensve condderation of the workings of the sysemin
question; i.e., itsred causa mechaniams set in Sructures, and its Sructure,
boundaries, etc., to illuminate exactly how the empirica is generated. Thus, thereisa
need for amore positive definition of the open system, which includes both the redl
level and the event leve. This argument is complementary to Brown, Sater and
Spencer’s (2003) argument that Critica- Redligt abstraction is weak in terms of
recongtituting the concrete.

Mearman (20024, b) argues that this problem stems from the use of the term
“system” in the Cambridge school of C.R, which effectively ignores the two-part

nature of the term: specificaly, an open system is a systemthat is open. More broadly

C.R.snotion of the system isrelatively underdeveloped. Indeed, Bhaskar (1978: 73)

clams that system “carries no independent semantic force.”®

This ssemsto prove the
point. Moreover, there is no clear picture of thetermin C.R.% At timesit refersto
mechanisms, or the “structures’ wherein they reside. In a sensethisis accurate, Snce
aclosed system is one in which only one mechanism (that in question) operates.
Smilarly, an open system is where a mechanism operates but is open and subject to
other mechanisms. However, thisignores the fact that the mechanismis at the red
level, but generates events at the empiricd levd. Both of these levels are part of the

gystem, thus, just as the system cannot be reduced to the events, nor can it be reduced

to the mechanism. Moreover, when Lawson (1999c: 5) writes, “The aim [of

8 Lawson (2003:15-6) also downplays the significance of the term “system,” claiming that the
definition of the system is merely dependent on the area or time over which an event regularity can be
found.

® Other economists drawing on C.R., such as Downward (1999), Lee (2002), Brown, et a (2003) and

Mearman (2002b) are trying to address this apparent lacuna.



experiment] isto engineer a systemn in which the actions of any mechanism being
investigated are more reedily identifigble,” he differentiates clearly between a system
and a mechanism. Lawson (1994b: 279) identifies system and Structure separatedly,
further weakening the equdity. In short, the notion of system seems underdevel oped
and this makes constructive research and the reconstitution of the real more difficult.™
The problem of the event-leve definition can beillustrated by reference to the
clam, commonin C.R., that the solar system represents arare example of a closed
system found outside experimental control (Bhaskar, 1978: 65; Lawson, 1996: 407,
411; Runde, 1996: 472-3; Lawson, 1999c: 4; Pratten, 1996: 23). Thisis because it
exhibits, or a least gpproaches, complete event regularity. However, if one of the
criteriafor closureis, as stated above, that the symmetry thesis holds, the solar system
cannot be a priori acompletely closed system, since there is the possibility that an
unpredictable asteroid could disrupt planetary motion. Runde (474) recognizesthis.
“Of course, even the regular movements of the planetsisitsdf contingent on the
planetary system remaining undisturbed (and by most accounts, eventudly, the
system will be disturbed). But it is a system that, relative to our own life higtories,

changes so dowly asto be imperceptible.” 1t is commendable that Runde considers

19| awson (1989a:71) does offer a definition of a “system,” in terms of a combination of structures.

Second, he defines a totality and differentiates between it and a system: arguably in terms of the extent

of internal relationality between structures. Furthermore, the dialectical turn of CR has produced the

concept of “totality,” which is a system of internal relations (Bhaskar, 1993:405), with an intensive and

extensive margin (125). Clearly this captures better the notion of “system,” except that the totality

seems to be completely internally related, whereas the system includes externally related elements.

Bhaskar (95-6, 127, 269, 273; 357) distinguishes between open and closed totalities but these are

distinct from the concept of open (and closed systems) used, which remains; “ Systems where constant

conjunctions of events do not occur” (401).
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the issue; however, his claim about imperceptible change isinconsstent with C.R. To
claim that because we perceive the universe as stable, it must be so, reduces existence
to knowledge and commits the epistemic fdlacy. Furthermore, Runde classfiesthe
system according to what has happened, rather than what might potentially happen.
Thisis somewhat inevitable, because we rely on ex post descriptions; but hisisa
description of the events only and ignores the potentiaities within the objects of the
system. This suggests actudism.

Moreover, Runde has shown that the solar system isnot closed: it is at least
potentialy subject to disturbances. Thus, the E.C.C. does not hold. Yet the E.C.C. is
held to be necessary for aregularity and hence a closed system. Only by defining the
system in terms of past events does the E.C.C. hold. Moreover, the |.C.C. does not
hold either. Specificdly, an assumption of the 1.C.C. in the solar system would require
the underlying constancy or congtant rate of change of the entire system and indeed
the universe. However, such an assumption would be bold: Monastersky (2002)
clamsthat proponents of the so-cdled “inflation” and “M” theories of physics agree
that the rate of expangion is unknown. Furthermore, Collier (1994: 244) admits that
cosmology studies changing entities— new tendencies emerge as the Structure of the
cosmos changes. For example, he notes, “Big Bang” theories postulate differences
mechanisms operating immediately after that event. Of course, assuming a constant
rate of expanson of the universe seems reasonable; however, it entails an assumption
that is known to be quite possibly at odds with redlity. When others do this, C.R.
accuses them of insrumentalism (Lawson, 1989b). The key point isthis: in the solar
system, neither the E.C.C. nor the |.C.C. seem to be satisfied; these conditions are
necessary for aclosed system; yet C.R. clamsthat the solar system isa closed system

because of the regular actua recorded movements of the planets. The claim appearsto

11



be actuaigt, contrary to depth redism. Clearly, the event-leve definition of sysemsis
limited and limiting.

Findly, it should be noted that Lawson (1995b: 267) |eaves open the
possibility of loca closures, even if by “chance,” i.e., even if there was no prior basis
to believe that regularity determinism or stochasticism held (see dso Lawson, 2003:
15). Thisissgnificant. If dosures are defined as“if X, then'Y,” by chance, then a
system can be called closed, without knowing anything about that system, merdly its
outcomes. Moreover, as agenera case, it is possble for two externd forces, acting on
the mechanism insde a system, to exactly cancel out each other. If the mechanism
ingde the system were congtant, the outcome would be to produce aregularity. Y et
the system is clearly open (in a broader sense) because of the impact of the externa
mechanisms. Thus, again, “if X then not Y” seems not the best way to define an open

system.

[11. NEGATIVE DEFINITIONS OF OPEN SYSTEMS

Severd of the definitions of open systems offered above were of theform “if X, then
not Y” or variations on that. Here, these are called negative definitions because they
stress an absence of a condition, specificdly of aregularity. A postive definition
would be classed as one that stresses the presence of some particular. In addition to
the negative definitions, presented above, open systems have been defined in CR. as
where closure conditions fall to hold (Downward, 1999: 17), or that interna and
externa parameters are nonconstant (Sayer, 1981: 138). In partial defense of the
Cambridge school within C.R., other definitions of openness are smilar. Kador

(1972) suggests openness, in his concern that, contra orthodox models, congtraints

12



(for instance on consumers) would not be binding (see Hahn, 1989: 55); and aso that
changes in organization, for instance, creete possibilities for further change (see Hahn,
1989: 49). Grunberg (1978: 542) equates openness with alack of congtants (and with
complexity) and therefore with the inghility “to ascertain invariant relaionships.”
Keynes (1973: 262-3) conducts thought experiments on the effect of money wage
reductionsin ‘closed’ and then ‘unclosed’ systems, which are nationd systems
affected by foreign economic factors.

Dow (passim) defines an open system, again, effectively as “not closed,” as
does Downward (1999). Dow offers essentidly the reverse of her definition of the
closed system. Thus, in an open system, not al condtituent variables are known,
gructurd relations are not dl known or knowable, and traditiond logic is not
goplicable (Dow, 1996: 14). Rdatedly, Olsen (2000), writing economics informed by
C.R., seemsto define an open system as being incomplete, or not fully specified by
the theorist. This mirrors Setterfield (2000), but aso some orthodox definitions, which
define a closed system as complete, where dl variables are modeled Hendry (1995:
310).

Infarness, C.R. does offer “pogtive’ definitions. For example, Collier writes,
“In open systems...amultiplicity of mechanismsis operating, conjointly bringing
about a series of events, which would not have been brought about by any proper
subset of those mechanisms’ (1994: 43-4). Thus, outcomes are complexly co-
determined (Callier: 62) by a“pluradity and amultiplicity of causes’ (Bhaskar, 1978:
72). Therefore the same mechanism can lead to different outcomes (i.e., rather than “if
X, then'Y,” theresult would be “if X, then any one of Y1,...,Yp,”); and an outcome

can be produced by a number of mechanisms.
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Interestingly, severa authors (Dow, 1996; Setterfield, 2000; Lewis and Runde,
1999) have argued that openness of a socia system can be identified by the existence
of red choicesfor individuas (in the sense that the outcome of the choice is ot
predetermined).!* Bhaskar (1979: 114) defines this as where “the agent’ s activity
makes a difference to the state of affairs that would (normaly) otherwise have
prevailed.” Significantly, o, Lawson (1995h: 265) argues, “socid structureis
human agent- dependent: it is only ever manifest in human activity. Thus, given the
open nature of human action, the fact that any agent could dways have acted
otherwisg, it follows that socid structure can only ever be present in an open system.”
Clearly, socid sructure would disappear without humans — athough, it is not crested
by the specific humans present at that time (Archer, 1995) — but to assumethis it is
necessary that humans have choice.

Dow (1996) defines an open system, in addition to the criteria above, as one
with fuzzy or indeterminate boundaries. Thisis a departure from the C.R. definition:
even though the E.C.C. might imply a boundary, it saysnothing explicit about it:
indeed, the nation of the system boundary is essentialy absent in C.R. Dow dso notes
that an open system isidentifiable by imperfect ordering, i.e., with a degree of
disorder (Dow: 14). Thisis opposite to the G.S.T. concept of closed-systems being
associated with randomness (in the usud sense). Disorder is perhaps only present in

C.R. in that a non-invariant empirica relationship might imply disorder.

1 This contrasts to orthodox models of the consumer. Given preferences, prices, income, the assumed
rationality of the consumer, and the assumed goal of utility maximisation, the rational agent in
orthodox economics has no real choice: there is only one possible outcome for the consumer;
moreover, they are assumed to be unable to change any of the variables relevant to their decision

(DeUriarte, 1989-90).
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Onefind definition to consider is Kapp's (1968), which, in one way,
corresponds exactly with an agpect of the G.S.T. definition: that an open systemisone
that recaives (and survives on) impulses from outside. It is difficult to identify this
aspect in the Criticd- Redigt definition Snce there, @) “system” is not well defined,
and b) the spatia aspect is de-emphasized (Bhaskar, 1978: 76-7). Another aspect of
Kapp's definition isthat in open systems there is an interaction between sub-systems.
Thisis perhaps akin to the common notion that larger systems (sometimes considered
open, in other work, closed) do comprise sub-systems. Again, for the same reasons as
dated immediatdy above, it is difficult to conceptuaize this notion in C.R.

In spite of the large apparent variety of definitions presented, it is argued that
in economics, the definitions that dominate the discourse of open systems are
negative. Thisis particularly the case with regard to the * Cambridge school’ of C.R. in
economics. To regffirm this, it should be noted that Lawson (2003), while offering
definitions of open systems in terms of, for instance, multiple mechanisms (above), he
aso defines open syslemsin terms of unpredictability (100), unsusceptibility to
closure (62), lack of event regularities (see above), and the impossibility of
experiments (84). Moreover, most of the postive, i.e., not Smply the opposite of a
closed system, definitions discussed above are from outsde C.R. They dso achieve
more than the negative Critica- Redigt definitions above, which remain basicdly at
the leve of events, by discussing the domain of the redl, specificdly the nature of the
structures to be found there.

It has been argued that the dominant * Cambridge view’ definitions of open
systems are negative. The key issue iswhether thisis problematic. Arguably it isthe
nature of argument that concepts develop in thisway. Clearly, it is common to define

an unfamiliar object in terms of the familiar. Moreover, in the development of C.R.
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caled Didecticd C.R. (after Bhaskar, 1993), a key concept is that absences can be
causd and that their existence is Significant. However, this paper finds the negative
definitions to be problematic for two main reasons. First isthe issue of the nature of
heterodoxy. It is the nature — indeed, the literd definition — of heterodoxy thet it
opposes the current orthodoxy. However, the danger for heterodoxy is that its would-
be critics often reduce its definition to being “not orthodoxy” or “not neo-dasscism”
(cf. Walters & Young, 1997; Lawson, 19944). Clearly, heterodox economics is more
than this Marx, Veblen and Keynes (for example) were dl involved in criticizing the
orthodoxy, but they aso offered criticisms of contemporary society, and (all perhaps
except Veblen) offered a congtructive aternative program. Nonetheless, the negetivis
perception persists and is damaging to the heterodoxy. '

The second problem relates to the substantive consequences of the negative
definitions. The mode of congtruction and development of the definition are
ggnificant. Often a“dudis” process occurs. From Dow (1996: 16-17), dudismis
“...the propengity to classify concepts, statements and events according to duals, as
belonging to only one of two dl-encompassing, mutudly-exclusive categories with
fixed meanings.” The unfamiliar is defined in terms of the familiar by placing it in
oppaodition to it. Often the smilarities between the two are ignored. For example, one
might define irrationdity in terms of rationdlity, missng intermediate concepts.

Indeed, as Mearman (2003c) argues, a centra point of Dow’s (1990, 1996) work is
that such dudism leadsto errors. The argument here is that the standard redist

definition of openness tendsto dudism, i.e,, it has an unfamiliar concept, “open

12 One of the principal tasks of heterodox economists and organisationsis to develop coherence and/or
develop arguments against the necessity of coherence. Thisremains, in spite of the clear fragmentation

of the orthodoxy (cf. Viskovatoff, 1998; Caldwell, 1982).
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systems,” and afamiliar (via orthodox economic and scientific practice) concept,
“closed systems.”

Hence, definitions of open systems tend to begin with definitions of closed
systems. Mearman (2003c) shows that even when the concepts are poles, i.e., defined
in terms of each other, asin the case of open and closed systems, the relaionship
between the two terms can be severed and two gtrictly distinct categories can emerge.
It is argued below that this sometimes occursin Critical- Redlist argument regarding
open systems. There are two genera and serious consequences for C.R. Firgt,
Mearman (2003a, ¢) argues, following Dow, that the conditions for dudism are
usudly not met in open systems. Dudism requires atomism, certainty and closure for
itsmutualy exclusive, exhaugtive and fixed categories. none of these are usudly to be
found in open systems. Thus, by adopting a dudist definition of open systems, opent
systems proponents are engaged in closed-systems thinking. Of course, dudism is not
incorrect per se: adoor might be open or closed; however, it coud aso be ‘gar'.
Crucidly, though, it is held that very often duaistic categories are elther incorrect or
eliminate useful possible categories. Second, therefore, thereis a conflict between
Dow’s position and C.R. This hasimplications for the god of coherence for Post
Keynesanism (cf. Mearman, 2001a; Downward, 1999; Dow, 1999). This reinforces
the problem of negativity identified above. Thus, for these two reasons, more pogtive
definitions of open systems are needed. From section 11, these positive definitions

should not be restricted to the event levd.

IV.POLARITY OF OPEN/CLOSED
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The argument of section 111 implies a conflict between Dow’s position and C.R. on
the question of adualist categorization of open and closed systems. However, thisis
only grictly the caseif the categorization isinvaid in redity: some dudigtic
categories might in fact be correct; however, for Dow, thisis either unlikely, and/or
there are not epistemologica grounds for arriving at those certain categories. So, the
immediate question is whether opern/closed systems should be treated as strictly
separate. For, oftenin C.R,, it ssems asif asystem is not completely closed, theniitis
inescapably open, rendering closed- systems methods totdly impotent. For example,
Lawson (1999d) insgts that econometricsisonly vaid in grictly closed systems.
Thus, thereis a need to investigate two points on two different levels. It needsto be
edablished whether C.R. isunjudtifiably dudist in its treetment of the digtinction of
open-systems/closed- systems (1) ontologically and (2) methodologicdly. If thisis o
on either count, thisis problemétic, for the reasons given earlier. If the treatment is
dudlist on one count but not on the other, then thisis a diguncture between the two,

which seems problematic for aredist perspective.

Ontology

Oper/closed systems might appear to be a clear dud, given that the two concepts are
defined most often smply as opposites of each other. This can be investigated further
by examining the polar extremes, perfect openness and perfect closure. Recently, the
polar view has been suggested, by for example, Rotheim (1999: 75). Lawson (1994b:
276) suggests “two extremes — gtrict event regularities or a completely non-systemetic
flux — merely condtitut[ing] the polar extremes of a potentia continuum.” Later (277)

he proposes “a continuum of outcomes. ..ranging from closed systems of constant
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conjunctions of events to an inchoate random flux.” Congstent with section |1, the
definition isin terms of events. Arguably, it is unlikely that either extreme actualy
exigsinredity. Firg, Collier (1994: 33) clams, “no system in our universeis ever
perfectly closed.” Above, it was shown that even the solar system is not closed.
Therefore, the prime example of naturally occurring closure given by C.R. isinvaid.
Lawson (1997: 203) demurs somewhat, claiming, “the god of perfect closure ...
cannot aways adequately be engineered; indeed it may very rardy be.”

At the other end of the spectrum, Critica-Redigt authors have dlarified that
openness refers neither to a complete arbitrariness of events Rotheim (1999: 75) nor
to an inchoate flux (see Lawson, 1994b: 276). Indeed, Cottrell (1998) criticizesC.R,,
in that Sgnificant regularities are in fact found in the socid world. An example might
be that one works and then gets paid. Lawson (1998) replies that, indeed, people go to
work and are paid after working; but they can go home and perform the same activity
for no pay. Therefore, the strict regularity “if work, then get paid” failsto hold.*® This
is not to deny that much of the time “if work, then get paid” does hold, just not dways
and everywhere. Other reasons might be that people work voluntarily, or that some
crigs occurs which prevents payment (Argentinean public service workers and Iragi
soldiers are recent examples). In redlity, thisis the openness that Lawson (et a)
discusses, not inchoate flux. Again, dl these arguments are presented in terms of
event regularities, supporting the argument of section 11.

Practicaly, there is no prospect that either perfect openness or perfect closure

exigs. Between the two theoretical extremes lies everything of practica interest.

13 Clearly this assumes a broader definition of work than, for example, “leave the home to work on
another’s property.” This is contentious but consistent with the Critical-Realist treatment of “work”

(Bhaskar, 1978:194-5).
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Nevertheless, the language of C.R. focuses on the extreme cases. C.R. accuses
orthodoxy of clinging to methods based on the perfect (non-existent) closed system.
However, C.R. dso usesthe perfect (but unachievable) closed system in order to
congtruct its dternative. The contrast between on the one hand astronomy, and on the
other, every other discipline, serves arhetorica purpose and has rhetorical vaue.
Rather than envisaging the spectrum of open-closed systems as a continuum, bounded
by theoreticd if not practicaly attainable extremes, C.R. treatments tend to begin with
the notion of a (perfectly) closed system and look for instances whereby the event
regularity faillsto hold. Where thisisthe case, the system is classified “ open.”
However, there is clearly a difference between a system in which there exists a
mechanismthat occasionally operates, whereas the system is otherwise stable; and
one in which there is a chaotic mess of sporadicaly active mechanisms, continualy
combining in novel ways. In the former case, there remains agood chance of
developing knowledge, whereas in the latter, that chance seems remote. However,
both would be called “open” and both would fail to exhibit event regularity. Again,
the discussion isin terms of events (section 11) and negativity (section I11).

Infairness, a other times, Critical- Redlig trestments have acknowledged the
exigence of such “partia closure.” Partid closure can have avariety of meanings.
Sayer (1992: 124) defines quas-closed systems as “ producing regularities that are
only gpproximate and spatialy and temporaly restricted.” The definition suggests two
types of patid closure. Oneis defined in terms of spatia or tempora specificity. This
definition suggests alarge, open mass segmented into smaler closed systems. Thisis
close to the Critical-Redist notion of “local closures.” Thisisasensein which CR.
often speaks about partia closure. Bhaskar (1978: 78) argues, “for experimental

science to be possible the world must be open but susceptible to regiond closures.”
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Smilaly, “A dosureis of course dways relative to a particular set of eventsand a
particular region of space and period of time” (Bhaskar: 73). This corresponds with
Sayer (1992) above. This notion of higtoricaly and spatidly specific closuresis
consgent in C.R., from Bhaskar (Bhaskar, 1978; 1979: 128; 1986: 27) and developed
by, for example, Lawsonintwo of hismost important contributions. First, with regard
to econometrics Lawson says it is legitimate to investigete whether, “in certain
conditions some closed- systems methods or whatever could contribute to
enlightenment” (Lawson, 1999d: 8) (emphasis added). The conditionsin question
suggest locd closures.

Lawson’s second contribution of import, the identification of the usefulness of

rough and ready patterns, called demi-regularities, relies on the premise that loca

closures are possible (see Lawson, 1997: Ch. 15). As Lawson (219) notes, demi-
regularities are “a specid Stuation of the open world [in which] certain mechanisms
(whether naturd or socid) reved themsaves in rough and ready patterns. ..[but] it isa

Special case of this specid Stuation that the patterns produced correspond to strict

event regularities...” (emphasisin origind).'* Clearly demi-regularities are the result
of aform of partia closure. Indeed, they possess two senses of partia closure. The
latter case seems to suggest a complete closure in a specific space-time postion as
discussed above, whilst the former suggests an incomplete closure. Therefore, the
concept of demi-regularity suggests a meaning of closure as meaning “closed to an

extent.” For example, Bhaskar, (1989: 185) clamsthat biology dedlswith quasi-

14 |awson (2003:105-6) clarifies his concept of demi-regularity. It can apply to any rough and ready

pattern, even when the pattern involves a deviation from an expected regularity.
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closed systems.*® An example given isthe study of the life cyde of an organism;
however, the reasoning is not explicit. This definition of partiad closure suggests,
therefore, that partidly-closed systems are ones in which the event regularity is
gpparent yet not grict. Such a partialy-closed sysem might have merely evolved; or
the system has had closure introduced, making it more closed than before. One such
source of greater closure might be an indtitutiona feature, such as arule, habit,
custom, or convention. Indeed, Sayer (1992: 124) writes, “Many forms of socia
organization tend to approximate regularitiesin patterns of events by enforcing
rules...” This captures the concept of partid closurein the first sense very well.
Lawson (1993: 175) suggests this sense when claiming that when people fal back on
conventions, this creates “a sgnificant degree of structura stability” even under
uncertainty. Again, it should be noted that these claims can only be made by going
benegth the level of events.

What should be clear immediately isthat this nuanced gpproach does not
justify any smple gtrict dudistic trestment of the ontology of open systems. It would
seem that any Critica- Redist treatments which hold that once perfect closureis
impossible, digtinctions between the different open systems available islost, would
seem to be invdid. Moreover, it would seem that Lawson in particular has understood
this. Thisis particularly in the light of his emphasis given to the concept of demi-
regularities. Demi-regularities, it is clear, lie somewhere in between the closed system
of the experiment and the chaos of a perfectly open system. Thus, thereisarolefor a

concept of partid closure. It isalso clear that it is useful to think of systems aslying a

15 Bhaskar (1978:253, n. 1) makes the same point: “...it is clear that some systems, such as biological
ones, are more nearly closed (reveal a greater degree of regularity of behaviour, or recurrence of

syndromes) than others...” Again the definitionisin terms of event regularities.
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some point on a continuum. This suggests, in turn, that there are degrees of openness
of systems. Thus, once we move from the perfection of the experimental closure,
there are avast number of dightly different points at which we can stop. Moreover, if
the perfect closure is viewed asimpossible, then the difference between possible
closures and demi-regularities seems to be much smaller. Thus, Cottrell’s (1998: 352)
argument that Lawson overgtates his contrast between orthodox event regularities and
his own demi-regularities does seem to be valid: there gppearsto be adifferencein

degree rather than in kind between them.

M ethodology

The most powerful contribution of the Critical- Redlist project in economics has been
to demongtrate the importance of ontology and to reorient economics such that the
clear diguncture which exists between redlity and the methods employed to
investigate it should be at least reduced. Thus, methodologies that presuppose strict
closure should not be relied upon to understand extremely open environments. This
seems reasonable. However, it is argued that the Cambridge school of C.R. in
economics has tended to adopt a strategy of rejection of “closed-systems’ methods.
There are several arguments againgt this (see Mearman, 20033) but onein particular is
implied by the above argument. If systems are open to differing degrees, thenitis
likely that methods are too; and therefore the key is to fit methods to Stuations.
Moreover, just asit unjudtified to conflate systems that are not completely closed into
asngle category of “opensysems,” it is unjudtified to conflate methods that
presuppose some degree of closure into a category of “closed- systems methods” and

to rgject these. The components of this argument will now be examined.
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The first component is that the Cambridge view entails a strategy of regjection.
Two examples are employed to make this case. Pratten (1996) provides one. He
argues that ultimatdly, neo-Ricardian economidts are faced with the choice of
abandoning many of their methods or face being rejected by Post Keynesians (439).
His argument is that athough they wish to do redist, open-systems work, neo-
Ricardians are trapped into thinking in terms of closure (435, 437). These conclusions
are based on his argument that neo-Ricardians engagein closure as a“firs sep” in
andyss (431-2). Thisfollows from such features of neo-Ricardian andyss asthe use
of “given” vaues of certain factors. Pratten is correct to argue that there are certain
assumptions in the neo-Ricardian andyss that are questionable from the perspective
of open systems. The assumption of a pre-determined long period would be one
example.

Lawson's (1997) treatment of econometrics provides the other example of
rejection. Lawson argues that regresson analysisis based on the unwarranted
assumptions of underlying homogeneity and of being able to exclude factors not
selected for the analyss. Hiscam isvaid. Thisleads Lawson to argue that a)
econometrics should be restricted to conditions under which there is complete closure;
b) econometrics should be redefined in terms of descriptive statistics, and ¢) other
methods should be employed which are not guilty of closure. One such exampleis his
notion of “contrast explanation” (see Lawson 1997, 2003).

The objections to both arguments are the same. In both cases, it seemsto be
argued that because the techniques and theories in question seem to involve some
closure, but the redlity is open, the techniques are automaticdly invdid. Thisis
problematic for severd reasons. Firgt, these arguments are effectively collgpsing

together techniques and effectively ignoring differences between them. Neo-Ricardian
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andyss does indeed involve some imposed closure; however, thisis Sgnificantly less
than in neo-classicd analyss. Thisignores the greeter redism in neo-Ricardian
andyss. Moreover, Trigg (2003) argues that in neo-Ricardian andyss, methods are
employed so asto suit circumstances and that thisis evidence of an awareness of
openness. One charge againgt Pratten here isthat he ignores the way in which the
closures, such asthey are, have been introduced. In short he ignores what Mearman
(200248) has termed “ process openness,” under which the mode! or technique should
not be judged merely on its form but on the method of its creation.

With respect to Lawson, clearly, there are many different types of
econometrics, yet they are conflated and rgected except in highly specific
circumstances. However, as Downward, Finch and Ramsey (2002), Downward and
Mearman (2002) and Mearman (2003a) —responses derived from C.R. but reacting
againg the strategy of rgection entailed by the Cambridge view — have argued, there
are dements of closure in al methods, including contrast explanation, such asthe
introduction of closure (1.C.C.) necessary to envisage an entity asrelatively enduring
(Downward, 1999), or the assumption of quditative invariance involved in
quantification. Furthermore, to andyze open systems, strategies must be devel oped,
which inevitably amount to partidly closing, in ether sense, in thought, an open
system. Dow (1996: 14) claims “an open system can be segmented into sub-systems
which can be gpproximated to closed systems for partid anayss, but which are
aways open organicaly to influences from other parts of the overdl system”
Setterfield (2000) adopts the same tack, citing Kregdl’s (1976) stratagem of “locking
up elements without ignoring them” Setterfield describes this as a* conditiona
closure.” An obvious example of these techniquesis that a Critica- Redlist abstraction

necessarily involves afocus on what is red and essentid (Lawson, 19894) to the
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temporary exclusion of other factors, regarded as trangent or insgnificant. However,
these influences cannot be legitimately completely excluded, as they might interfere at
any point with the operation of the red and essentid (Mearman, 2001b).

This shows that dthough there might well be greater opennessin some
techniques, they are not free from closure. Thus, Lawson cannot claim to have opent
systems techniques and Pratten cannot claim to avoid any first steps of closurein
ubgtantive andysis. Moreover, giventhat there are degrees of openness of redlity,
there are circumstances under which some more “open” techniques are less suitable
than more “closed” variants. By treating dl types of econometrics as the same, this
ignores the fact that non- or semi- parametric techniques, for example, involve less
closure than parametric techniques (Finch and McMaster, 2002). Thus, as Mearman
(2003a) argues, astrategy of a priori rejection on the basis of opennessis

unsustainable.

CONCLUSIONS

This paper has examined the influentid trestment of “open systems’ by Critica
Redism, which has been prominent in recent economic literature. This paper has
argued that a Cambridge view of C.R. in economicsisidentifiable and didtinctive. Itis
argued that this Cambridge view has three problems in its treetment of open systems:
1) itisdominated by event-leve definitions— which aso reflects an underdevel oped
concept of “system;” 2) it emphasizes negetive definitions; and 3) it tends towards
polarizing definitions. These problems create difficulties in trying to develop
methodology and substantive work informed by Critica Redism. The event-leve

definition is certainly effective for criticizing orthodox economics and for focusng
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discussion onto ontology. The event-levd definition might also act as arough guide
for identifying possible closed systems. However, it hinders andlysis by ignoring the
nature of the system. It is dso shown to be an imperfect guide to openness. Possibly
the greatest problem with the Critical- Redlist treatment is its polarizing trestments of
exising methods. This mode of argumentation is clearly intended to criticize the
orthodoxy. However, it has been shown a number of times that thisargument is
unsustainable. What is needed for the project informed by Critical Redismisthe
congtruction of a pogitive, nuanced treatment of systems. Thiswill dsoinvolve a
more complete definition of system, which moves beyond smply classifying sysems
by their event patterns. Such a definition will likely incorporate trestments of systems

from other literature (Mearman, 20023, b).
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