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## ABSTRACT

## The Wooldridge Method for the Initial Values Problem Is Simple: What About Performance?*

The Wooldridge method is based on a simple and novel strategy to deal with the initial values problem in the nonlinear dynamic random-effects panel data models. This characteristic of the method makes it very attractive in empirical applications. However, its finite sample performance is not known as of yet. In this paper we investigate the performance of this method in comparison with an ideal case in which the initial values are known constants, the worst scenario based on exogenous initial values assumption, and the Heckman's reducedform approximation method which is widely used in the literature. The dynamic randomeffects probit and tobit (type1) models are used as the working examples. Various designs of Monte Carlo Experiments with balanced and unbalanced panel data sets, and also two full length empirical applications are provided. The results suggest that the Wooldridge method works very well for the panels with moderately long durations (longer than 5-8 periods). In short panels Heckman's reduced-form approximation is suggested (shorter than 5 periods). It is also found that all methods perform equally well for panels of long durations (longer than 10-15 periods).
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[^0]
## 1 Introduction

One of the crucial issues in the estimation of a dynamic panel data random-effects models is the initial values problem (Blundell and Smith, 1991; Arellano and Bover, 1997; Blundell and Bond, 1998; Arellano and Honore, 2001; Honore, 2002; Arellano and Carrasco, 2003; De Jong and Herrera, 2005; Arellano and Hahn, 2005; Wooldridge, 2005; Honore and Tamer, 2006). This problem occurs when the history of a stochastic process is not observed from the very beginning. Almost all panel data sets used in microeconometric practice today contain information about individuals entered into the process before the observation period. Ad hoc treatments of this problem are prone to bias and inconsistent estimators as well as a wrong inference of the magnitude of true (structural) and spurious state dependence (Heckman, 1981; Honore, 2002; Hsiao, 2003; Honore and Tamer, 2006).

This problem is either ignored by assuming that the initial values have not been in effect with what happened in the unknown past, i.e. exogenous variables, independent from the exogenous variables and the unobserved individual-effects (heterogeneity), or the stochastic process underlying the model is assumed as is in the steady state (Heckman, 1981; Card and Sullivan, 1988). The exogenous initial values assumption is very naive and may lead to severe bias if the initial observations have been created with the evolution of observed and unobserved characteristics in the past. The initial stationary assumption is also very unattractive especially when age-trended variables drive the process (Heckman, 1981, Hsiao, 2003).

A realistic solution strategy is first suggested by Heckman (1981) which considers the initial values are endogenous variables with a probability distribution condi-
tioned on the exogenous variables and unobserved individual-effects. The strategy of the method is to approximate the conditional probability of initial values with reduced-form equations using available pre-sample information. This leads to very flexible functional forms. Using a small scale Monte Carlo study, Heckman (1981) shows that this solution method performs very well. The main problem of this method in practice is that the approximation of the conditional probability of initial values leads to a simultaneous estimation problem of the reduced-form and structural model which can create a large computational burden in the estimation process.

One other way to ensure that initial values are not a problem in the estimation is to use a fixed-effects approach. The conditional distribution of unobserved individual-effects does not play a role in the estimation process of this approach. However, the fixed-effects approach can be seriously biased as it suffers from socalled incidental parameters problem (Neyman and Scott, 1948). Alternatively, some of the recently developed nonparametric methods can be used (Honore and Kyriazidou, 2000; Hu, 2002; Honore, 2003). For instance, Honore and Kyriazidou (2000) provide a fixed-effects logit model based on kernel-weighted GMM estimators which also absorb the initial values problem. These estimators though have some problems. For instance, it is not possible to calculate average partial effects (Wooldridge, 2005). Thus, the random-effects specification is still attractive in practice and a solution for the initial values problem is inevitable.

Wooldridge (2005) has recently provided a very simple alternative to the Heckman's reduced-form approximation to solve the initial values problem. This method leads to very simple and tractable likelihoods that is not different than standard sta-
tic random-effects model. It is based on an auxiliary distribution of the unobserved individual-effects which is conditioned on the initial values and exogenous variables. It is also very useful in random-effects specifications as it is very similar to Chamberlain approach (1984) with which one can also deal with the possible correlation between exogenous variables and unobserved individual-effects. To our knowledge, although there is a growing literature which routinely uses this method in empirical applications (Contayannis et al., 2004), there is no rigorous study on the finite sample performance of the method as an alternative to Heckman's reduced-form approximation.

The main aim of this paper is to provide Monte Carlo Experiments (MCE) and present real data evidence to investigate the finite sample performance of the Wooldridge method. The dynamic panel data random-effects probit and tobit (type I) models are used as working examples. The paper also aims to compare the performance of the Wooldridge method with the results produced by the exogenous initial values assumption and the Heckman's reduced-form approximation. First, we conduct various designs of $M C E$ with balanced panel data sets. However, as explained in Honore (2002), ad hoc treatments of the initial values problem are especially unappealing with unbalanced panel data sets. This is generally the case in the empirical applications and thus, various designs of $M C E$ with unbalanced panel data sets are also presented. The real microeconomic panel data sets contain more complicated structure compared to any $M C E$ design. The paper also gives two full scale real data applications which concentrate on intertemporal labor force participation and hours of work decisions of married women in Sweden between 1992
and 2001.

Given that the aim of estimating a dynamic panel data models is to identify the different sources of persistence, the initial values problem plays a very important role. The result suggests that misspecification of the conditional distribution of the initial values leads to a serious bias on both persistence which is due to structural or spurious reasons. The exogenous initial values assumption, for instance, would lead to overestimation of the true and underestimation of the spurious state dependence. We find that the Wooldridge method works very well but it is not as successful as Heckman's reduced-form approximation for very short panels (shorter than 5). The Wooldridge method gives almost the same results with the Heckman's method for moderately long panels (longer than $5-8$ periods). One of the other and very intuitive result is that the performance of all methods tends to be equal for the panels of very long durations (longer than $10-15$ periods).

The paper is organized as follows: the next section will summarize the models and estimation strategies with different solution methods of the initial values problem. Section 3 presents our MCE designs and the results. Section 4 gives two empirical applications to the intertemporal labour force participation and hours of work decisions of married women in Sweden between 1992 and 2001. Section 5 concludes.

## 2 The dynamic probit and tobit models and the

## solution strategies for the initial values problem

The process with one lag of observed dependent variable that generate the outcome is as follows. ${ }^{1}$

$$
\begin{gather*}
y_{i t}^{*}=x_{i t}^{\prime} \beta+\gamma y_{i, t-1}+\epsilon_{i t}  \tag{1}\\
y_{i 1}^{*}=x_{i 1}^{\prime} \beta+\epsilon_{i 1} \tag{2}
\end{gather*}
$$

where the dependent variable $y_{i t}^{*}$ is latent (unobserved) and $y_{i 1}^{*}$ are the initial values of the process; $\epsilon_{i t}=\alpha_{i}+u_{i t}$ are the composite error terms, and $i=1, \ldots, N$, $t=2, \ldots, T ; x_{i t}$ is a vector of strictly exogenous variables in a sense that they are independent from all past, current and the future values of the disturbance $u_{i t}$; $\alpha_{i}$ is the time-persistent unobserved individual-effects which is assumed as $\alpha_{i} \sim$ $\operatorname{iid} N\left(0, \sigma_{\alpha}^{2}\right)$. It is also assumed to be orthogonal to exogenous variables following the standard random-effects assumption.

The dependent variable is latent and it can be observed with a criteria that determines the type of the model. The system (1-2) is a dynamic random-effect probit model if $y_{i t}=\mathbf{1}\left(y_{i t}^{*}>0\right)$ and $y_{i 1}=\mathbf{1}\left(y_{i 1}^{*}>0\right)$, where $\mathbf{1}($.$) is the indicator$ function. The error terms of the probit model are assumed as $u_{i t} \sim \operatorname{iidN}\left(0, \sigma_{u}^{2}\right)$ and $\sigma_{u}^{2}=1$, due to identification. The correlation between two sequential error terms is $\operatorname{Corr}\left(\epsilon_{i t}, \epsilon_{i k}\right)=\sigma_{\alpha}^{2} /\left(\sigma_{\alpha}^{2}+1\right),(t, k=1, \ldots, T ; t \neq k)$. The system (1-2) is a

[^1]dynamic random-effects tobit (type I) model if the criteria is $y_{i t}=\max \left(0, y_{i t}^{*}\right)$ and $y_{i 1}=\max \left(0, y_{i 1}^{*}\right)$, where the error terms are assumed as $u_{i t} \sim \operatorname{iid} N\left(0, \sigma_{u}^{2}\right)$. The likelihood for the probit (pro) and tobit (tob) models at time $t(t>1)$ for any individual $i$ is given by,
\[

$$
\begin{gather*}
f_{i t}^{\text {pro }}\left(y_{i t} \mid y_{i, t-1}, x_{i t}, \alpha_{i} ; \theta\right)=\Phi\left\{D_{i t}\left(x_{i t}^{\prime} \beta+\gamma y_{i, t-1}+\sigma_{\alpha} \alpha_{i}\right)\right\}  \tag{3}\\
f_{i t}^{t o b}\left(y_{i t} \mid y_{i, t-1}, x_{i t}, \alpha_{i} ; \theta\right)=\left\{\begin{array}{c}
1-\Phi\left[\left(x_{i t}^{\prime} \beta+\gamma y_{i, t-1}+\sigma_{\alpha} \alpha_{i}\right) / \sigma_{u}\right], \\
\left(1 / \sigma_{u}\right) \phi\left[\left(y_{i t}-x_{i t}^{\prime} \beta-\gamma y_{i, t-1}-\sigma_{\alpha} \alpha_{i}\right) / \sigma_{u}\right], \\
y_{i t}>0
\end{array}\right\} \tag{4}
\end{gather*}
$$
\]

where $D_{i t}=\left(2 y_{i t}-1\right), \Phi$ denotes the distribution function, $\phi$ denotes the density function of the standard normal random variable, and $\theta^{p r o}=\left[\begin{array}{lll}\beta & \gamma & \sigma_{\alpha}\end{array}\right]^{\prime}, \theta^{t o b}=$ $\left[\begin{array}{llll}\beta & \gamma & \sigma_{\alpha} & \sigma_{u}\end{array}\right]^{\prime}$ are the parameter vectors to be estimated.

Given the probability distribution of the initial values which is conditioned on the exogenous variables and unobserved individual-effects $f_{1}^{\text {pro }}\left(y_{i 1} \mid\left\{x_{i t}\right\}_{t=1}^{T}, \alpha_{i} ; \theta\right)$ and $f_{1}^{t o b}\left(y_{i 1} \mid\left\{x_{i t}\right\}_{t=1}^{T}, \alpha_{i} ; \theta\right)=\left\{f_{1\left[y_{i 1}=0\right]}, f_{1\left[y_{i 1}>0\right]}\right\}$, and the exogenous variables $x_{i t}$, the general form of the full log-likelihood function for both models can be specified as follows:

$$
\begin{equation*}
\log \mathcal{L}=\sum_{i=1}^{N} \ln \left[\int_{-\infty}^{\infty}\left[f_{1}\left(y_{i 1} \mid\left\{x_{i t}\right\}_{t=1}^{T}, \alpha_{i} ; \theta\right) \prod_{t=2}^{T} f_{i t}\left(y_{i t} \mid y_{i, t-1}, x_{i t}, \alpha_{i} ; \theta\right)\right] f\left(\alpha_{i}\right) d \alpha_{i}\right] \tag{5}
\end{equation*}
$$

Maximization of the likelihood function (5) is straightforward for both specifications, if the conditional distribution of the initial values is known. Obviously, the ideal case would be that the observed panel data set starts just together with the stochastic process, and the initial values $y_{i 1}$ are known constants (nonstochas-
tic). In this case, there is no need to deal with the initial values problem and there is no reason to specify a conditional distribution (Heckman, 1981; Honore, 2002; Hsiao, 2003). However, if the observed sample data are observed after the process is operated many periods, the initial values would not be known and a conditional distribution for the initial values must be specified. If there is no access to $S$ periods before the sample panel data are observed $(t=S+1, S+2, \ldots, S+T)$, the conditional distribution of the initial values, $y_{i, S+1}$, is specified as $f_{i, S+1}\left(y_{i, S+1} \mid\left\{x_{i t}\right\}_{t=1}^{S+T}, \alpha_{i} ; \theta\right) .{ }^{2}$ In empirical applications, it is sometimes naively assumed that initial values have not been in effect with the unobserved $S$ periods. This assumption implies that the initial values are exogenous variables, independent from exogenous variables and unobserved individual-effects. In this case, the conditional distribution of the initial values would be equal to the marginal distribution $f_{i 1}\left(y_{i 1}\right)$ and it can be taken outside the maximization procedure of the likelihood function (5). Therefore, assuming exogenous initial values actually means ignoring the problem. If the data is not collected at the beginning of the process, and if the disturbances that generate the process are serially correlated (which is inevitable in the presence of the unobserved individual-effects), then the exogenous initial values assumption is too strong and causes serious consequences such as bias and inconsistency in the estimators (Heckman, 1981; Hyslop, 1999; Honore, 2002). ${ }^{3}$

The more realistic approach is to assume that the initial values are endogenous,

[^2]and to specify a conditional distribution. However, it is not an easy to find a closed-form expression for the conditional distribution. One possibility is to assume that the conditional distribution of initial values is to be at the steady state (in equilibrium). This assumption is useful in some cases, but it is still difficult to find a closed-form expression for the conditional distribution even for the simplest case where there are no explanatory variables (Card and Sullivan, 1988). Additionally the initial stationarity assumption is also very strong if some age-trended variables are driving the process (Heckman, 1981; Hyslop, 1999; Hsiao, 2003).

Heckman (1981) suggests an approximation method for the conditional distribution of the initial values using a reduced-form equation which is based on available pre-sample information. Consider the following reduced-form equations,

$$
\begin{align*}
& y_{i 1}^{*}=z_{i 1}^{\prime} \pi+\epsilon_{i 1}  \tag{6}\\
& \epsilon_{i 1}=\lambda \alpha_{i}+u_{i 1} \tag{7}
\end{align*}
$$

where $z_{i 1}$ is the vector of available strictly exogenous instruments which will be used as pre-sample information. This vector can consist of the first observations of the exogenous explanatory variables which are available in the sample panel data set. $\pi$ and $\lambda$ are the nuisance parameters to be estimated. $\epsilon_{i 1}$ is correlated with $\alpha_{i}$ but it is uncorrelated with $u_{i t}$ for $t>1$. The reduced-form can be expressed for probit model as $y_{i 1}=\mathbf{1}\left(y_{i 1}^{*}>0\right)$ and for tobit model as $y_{i 1}=\max \left(0, y_{i 1}^{*}\right)$. The conditional
distribution of the initial values then can be approximated as

$$
\begin{gather*}
f_{i 1}^{\text {pro }}\left(y_{i 1} \mid z_{i 1}, \alpha_{i} ; \pi, \lambda\right)=\Phi\left\{D_{i 1}\left(z_{i 1} \pi+\lambda \sigma_{\alpha} \alpha_{i}\right)\right\}  \tag{8}\\
f_{i 1}^{t o b}\left(y_{i 1} \mid z_{i 1}, \alpha_{i} ; \pi, \lambda\right)=\left\{\begin{array}{l}
1-\Phi\left[\left(z_{i 1}^{\prime} \pi+\lambda \sigma_{\alpha} \alpha_{i}\right) / \sigma_{u}\right] \quad, \quad y_{i 1}=0 \\
\left(1 / \sigma_{u}\right) \phi\left[\left(y_{i 1}-z_{i 1}^{\prime} \pi-\lambda \sigma_{\alpha} \alpha_{i}\right) / \sigma_{u}\right], \quad y_{i 1}>0
\end{array}\right\} \tag{9}
\end{gather*}
$$

Simultaneous estimation of the parameters of the structural equation (1) and reducedform in (6-7) can be obtained by simply substituting (8) or (9) into the log-likelihood function (5) without imposing any restrictions (Heckman, 1981; Hsiao, 2003).

Wooldridge (2005) suggests a simple alternative to Heckman's reduced-form approximation, which is based on unobserved individual-effects as conditional on the initial values and exogenous variables. Specifying the distribution of unobserved individual-effects on these variables can lead to very tractable functional forms and consistent estimators not only for dynamic panel data random-effects probit or tobit models but also for many other dynamic nonlinear panel data models such as logit, poisson or sample selection (tobit type II).

The Wooldridge method suggests specifying $f\left(\alpha_{i} \mid\left\{x_{i t}\right\}_{t=1}^{T}, y_{i 1}\right)$ instead of $f_{i 1}($. as a similar strategy to Chamberlain (1984) correlated random-effects model. Simply, this method uses the following auxiliary distribution of the unobserved individualeffects which is conditioned on the initial values, $y_{i 1}$, and the within-means of timevariant explanatory variables, $\bar{x}_{i}$ :

$$
\begin{equation*}
\alpha_{i}=\xi_{0}+\xi_{1} y_{i 1}+\xi_{2} \bar{x}_{i}+\eta_{i} \tag{10}
\end{equation*}
$$

where $\eta_{i}$ is a new unobserved individual-effects which is simply assumed as $\eta_{i} \sim$
$i i d N\left[0, \sigma_{\eta}^{2}\right] ; \alpha_{i} \mid \bar{x}_{i}, y_{i 1} \sim N\left[\xi_{0}+\xi_{1} y_{i 1}+\xi_{2} \bar{x}_{i}, \sigma_{\eta}^{2}\right]$; and $\bar{x}_{i}=\frac{1}{T} \sum_{t=1}^{T} x_{i t} .{ }^{4}$ Thus, we obtain a conditional likelihood which is based on the joint distribution of observations conditional on initial values. The resulting likelihood function will be like those in standard static random-effect probit and tobit models. The parameters can be easily estimated by using a standard random-effects command in available softwares.

The likelihood functions of probit and tobit models (5) involve only a single integral, which can be effectively implemented by using Gaussian-Hermite Quadrature and this tool will be employed in the maximization of likelihood functions in this paper (Butler and Moffitt, 1982). This method is less time consuming and more efficient in comparison with the other alternative based on Monte Carlo integration with a proper simulator (Gourieroux and Monfort, 1993; Hajivassiliou and Ruud,1994). The details of the Gaussian-Hermite Quadrature applied in the paper is provided in the Appendix together with the likelihood functions used in the estimation process.

## 3 Monte Carlo Experiments

Various designs of $M C E$ are carried out with balanced and unbalanced panel data sets to analyze the finite sample performance of the Wooldridge method in comparison with; $i$ ) the ideal case, known initial values; ii) the worst case, exogenous initial values assumption; and iii) Heckman's reduced-form approximation. Our MCE (as all calculations in this paper) is designed in Compaq Visual Fortran, and the op-

[^3]timization for the likelihood functions is performed using $Z X M I N$, which is very fast and robust optimization routine. ${ }^{5}$

### 3.1 Balanced Panel Data

We start to experiment with various balanced panel data sets that are based on three different data generating processes of a strictly exogenous variable. The benchmark design, $M C E_{1}$, is created by using independent and identically distributed standard normal random variates,

$$
\begin{equation*}
x_{i t} \sim N[0,1] \tag{11}
\end{equation*}
$$

It is also important to analyze the bias with non-normal explanatory variables. It is well known in the literature that normally distributed explanatory variables may tend to produce less bias compared to $M C E$ designs with non-normally distributed explanatory variables (Ruud, 1986; Honore and Kyriazidou, 2000). We therefore modify $M C E_{1}$ by changing the data generating process of the explanatory variable to one degree of freedom chi-square distributed random variable, $\chi^{2}(1)$, which has a skewed distribution. In order to reveal the comparability with the benchmark design we also standardize this random variable. The second design, $M C E_{2}$, is thus based on the following explanatory variable, ${ }^{6}$

$$
\begin{equation*}
x_{i t} \sim \frac{\chi_{(1)}^{2}-1}{\sqrt{2}} \tag{12}
\end{equation*}
$$

[^4]The third design, $M C E_{3}$, uses an autocorrelated explanatory variable in order to analyze the solution methods with a higher degree of intra-group variation. In this design the explanatory variable is given by the following autoregressive process,

$$
\begin{equation*}
x_{i t}=\rho x_{i, t-1}+\psi_{i t} \tag{13}
\end{equation*}
$$

where $\psi_{i t} \sim N[0,1], x_{i 1}=\psi_{i 1}$ and $\rho=0.5$.
The data generating process for the latent dependent variable which is based on a dynamic random-effects specification is given as follows:

$$
\begin{gather*}
y_{i t}^{*}=\beta_{1} x_{i t}+\gamma y_{i, t-1}+\alpha_{i}+u_{i t}  \tag{14}\\
y_{i 1}^{*}=\frac{\beta_{1} x_{i 1}}{1-\gamma}+\frac{\alpha_{i}}{1-\gamma}+\frac{u_{i 1}}{\sqrt{1-\gamma^{2}}} \tag{15}
\end{gather*}
$$

Where $i=1, \ldots, N$ and $t=2, \ldots, T ; x_{i t}$ is one of the exogenous variables given in (11), (12) or (13); $\alpha_{i} \sim i i d N\left[0, \sigma_{\alpha}^{2}\right]$; and $u_{i t} \sim i i d N\left[0, \sigma_{u}^{2}\right]$. The design adopted for the initial values in (15) aims first at including correlation between initial values and unobserved individual-effects, and second aims at creating mean stationarity in the stochastic process. The data generating process leading to a dynamic randomeffects probit model is $y_{i t}=\mathbf{1}\left(y_{i t}^{*}>0\right)$ and $y_{i 1}=\mathbf{1}\left(y_{i 1}^{*}>0\right)$; and for the dynamic random-effects tobit model is $y_{i t}=\max \left(0, y_{i t}^{*}\right)$ and $y_{i 1}=\max \left(0, y_{i 1}^{*}\right)$. The primary parameters of interest are the true state dependence, $\gamma$, and the the variance of the unobserved individual-effects, $\sigma_{\alpha}^{2}$.

True values of the parameters are set to $\beta_{1}=1, \gamma=0.5, \sigma_{\alpha}^{2}=1$ and $\sigma_{u}^{2}=1$. In each case, $L=200$ different conditioning data sets are produced for $N=200$
individuals who are observed $T=3,4,5,8,15$ and 20 periods. The number of quadrature points for Gauss-Hermite procedure is $30 .{ }^{7}$ The average number of observations that are censored (for both tobit and probit cases) constitute almost 40 to $60 \%$ of the total number of observations.

The results of $M C E_{1}, M C E_{2}$ and $M C E_{3}$ are summarized in Table 1, 2 and 3, respectively. For brevity, and considering the limited space, we do not report all results obtained in the estimation process. It should be stressed in this point that the parameters which were not reported here ( $\beta_{1}$ and $\sigma_{u}^{2}$ ) were estimated with no bias almost in every case. Thus, we only present the primary parameters of interest, $\widehat{\gamma}$ and $\widehat{\sigma}_{\alpha}^{2} .{ }^{8}$ Tables report mean bias and root mean square error (RMSE). Since the estimators of the type considered here often do not have finite theoretical moments, median bias and median absolute error (MAE) are also presented. A negative sign on both mean and median bias shows an underestimation and positive sign shows an overestimation relative to the true values of the parameters.

Table 1 about here

The first block of Table 1, 2 and 3 presents results for the ideal case in which the initial values are nonstochastic (known initial values). Here, the sample data and the stochastic process start together at $t=1$, and all initial values are censored as $y_{i 1}=0$. This is the ideal case in which there is no initial values problem as there is no

[^5]correlation between initial values and unobserved individual-effects. Therefore, we do not expect any positive or negative bias. In line with the expectations, almost no bias is observed both for the true state dependence and the variance of unobserved individual-effects. The mean and median bias are very close to each other implying that the bias has a symmetric distribution with a decreasing variance as the duration of the panel data set is increased.

In order to create an initial values problem we operate the system $S=25$ periods before the sample data are observed for $T=3,4,5,8,15$ and 20 . This means that initial sample values (i.e. $S=26$ ) have been created with the evolution of the relationship between unobserved individual-effects and the explanatory variable during past 25 periods. The second block in Table 1, 2 and 3 presents the results for the worst scenario which is based on the exogenous initial values assumption. In our case, this assumption is clearly wrong and also very strong, and thus we expect a sizeable bias on the estimated parameters. The assumption leads to a serious bias for both parameters (see footnote 7). The true state dependence, $\gamma$, is seriously overestimated while the variance of the effect, $\sigma_{\alpha}^{2}$, is seriously underestimated. The bias is 30 to $60 \%$ when $T=3$, but it is gradually getting smaller as the duration of the panel is increased, and there is almost no bias when the panel is longer than 15 periods. It is also observed that the result obtained in $M C E_{1}, M C E_{2}$ and $M C E_{3}$ are very close to each other. The methods have not produced bigger bias for nonnormal and autocorrelated explanatory variables and even the bias is smaller for some cases.

Third blocks in the tables present the results for the Heckman's reduced-form
approximation. This method performs very well for all durations of the panels. The bias is very small even with the smallest duration $(T=3)$ one can use with dynamic panel data models (the bias is about 0 to $7 \%$ ). The results for the Wooldridge method are presented in the last block of the each table. This method performs almost equally well with the Heckman's reduced-form approximation. The main difference between these two methods occurs for the panels of very short durations ( $T=3$ and 4 ). Similar to the exogenous initial values assumption, the Wooldridge method also tends to produce overestimated true state dependence and underestimated variance of the unobserved individual-effects for the short panels but the bias is much smaller (15 to $25 \%$ ). For a duration which is longer than $T=5$, the magnitude of the bias produced by the Wooldridge method tends to be equal to Heckman's reduced-form approximation method. Overall and very intuitively, all methods tend to perform equally well for the panels of very long durations (longer than $T=15$ ).

Table 2 about here

Table 3 about here

### 3.2 Unbalanced Panel Data

Many of the microeconomic panel data sets that are encountered in practice contain hundreds of individuals who are entering or exiting the data set in different periods leading to the panel data sets to be unbalanced. The initial values problem may
behave different in these type of panel data sets depending on the degree of unbalancedness. Here, we will analyze the finite sample performance of the Wooldridge method using various unbalanced panel data sets by controlling for the degree of unbalancedness of the panel.

The degree of unbalancedness of panel is controlled for using the Ahrens and Pincus index (Ahrens and Pincus, 1981, Baltagi and Chang, 1994) which is defined as,

$$
\begin{equation*}
r=\frac{N}{\bar{T} \sum_{i=1}^{N}\left(\frac{1}{T_{i}}\right)} \tag{16}
\end{equation*}
$$

where, $r$ is the degree of unbalancedness $(0<r<1)$. When it is close to 1 , the data set gets closer to a balanced panel data set, and it would be strongly balanced for $r=1$. We use different $r$ by controlling for the number of individuals $N=200$; and average number of periods $\bar{T}$ in the panel data set. Two different types of individuals are assumed with the same number of observations $N_{1}=100$ and $N_{2}=100\left(N=N_{1}+N_{2}\right)$, and with different number of time periods $T_{1}$ and $T_{2}$. The same design given with $M C E_{3}$ is used as a data generating process of the exogenous variable. The dynamic system in (14-15) is driven 25 periods before the samples are observed. The unbalanced panels are created by using average duration of $\bar{T}=$ 10 and different combinations of the durations leading $r=(1.00,0.99,0.94,0.91$, $0.84,0.75,0.64,0.51)$. For instance $r=0.51$ corresponds to severe unbalancedness with $T_{1}=3$ and $T_{2}=17$.

Table 4 and 5 present the results for dynamic random-effects probit and tobit models respectively. The tables report the results only for the exogenous initial values assumption and for the Wooldridge method. Heckman's reduced form ap-
proximation is not affected by the unbalancedness of panel data and we do not report the results here. ${ }^{9}$ The bias and variation is increased by the degree of unbalancedness for the case of exogenous initial values assumption on both true state dependence and the variance of the individual-effects. However, the bias produced by the Wooldridge method is affected very slightly and this method tends to produce less bias even for very extreme cases. We also observe that this behaviour is the same for both probit and tobit models.

Table 4 about here

Table 5 about here

## 4 Two empirical Applications

The data used in practice includes more complicated structures. It is crucial to analyze the performance of the Wooldridge method with real microeconomic panel data sets and compare the results with the ones obtained with $M C E$. In this section, we will present two empirical applications aiming to analyze the intertemporal labour supply behavior of married woman either for labour force participation or hours of work decisions. We will illustrate the performance of the Wooldridge method for the identification of the different sources of state dependence in comparison with exogenous initial values assumption and Heckman's reduced-form approximation as in the case of $M C E$.

[^6]The dynamics of labour supply behavior of women has been one of the important issues in labour economics. In our empirical applications, we first focus on the relationships between labour force participation decisions, fertility decisions and non-labor income of married women in Sweden using a dynamic random-effects probit model. Second, the hours of work decisions of the same individuals will be analyzed using a dynamic random-effects tobit model. In both applications, we use husbands' labour income as a proxy for non-labour income for married women. As in the studies of Heckman (1978) and Hyslop (1999), we try to distinguish different sources of state dependence. A true or structural state dependence on labour supply behavior caused by the past participation experiences and a spurious state dependence due to persistent unobserved individual-effects which can alter participation propensities independently from actual participation experiences. Controlling for different sources for persistence can be rationalized by past experiences that can be perceived by employers as signal for low productivity, time out for skills or search cost which differ across participation states.

The data that we use is a randomly sampled portion of registered data of Sweden (LINDA). ${ }^{10}$ Our sample selection criteria is continuously married $N=2000$ couples, aged 20 - 60 in 1992 and followed until 2001 (10 periods), with positive husband's annual earnings and hours worked each year. Table 6 presents the characteristics of the sample used in our empirical applications below.

## Table 6 about here

[^7]
### 4.1 Intertemporal participation decisions of Swedish woman, 1992-2001

We use a very similar model that is used by Hyslop (1999). Individuals current participation decision depends on their previous employment status, fertility variables, non-labour income and unobserved individual-effects. The specification of the model estimated here is given in (1) and (2). The dependent variable is an indicator variable which is 1 for an individual $i(i=1, \ldots, 2000)$ and period $t(t=2, \ldots, 10)$, if she is employed and 0 otherwise. The unobserved individual-effects assumed as correlated with observed individual characteristics. The error-terms assumed as $u_{i t} \sim i i d N[0,1]$ for identification. The actual disturbance process is assumed as serially uncorrelated and the serial correlation is assumed as constant and equal to the proportion of the variance explained by the unobserved individual-effects. The exogenous variables which are included are age, age-squared, place of birth, highest level of education, fertility variables and non-labour income. Place of birth is an indicator variable and equal to 1 if the individual was born in Sweden and 0 otherwise. We use three indicator variables for to control for education: primary $=1$ (Grundskola degree, 9 years of education), secondary $=1$ (Gymnasium (high school) degree, more than 9 years but less than 12 years of education), university $=1$ (education more than Gymnasium). Similar to Hyslop (1999), the fertility variables are considered as number of children aged $0-2\left(\# \operatorname{Kids}_{i t}(0-2)\right), 3-5\left(\# \operatorname{Kids}_{i t}(3-5)\right)$ and $6-17$ (\# $\left.\operatorname{Kids}_{i t}(6-17)\right)$. The non-labour income is separated as permanent and transitory effects. The permanent non-labour income is calculated as within means of husband's labour earnings over time periods, and the transitory non-labour income
calculated as deviations from the within means of the husband's labour earnings.
The unobserved taste for working is possibly correlated with fertility variables and non-labour income (Hyslop, 1999). Thus, the unobserved individual-effects should be conditioned on these variables. To keep the analysis simple, and without loosing the generality, we specify the distribution based only on fertility variables using the within means of the fertility variables following the correlated randomeffects model: ${ }^{11}$

$$
\begin{equation*}
\alpha_{i}=\pi_{0}+\pi_{1} \overline{\# \operatorname{Kids}_{(0-2)}}+\pi_{2} \overline{\# \operatorname{Kids}_{(3-5)}}+\pi_{3} \overline{\# \operatorname{Kids}_{(6-17)}}+\psi_{i} \tag{17}
\end{equation*}
$$

where $\psi_{i} \sim \operatorname{iid} N\left[0, \sigma_{\psi}^{2}\right]$. The auxiliary distribution for the unobserved individualeffects is modelled using Wooldridge method as follows:

$$
\begin{equation*}
\alpha_{i}=\xi_{0}+\xi_{1} \overline{\# \text { Kids }_{(0-2)}}+\xi_{2} \overline{\# \text { Kids }_{(3-5)}}+\xi_{3} \overline{\# \text { Kids }_{(6-17)}}+\xi_{4} y_{i 1}+\eta_{i} \tag{18}
\end{equation*}
$$

where $\eta_{i} \sim i i d N\left[0, \sigma_{\eta}^{2}\right]$.
Having assumed that the distribution of the unobserved individual-effect is correctly specified, we use (17) with the exogenous initial values assumption and with Heckman's method. Note that the only difference between exogenous initial values assumption and Wooldridge method is that the later includes the initial values, $y_{i 1}$ (first period employment status). Thus, by applying a correlated random-effects

11 Note that the distribution of the heterogeneity is specified in Hyslop (1999) as follows

$$
\alpha_{i}=\sum_{s=0}^{T}\left(\delta_{1 s}\left(\# \operatorname{Kid}_{(0-2)}\right)+\delta_{2 s}\left(\# \text { Kids }_{(3-5)}\right)+\delta_{3 s}\left(\# \text { Kids }_{(6-17)}\right)\right)+\sum_{s=0}^{T-1} \delta_{4 s} y_{m i s}+\eta_{i}
$$

where $y_{m}$ is the transitory lon-labour income and $\eta_{i} \mid x_{i} \sim N\left[0, \sigma_{\eta}^{2}\right]$
model, we can also directly compare the results from these three approaches. The reduced-form specification for the Heckman's method includes a constant, the initial sample values of age, age-squared, place of birth, highest level of education and non-labour income. ${ }^{12}$

Table 7 about here

The estimation results are summarized in Table 7 by solution methods. For brevity, the table reports results only for the true state dependence and variance of unobserved individual-effects. ${ }^{13}$ In each raw, the first figure is the estimated coefficient, the second figure (in parentheses) is the standard error ${ }^{14}$ and the third figure (in brackets and bold) is the relative difference between Heckman's reducedform approximation and the other methods. A positive relative difference represents an overestimation and a negative values is an underestimation in comparison with the Heckman's method. ${ }^{15}$ Additionally, in order to see the performance of the Wooldridge method with respect to duration of the panel, we estimate the same model with different durations from $T=3$ to $T=10$. In each estimation procedure, the same individuals are used and some of the explanatory variables are

[^8]recalculated according to the duration. We also present results from pooled dynamic probit model (no unobserved individual-effects) as a base result. It is useful since it is not affected by a misspecification of unobserved individual-effects.

The results produced with real data are in line with our $M C E$. The exogenous initial values assumption produced very large true state dependence and very low variance of unobserved individual-effects for small samples. For instance, when $T=$ 3, the relative difference between Heckman's method is 1.31 which means that the exogenous initial values assumption overestimates the true state dependence almost $131 \%$ more relative to Heckman's method. The relative difference for the variance of the unobserved individual-effects is much larger. The variance of unobserved individual-effects obtained with the Heckman's method is five times larger than that of the exogenous initial values assumption for $T=3$. When the duration is increased the difference decreases rapidly which is also in line with $M C E$. For instance, the true state dependence is overestimated only $4 \%$ and the variance is underestimated almost $11 \%$ for $T=10$. The exogenous initial values assumption produces very similar results with the pooled dynamic probit model when the duration is very small. It is may be the case that the unobserved heterogeneity is underrepresented in the short panel data sets compared to a longer one with the same individuals. It is also observed for the long panels that the pooled dynamic probit model produces increasingly larger persistence which is due to the lagged dependent variable. The reason is that this model is not able to account for the persistence in the participation sequences which is due to unobserved individual-effects.

The real data performance of the Wooldridge method, in comparison with the

Heckman's method, is almost the same as is in MCE. The Wooldridge method is also not able to solve the problem of overestimation of the true state dependence and underestimation of the variance for panels of short durations. However, the relative difference between Heckman's method is much smaller compared to the relative difference between exogenous initial values assumption and Heckman's method. For $T=3$, relative difference is almost $12 \%$ and $22 \%$ for the true state dependence and variance respectively. The Wooldridge method is more successful for the true state dependence relative to variance of the unobserved individual-effects. Similar to what is found by $M C E$, the Wooldridge method performs as well as Heckman's method when the duration is larger than $T=5$. All methods tend to produce similar results for the panels of long durations.

### 4.2 Dynamics of the hours of work decisions of Swedish married women,1992-2001

The second application concentrates on hours of work decisions of married women in Sweden. Similar to the probit case, we specifically test whether there is significant true state dependence on the labour supply decisions after controlling for observed and unobserved individual characteristics. The only difference to the first empirical application is the dependent variable. Here the dependent variable is the hours of work decisions instead of an indicator variable representing the participation decisions to the labour force. The hours of work data contain either a positive value for women who are working or a zero for women who are not working. Therefore, the hours of work data is censored below zero leading to a tobit type I specification.

We use the same observed characteristics as the above: age, age-squared, educational status, place of birth, permanent and transitory non-labour income. The unobserved individual-effects is specified as in (17) and (18), and the reduced-form specification for the Heckman's method is the same as in the probit case.

Table 8 summarizes the results by solution methods and duration of the panel from $T=3$ to $T=10$.

## Table 8 about here

The impact of the initial values problem is almost the same as the above and this result is also in line with our $M C E$. The exogenous initial values assumption leads to serious bias. It overestimates the magnitude of the true state dependence and underestimates the variance of the unobserved individual-effects relative to the Heckman's method. We observe that the relative difference is a function of the duration of the panel data set. The Wooldridge method performs almost equally well compared to Heckman's method for the panels longer than $T=5$ (the difference is 5 and 13 per cent), and the difference is very close to zero for $T=10$

## 5 Conclusions and discussions

The Wooldridge method is based on a very simple and novel strategy as a solution for the initial values problem in nonlinear dynamic random-effects panel data models. This character of the Wooldridge method has attracted many researchers. However, nothing is known about its performance in comparison with the other alternative Heckman's reduced-form approximation. In this paper, using the dynamic
random-effects probit and tobit (type I) models, the finite sample performance of the Wooldridge method is investigated in comparison with the ideal case in which the initial values are known constants, the worst case which emerges with the exogenous initial values assumption, and the Heckman's reduced-form approximation method which is based on complicated econometric techniques. Various designs of Monte Carlo Experiments are provided using balanced and unbalanced panel data sets. We also provided two real data applications which concentrate on intertemporal participation and hours of work decisions of married women in Sweden between 1992 and 2001.

The evidence obtained from $M C E$ and real data are in line with each other and confirmed the fact that a misspecification for the conditional distribution of initial values leads to serious bias on the magnitude of the true state dependence and the variance of unobserved individual-effects. The exogenous initial values assumption is one of the these cases and leads to serious overestimation of the true state dependence and serious underestimation of the variance of the unobserved individual-effects. However, this is a syndrome for small samples and the bias decrease gradually as the duration of the panel data set increase.

We also obtain clear evidence on the performance of the Wooldridge method in comparison with the Heckman's method. The key parameter to select one of them in the practice is mainly the duration of the panel data set. The Wooldridge method does not specify an explicit conditional probability distribution for the initial values, and the bias obtained with this method is behaviourally the same as the exogenous initial values assumption for very short panels. The persistence which is due to
structural reasons is overestimated whereas the persistence due to unobserved timeinvariant individual characteristics is underestimated. However, the bias produced by the Wooldridge method is much smaller than the bias produced by the exogenous initial values assumption. The main message of our results is that the Wooldridge method can be used instead of Heckman's method only for the moderately long panels, but for the short panels Heckman's approximation is suggested. The other message of the paper is very intuitive. For the panels of longer durations, the relative importance of the initial period likelihood in the joint likelihood of all periods would be lower leading to a lower bias which is due to the initial values problem. This is what we observe in our $M C E$ and real data applications that performance of all methods tends to be equal for the panels of long durations.
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## Appendix

The Gaussian-Hermite Quadrature, that we implement to calculate the integral in the likelihood function (5), is based on approximating the Gaussian integral, $\int_{-\infty}^{\infty} e^{-v^{2}} h(v) d v \approx \sum_{m=1}^{M} w_{m} h\left(v_{m}\right)$; where $v_{1}, v_{2}, \ldots, v_{M}$ roots of the Hermite polynomial $H(v) ; M(m=1,2, \ldots, M)$ is the number of evaluation points in the approximation process; and $w_{m}$ is the corresponding weight for the root $v_{m}$. The pairs of $\left(v_{m}, w_{m}\right)$, for different $M$, can be easily obtained by using existing tables in the literature. Having assumed that the unobserved individual-effects is normally distributed, and given the conditional distribution of initial values, the integral in the likelihood function of probit model can be calculated as follows:

$$
\begin{equation*}
=\frac{1}{\sqrt{2 \pi} \sigma_{\alpha}} \int_{-\infty}^{\infty}\left[f_{i 1}\left(y_{i 1} \mid x_{i t}, \alpha_{i}\right) \prod_{t=2}^{T} \Phi\left\{D_{i t}\left(x_{i t}^{\prime} \beta+\gamma y_{i, t-1}+\sigma_{\alpha} \alpha_{i}\right)\right\}\right] e^{-\frac{\alpha^{2}}{\left(\sqrt{2} \sigma_{\alpha}\right)^{2}}} d \alpha \tag{19}
\end{equation*}
$$

where $D_{i t}=\left(2 y_{i t}-1\right)$. By using the transformation, $\widetilde{\alpha}=\frac{\alpha}{\sqrt{2} \sigma_{\alpha}}, d \alpha=\sqrt{2} \sigma_{\alpha} d \widetilde{\alpha}$ and considering that $v_{m}=\widetilde{\alpha}$,

$$
\begin{equation*}
h\left(v_{m}\right)=f_{i 1}\left(y_{i 1} \mid x_{i t}, \sqrt{2} \sigma_{\alpha} v_{m}\right) \prod_{t=2}^{T} \Phi\left\{D_{i t}\left(x_{i t}^{\prime} \beta+\gamma y_{i, t-1}+\sqrt{2} \sigma_{\alpha} v_{m}\right)\right\} \tag{20}
\end{equation*}
$$

The full log-likelihood function is,

$$
\begin{equation*}
\log \mathcal{L}=\sum_{i=1}^{N} \ln \left[\frac{1}{\sqrt{\pi}} \sum_{m=1}^{M} w_{m} h\left(v_{m}\right)\right] \tag{21}
\end{equation*}
$$

Note that the solution methods for the initial values can also be easily adopted to the above procedure. The exogenous initial values assumption leads to ignoring $f_{1}($.$) , and it can be taken outside of (19). The likelihood function for the Heckman's$ method is given as,

$$
\begin{equation*}
h\left(v_{m}\right)=\Phi\left\{D_{i 1}\left(z_{i 1} \pi+\sqrt{2} \lambda \sigma_{\alpha} v_{m}\right)\right\} \prod_{t=2}^{T} \Phi\left\{D_{i t}\left(x_{i t}^{\prime} \beta+\gamma y_{i, t-1}+\sqrt{2} \sigma_{\alpha} v_{m}\right)\right\} \tag{22}
\end{equation*}
$$

and for the Wooldridge method,

$$
\begin{equation*}
h\left(v_{m}\right)=\prod_{t=2}^{T} \Phi\left\{D_{i t}\left(x_{i t}^{\prime} \beta+\gamma y_{i, t-1}+\xi_{0}+\xi_{1} y_{i 1}+\xi_{2} \bar{x}_{i}+\sqrt{2} \sigma_{\eta} v_{m}\right)\right\} \tag{23}
\end{equation*}
$$

The same procedure can be easily implemented for the integral which will appear in the likelihood function of the dynamic random-effects tobit model by simply using the same strategy given the above.
Table 1. Results of MCE 1: Normal regressor (True values: $\beta_{1}=1, \gamma=0.5, \sigma_{\alpha}=1, \sigma_{u}=1$ )

| Dynamic Probit Model |  |  |  |  |  |  |  |  | Dynamic Tobit Model |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\gamma=0.5$ |  |  |  | $\sigma_{\alpha}=1$ |  |  |  | $\gamma=0.5$ |  |  |  | $\sigma_{\alpha}=1$ |  |  |  |
| $T$ | Mean Bias | RMSE | Median Bias | MAE | Mean Bias | RMSE | Median Bias | MAE | Mean Bias | RMSE | Median Bias | MAE | Mean Bias | RMSE | Median Bias | MAE |
| Known (non stochastic) initial values |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | -0.011 | 0.246 | -0.018 | 0.163 | -0.015 | 0.269 | -0.042 | 0.174 | 0.012 | 0.092 | 0.005 | 0.061 | -0.014 | 0.115 | -0.001 | 0.071 |
| 4 | 0.008 | 0.140 | 0.004 | 0.091 | 0.000 | 0.187 | -0.038 | 0.129 | 0.010 | 0.060 | 0.002 | 0.038 | -0.009 | 0.094 | -0.011 | 0.070 |
| 5 | 0.021 | 0.125 | 0.025 | 0.087 | 0.001 | 0.140 | 0.018 | 0.086 | 0.009 | 0.049 | 0.013 | 0.031 | -0.009 | 0.087 | -0.016 | 0.063 |
| 8 | 0.008 | 0.093 | 0.017 | 0.072 | 0.002 | 0.102 | 0.004 | 0.064 | 0.003 | 0.029 | 0.003 | 0.021 | 0.002 | 0.076 | -0.002 | 0.049 |
| 15 | 0.014 | 0.063 | 0.014 | 0.047 | -0.012 | 0.073 | -0.022 | 0.045 | 0.002 | 0.020 | 0.001 | 0.014 | -0.008 | 0.060 | -0.006 | 0.036 |
| 20 | 0.009 | 0.047 | 0.016 | 0.040 | $-0.018$ | 0.069 | -0.019 | 0.041 | 0.002 | 0.017 | 0.003 | 0.013 | -0.009 | 0.060 | -0.009 | 0.034 |
| Exogenous initial values assumption |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 0.264 | 0.289 | 0.249 | 0.249 | -0.241 | 0.323 | -0.243 | 0.258 | 0.245 | 0.249 | 0.243 | 0.243 | -0.489 | 0.512 | -0.461 | 0.461 |
| 4 | 0.175 | 0.217 | 0.153 | 0.153 | -0.128 | 0.211 | -0.154 | 0.182 | 0.187 | 0.194 | 0.189 | 0.189 | -0.320 | 0.341 | -0.324 | 0.324 |
| 5 | 0.114 | 0.156 | 0.104 | 0.108 | -0.079 | 0.156 | -0.072 | 0.124 | 0.127 | 0.135 | 0.125 | 0.125 | -0.207 | 0.227 | -0.217 | 0.217 |
| 8 | 0.053 | 0.105 | 0.050 | 0.063 | -0.021 | 0.093 | -0.022 | 0.069 | 0.043 | 0.054 | 0.049 | 0.045 | -0.060 | 0.092 | -0.069 | 0.075 |
| 15 | 0.023 | 0.072 | 0.020 | 0.054 | $-0.011$ | 0.078 | -0.010 | 0.057 | 0.011 | 0.021 | 0.011 | 0.016 | $-0.022$ | 0.067 | -0.021 | 0.044 |
| 20 | 0.017 | 0.054 | 0.019 | 0.043 | -0.018 | 0.066 | -0.011 | 0.049 | 0.009 | 0.019 | 0.011 | 0.015 | -0.009 | 0.061 | -0.010 | 0.038 |
| Heckman's reduced-form approximation |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 0.013 | 0.138 | 0.012 | 0.078 | 0.003 | 0.262 | -0.017 | 0.158 | 0.009 | 0.083 | 0.019 | 0.061 | -0.065 | 0.226 | -0.089 | 0.171 |
| 4 | 0.011 | 0.134 | 0.001 | 0.100 | -0.005 | 0.184 | -0.026 | 0.151 | 0.003 | 0.070 | 0.006 | 0.049 | -0.028 | 0.162 | -0.035 | 0.110 |
| 5 | 0.000 | 0.111 | 0.002 | 0.074 | -0.003 | 0.142 | -0.001 | 0.080 | 0.008 | 0.057 | 0.015 | 0.034 | -0.019 | 0.138 | -0.031 | 0.089 |
| 8 | 0.004 | 0.090 | 0.001 | 0.056 | 0.002 | 0.093 | 0.000 | 0.066 | 0.005 | 0.039 | 0.002 | 0.027 | -0.017 | 0.126 | -0.023 | 0.079 |
| 15 | 0.006 | 0.068 | 0.002 | 0.051 | -0.004 | 0.077 | -0.004 | 0.042 | -0.004 | 0.029 | -0.003 | 0.018 | -0.014 | 0.094 | -0.013 | 0.070 |
| 20 | 0.009 | 0.052 | 0.009 | 0.039 | -0.018 | 0.066 | -0.017 | 0.041 | -0.002 | 0.024 | -0.001 | 0.013 | $-0.009$ | 0.093 | -0.007 | 0.065 |
| Wooldridge method |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 0.168 | 0.385 | 0.191 | 0.273 | -0.152 | 0.467 | -0.221 | 0.356 | 0.098 | 0.182 | 0.084 | 0.122 | -0.139 | 0.228 | -0.133 | 0.149 |
| 4 | 0.099 | 0.250 | 0.113 | 0.195 | -0.070 | 0.223 | -0.107 | 0.159 | 0.035 | 0.139 | 0.040 | 0.102 | -0.073 | 0.179 | -0.054 | 0.123 |
| 5 | 0.026 | 0.182 | 0.045 | 0.141 | -0.021 | 0.166 | -0.023 | 0.104 | 0.021 | 0.087 | 0.018 | 0.060 | -0.060 | 0.154 | -0.056 | 0.102 |
| 8 | 0.020 | 0.115 | 0.011 | 0.067 | -0.010 | 0.099 | -0.021 | 0.061 | 0.004 | 0.045 | 0.002 | 0.034 | -0.029 | 0.122 | -0.026 | 0.074 |
| 15 | 0.009 | 0.074 | 0.005 | 0.052 | -0.005 | 0.078 | -0.008 | 0.056 | $-0.006$ | 0.030 | -0.007 | 0.018 | -0.012 | 0.099 | -0.019 | 0.071 |
| 20 | 0.001 | 0.051 | 0.004 | 0.036 | 0.001 | 0.069 | 0.009 | 0.052 | 0.001 | 0.022 | 0.002 | 0.014 | -0.001 | 0.065 | -0.001 | 0.055 |

Table 2. Results of MCE2: Non-normal regressor (True values: $\beta_{1}=1, \gamma=0.5, \sigma_{\alpha}=1, \sigma_{u}=1$ )

| Dynamic Probit Model |  |  |  |  |  |  |  |  | Dynamic Tobit Model |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\gamma=0.5$ |  |  |  | $\sigma_{\alpha}=1$ |  |  |  | $\gamma=0.5$ |  |  |  | $\sigma_{\alpha}=1$ |  |  |  |
| $T$ | Mean Bias | RMSE | $\begin{gathered} \text { Median } \\ \text { Bias } \end{gathered}$ | MAE | Mean Bias | RMSE | $\begin{gathered} \text { Median } \\ \text { Bias } \end{gathered}$ | MAE | Mean Bias | RMSE | $\begin{gathered} \text { Median } \\ \text { Bias } \\ \hline \end{gathered}$ | MAE | Mean Bias | RMSE | Median Bias | MAE |
| Known (non stochastic) initial values |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | -0.003 | 0.213 | 0.005 | 0.153 | 0.013 | 0.250 | 0.006 | 0.181 | -0.003 | 0.086 | -0.005 | 0.043 | -0.010 | 0.120 | -0.005 | 0.071 |
| 4 | 0.007 | 0.144 | 0.005 | 0.092 | 0.011 | 0.161 | 0.009 | 0.106 | -0.001 | 0.047 | -0.001 | 0.030 | -0.002 | 0.085 | -0.004 | 0.065 |
| 5 | 0.003 | 0.138 | 0.004 | 0.088 | 0.001 | 0.145 | 0.010 | 0.092 | -0.001 | 0.046 | 0.001 | 0.032 | -0.004 | 0.073 | -0.007 | 0.055 |
| 8 | 0.012 | 0.095 | 0.016 | 0.067 | 0.015 | 0.112 | 0.018 | 0.062 | 0.004 | 0.025 | 0.004 | 0.018 | -0.003 | 0.072 | -0.006 | 0.050 |
| 15 | 0.004 | 0.055 | 0.002 | 0.043 | 0.007 | 0.069 | 0.009 | 0.043 | 0.001 | 0.018 | 0.001 | 0.014 | -0.009 | 0.063 | -0.003 | 0.036 |
| 20 | 0.007 | 0.046 | 0.008 | 0.042 | 0.016 | 0.062 | 0.019 | 0.042 | 0.000 | 0.015 | -0.001 | 0.010 | -0.007 | 0.060 | -0.006 | 0.035 |
| Exogenous initial values assumption |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 0.309 | 0.344 | 0.305 | 0.305 | -0.264 | 0.360 | -0.272 | 0.285 | 0.213 | 0.218 | 0.211 | 0.211 | -0.395 | 0.419 | -0.386 | 0.386 |
| 4 | 0.230 | 0.262 | 0.222 | 0.222 | -0.159 | 0.271 | -0.183 | 0.207 | 0.151 | 0.160 | 0.152 | 0.152 | -0.242 | 0.275 | -0.252 | 0.252 |
| 5 | 0.148 | 0.192 | 0.132 | 0.132 | -0.126 | 0.144 | -0.133 | 0.144 | 0.097 | 0.107 | 0.100 | 0.100 | -0.153 | 0.178 | -0.155 | 0.155 |
| 8 | 0.069 | 0.116 | 0.058 | 0.075 | -0.029 | 0.083 | -0.035 | 0.049 | 0.033 | 0.043 | 0.033 | 0.034 | -0.045 | 0.083 | -0.054 | 0.065 |
| 15 | 0.016 | 0.059 | 0.020 | 0.041 | -0.012 | 0.072 | -0.017 | 0.050 | 0.006 | 0.018 | 0.008 | 0.014 | $-0.017$ | 0.062 | -0.021 | 0.041 |
| 20 | 0.011 | 0.054 | 0.009 | 0.040 | -0.013 | 0.065 | -0.018 | 0.049 | 0.005 | 0.016 | 0.007 | 0.010 | $-0.008$ | 0.055 | -0.011 | 0.038 |
| Heckman's reduced-form approximation |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | -0.016 | 0.167 | -0.001 | 0.097 | 0.034 | 0.306 | 0.025 | 0.183 | -0.001 | 0.081 | 0.002 | 0.048 | -0.052 | 0.217 | -0.070 | 0.128 |
| 4 | 0.013 | 0.134 | -0.005 | 0.076 | 0.020 | 0.217 | -0.015 | 0.124 | 0.003 | 0.053 | 0.006 | 0.036 | -0.029 | 0.142 | -0.027 | 0.096 |
| 5 | 0.004 | 0.120 | -0.001 | 0.092 | 0.014 | 0.121 | 0.009 | 0.094 | 0.005 | 0.053 | 0.003 | 0.030 | -0.028 | 0.137 | -0.027 | 0.090 |
| 8 | 0.009 | 0.091 | 0.007 | 0.058 | 0.000 | 0.078 | -0.005 | 0.054 | 0.001 | 0.034 | 0.001 | 0.021 | -0.019 | 0.105 | -0.017 | 0.070 |
| 15 | -0.001 | 0.056 | 0.004 | 0.053 | $-0.008$ | 0.070 | -0.014 | 0.046 | 0.000 | 0.028 | -0.003 | 0.018 | -0.005 | 0.095 | -0.008 | 0.068 |
| 20 | 0.002 | 0.053 | -0.003 | 0.039 | $-0.024$ | 0.065 | -0.025 | 0.047 | 0.000 | 0.014 | 0.001 | 0.012 | -0.001 | 0.091 | -0.003 | 0.060 |
| Wooldridge method |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 0.076 | 0.477 | 0.075 | 0.235 | -0.061 | 0.700 | -0.036 | 0.280 | 0.098 | 0.186 | 0.110 | 0.139 | -0.135 | 0.252 | -0.142 | 0.163 |
| 4 | 0.072 | 0.235 | 0.079 | 0.159 | -0.039 | 0.284 | -0.032 | 0.157 | 0.047 | 0.111 | 0.045 | 0.074 | -0.053 | 0.180 | -0.057 | 0.131 |
| 5 | 0.022 | 0.190 | 0.023 | 0.120 | -0.029 | 0.147 | -0.025 | 0.088 | 0.022 | 0.074 | 0.023 | 0.051 | -0.031 | 0.198 | -0.037 | 0.107 |
| 8 | 0.021 | 0.112 | 0.023 | 0.081 | -0.018 | 0.082 | -0.018 | 0.051 | 0.001 | 0.030 | 0.002 | 0.021 | -0.010 | 0.103 | -0.010 | 0.062 |
| 15 | -0.002 | 0.058 | -0.001 | 0.039 | -0.012 | 0.074 | -0.020 | 0.052 | $-0.006$ | 0.025 | -0.006 | 0.016 | -0.003 | 0.069 | -0.005 | 0.043 |
| 20 | 0.000 | 0.056 | 0.007 | 0.041 | -0.008 | 0.064 | -0.014 | 0.059 | -0.002 | 0.015 | -0.003 | 0.012 | 0.001 | 0.053 | 0.002 | 0.039 |

Table 3. Results of MCE 3: Autocorrelated regressor (True values: $\beta_{1}=1, \gamma=0.5, \sigma_{\alpha}=1, \sigma_{u}=1$ )

| Dynamic Probit Model |  |  |  |  |  |  |  |  | Dynamic Tobit Model |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\gamma=0.5$ |  |  |  | $\sigma_{\alpha}=1$ |  |  |  | $\gamma=0.5$ |  |  |  | $\sigma_{\alpha}=1$ |  |  |  |
| $T$ | Mean Bias | RMSE | Median Bias | MAE | Mean Bias | RMSE | Median Bias | MAE | Mean Bias | RMSE | Median Bias | MAE | Mean Bias | RMSE | Median Bias | MAE |
| Known (non stochastic) initial values |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 0.008 | 0.215 | 0.000 | 0.125 | 0.033 | 0.589 | 0.022 | 0.241 | -0.015 | 0.140 | -0.017 | 0.096 | -0.034 | 0.200 | -0.018 | 0.114 |
| 4 | 0.000 | 0.167 | 0.006 | 0.122 | 0.001 | 0.220 | -0.016 | 0.150 | 0.001 | 0.082 | -0.003 | 0.053 | -0.008 | 0.132 | -0.011 | 0.088 |
| 5 | -0.011 | 0.130 | -0.012 | 0.096 | -0.009 | 0.141 | -0.007 | 0.092 | -0.003 | 0.065 | 0.002 | 0.047 | -0.015 | 0.125 | -0.014 | 0.072 |
| 8 | 0.009 | 0.093 | 0.004 | 0.061 | 0.010 | 0.087 | 0.009 | 0.056 | -0.005 | 0.041 | 0.001 | 0.030 | -0.009 | 0.094 | -0.008 | 0.063 |
| 15 | 0.010 | 0.068 | 0.011 | 0.045 | -0.005 | 0.069 | -0.006 | 0.047 | 0.000 | 0.023 | 0.001 | 0.015 | $-0.015$ | 0.089 | -0.015 | 0.061 |
| 20 | -0.002 | 0.060 | -0.003 | 0.037 | -0.012 | 0.061 | -0.009 | 0.042 | 0.001 | 0.021 | 0.000 | 0.014 | -0.010 | 0.088 | -0.013 | 0.060 |
| Exogenous initial values assumption |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 0.258 | 0.307 | 0.258 | 0.258 | -0.222 | 0.761 | -0.276 | 0.377 | 0.207 | 0.214 | 0.208 | 0.208 | -0.438 | 0.487 | -0.412 | 0.412 |
| 4 | 0.150 | 0.245 | 0.149 | 0.168 | -0.142 | 0.304 | -0.139 | 0.206 | 0.143 | 0.159 | 0.150 | 0.150 | -0.269 | 0.319 | -0.266 | 0.266 |
| 5 | 0.110 | 0.209 | 0.120 | 0.144 | -0.057 | 0.258 | -0.068 | 0.148 | 0.088 | 0.104 | 0.093 | 0.093 | -0.154 | 0.207 | -0.167 | 0.172 |
| 8 | 0.060 | 0.141 | 0.072 | 0.108 | -0.031 | 0.132 | -0.030 | 0.083 | 0.032 | 0.049 | 0.034 | 0.037 | -0.048 | 0.119 | -0.042 | 0.079 |
| 15 | 0.025 | 0.103 | 0.015 | 0.067 | -0.027 | 0.105 | -0.020 | 0.073 | 0.005 | 0.028 | 0.004 | 0.022 | $-0.022$ | 0.093 | -0.024 | 0.066 |
| 20 | 0.004 | 0.081 | 0.008 | 0.053 | -0.014 | 0.097 | -0.027 | 0.068 | 0.002 | 0.021 | 0.002 | 0.014 | -0.010 | 0.092 | -0.012 | 0.058 |
| Heckman's reduced-form approximation |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 0.027 | 0.374 | 0.045 | 0.234 | -0.045 | 0.479 | -0.038 | 0.276 | 0.001 | 0.088 | -0.002 | 0.062 | -0.043 | 0.219 | -0.052 | 0.150 |
| 4 | 0.022 | 0.287 | 0.023 | 0.194 | $-0.036$ | 0.349 | -0.017 | 0.190 | -0.003 | 0.067 | 0.001 | 0.042 | $-0.033$ | 0.174 | -0.037 | 0.119 |
| 5 | 0.006 | 0.247 | -0.012 | 0.146 | -0.011 | 0.267 | -0.013 | 0.151 | 0.004 | 0.049 | 0.003 | 0.033 | $-0.030$ | 0.136 | -0.023 | 0.081 |
| 8 | 0.017 | 0.158 | 0.006 | 0.097 | $-0.005$ | 0.138 | -0.008 | 0.091 | 0.005 | 0.038 | 0.002 | 0.024 | -0.015 | 0.111 | -0.014 | 0.072 |
| 15 | 0.009 | 0.109 | 0.005 | 0.063 | -0.015 | 0.107 | -0.012 | 0.072 | 0.001 | 0.025 | 0.002 | 0.019 | $-0.011$ | 0.095 | -0.012 | 0.066 |
| 20 | 0.000 | 0.089 | 0.002 | 0.051 | -0.008 | 0.099 | -0.009 | 0.068 | 0.001 | 0.021 | 0.000 | 0.015 | -0.009 | 0.089 | -0.010 | 0.061 |
| Wooldridge method |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 0.056 | 0.409 | 0.097 | 0.266 | -0.083 | 0.451 | -0.076 | 0.284 | 0.044 | 0.181 | 0.026 | 0.108 | -0.048 | 0.290 | -0.040 | 0.191 |
| 4 | 0.042 | 0.330 | 0.044 | 0.208 | -0.043 | 0.378 | -0.061 | 0.231 | 0.005 | 0.106 | 0.004 | 0.074 | -0.038 | 0.198 | -0.038 | 0.140 |
| 5 | 0.038 | 0.237 | 0.039 | 0.152 | $-0.031$ | 0.273 | -0.036 | 0.159 | 0.009 | 0.076 | 0.008 | 0.046 | -0.027 | 0.148 | -0.028 | 0.093 |
| 8 | 0.029 | 0.162 | 0.016 | 0.100 | -0.027 | 0.138 | -0.014 | 0.088 | -0.001 | 0.042 | -0.003 | 0.028 | -0.017 | 0.109 | -0.011 | 0.074 |
| 15 | 0.016 | 0.109 | 0.010 | 0.062 | -0.023 | 0.108 | -0.018 | 0.074 | $-0.003$ | 0.029 | -0.002 | 0.019 | $-0.016$ | 0.088 | -0.010 | 0.062 |
| 20 | 0.001 | 0.089 | -0.007 | 0.053 | -0.018 | 0.098 | -0.025 | 0.072 | 0.000 | 0.022 | -0.001 | 0.016 | -0.011 | 0.087 | -0.009 | 0.059 |

Table 4. Dynamic probit model with unbalanced panel data: autocorrelated regressor (True values $\beta_{1}=1, \gamma=0.5, \sigma_{\alpha}=1, \sigma_{u}=1$ )

Table 5. Dynamic tobit model with unbalanced panel data: autocorrelated regressor (True values $\beta_{1}=1, \gamma=0.5, \sigma_{\alpha}=1, \sigma_{u}=1$ )

| $\bar{T}$ | $T_{1}-T_{2}$ | $r$ | Dynamic Tobit Model |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\gamma=0.5$ |  |  |  | $\sigma_{\alpha}=1$ |  |  |  |
|  |  |  | $\begin{gathered} \text { Mean } \\ \text { Bias } \end{gathered}$ | RMSE | $\begin{gathered} \text { Median } \\ \text { Bias } \\ \hline \end{gathered}$ | MAE | $\begin{gathered} \text { Mean } \\ \text { Bias } \end{gathered}$ | RMSE | Median Bias | MAE |
| Exogenous initial values assumption |  |  |  |  |  |  |  |  |  |  |
| 10 | 10-10 | 1.00 | 0.017 | 0.040 | 0.018 | 0.031 | -0.024 | 0.121 | -0.035 | 0.083 |
|  | 9-11 | 0.99 | 0.016 | 0.039 | 0.017 | 0.029 | -0.024 | 0.110 | -0.029 | 0.069 |
|  | 8-12 | 0.96 | 0.018 | 0.038 | 0.020 | 0.029 | -0.028 | 0.106 | -0.039 | 0.075 |
|  | 7-13 | 0.91 | 0.018 | 0.037 | 0.020 | 0.025 | -0.033 | 0.107 | -0.047 | 0.086 |
|  | 6-14 | 0.84 | 0.024 | 0.042 | 0.023 | 0.031 | -0.036 | 0.108 | -0.034 | 0.080 |
|  | 5-15 | 0.75 | 0.023 | 0.042 | 0.024 | 0.030 | -0.049 | 0.115 | -0.057 | 0.076 |
|  | 4-16 | 0.64 | 0.029 | 0.044 | 0.032 | 0.033 | -0.050 | 0.113 | -0.056 | 0.079 |
|  | 3-17 | 0.51 | 0.029 | 0.042 | 0.031 | 0.034 | -0.056 | 0.111 | -0.047 | 0.075 |
| Wooldridge method |  |  |  |  |  |  |  |  |  |  |
| 10 | 10-10 | 1.00 | 0.000 | 0.038 | 0.006 | 0.026 | -0.009 | 0.113 | -0.020 | 0.077 |
|  | 9-11 | 0.99 | -0.004 | 0.036 | -0.002 | 0.022 | -0.009 | 0.104 | -0.014 | 0.069 |
|  | 8-12 | 0.96 | -0.003 | 0.032 | -0.001 | 0.021 | -0.005 | 0.094 | -0.020 | 0.069 |
|  | 7-13 | 0.91 | -0.004 | 0.035 | -0.003 | 0.021 | -0.007 | 0.102 | -0.028 | 0.072 |
|  | 6-14 | 0.84 | 0.000 | 0.036 | 0.002 | 0.025 | -0.011 | 0.103 | -0.013 | 0.067 |
|  | 5-15 | 0.75 | 0.001 | 0.032 | 0.004 | 0.023 | -0.015 | 0.088 | -0.022 | 0.062 |
|  | 4-16 | 0.64 | 0.002 | 0.032 | 0.000 | 0.022 | -0.010 | 0.098 | -0.009 | 0.059 |
|  | 3-17 | 0.51 | -0.001 | 0.031 | -0.001 | 0.022 | -0.008 | 0.105 | -0.013 | 0.061 |

Table 6. Sample Characteristics

|  | Full Sample | Employed all 10 years | Employed 0 years | Single transition from work | Single transition to work | Multiple transitions |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Participation | $\begin{gathered} 0.819 \\ (0.395) \end{gathered}$ | - | - | $\begin{gathered} \hline 0.604 \\ (0.417) \end{gathered}$ | $\begin{gathered} \hline 0.713 \\ (0.455) \end{gathered}$ | $\begin{gathered} 0.712 \\ (0.456) \end{gathered}$ |
| Hours of Work | $\begin{aligned} & 1313.72 \\ & (809.24) \end{aligned}$ | $\begin{aligned} & 1739.12 \\ & (418.26) \end{aligned}$ | - | $\begin{gathered} 881.13 \\ (831.21) \end{gathered}$ | $\begin{gathered} 775.30 \\ (824.97) \end{gathered}$ | $\begin{gathered} 993.85 \\ (764.99) \end{gathered}$ |
| Age | $\begin{gathered} 43.38 \\ (8.300) \end{gathered}$ | $\begin{gathered} 45.43 \\ (7.181) \end{gathered}$ | $\begin{gathered} 46.12 \\ (8.012) \end{gathered}$ | $\begin{gathered} 42.11 \\ (8.557) \end{gathered}$ | $\begin{gathered} 41.37 \\ (8.737) \end{gathered}$ | $\begin{array}{r} 60.16 \\ (7.966) \end{array}$ |
| Place of Birth (Born in Sweden=1) | $\begin{gathered} 0.901 \\ (0.303) \end{gathered}$ | $\begin{gathered} 0.928 \\ (0.259) \end{gathered}$ | $\begin{gathered} 0.771 \\ (0.420) \end{gathered}$ | $\begin{gathered} 0.892 \\ (0.311) \end{gathered}$ | $\begin{gathered} 0.866 \\ (0.341) \end{gathered}$ | $\begin{gathered} 0.853 \\ (0.299) \end{gathered}$ |
| Education (Primary) | $\begin{gathered} 0.200 \\ (0.400) \end{gathered}$ | $\begin{gathered} 0.170 \\ (0.375) \end{gathered}$ | $\begin{gathered} 0.487 \\ (0.500) \end{gathered}$ | $\begin{gathered} 0.200 \\ (0.400) \end{gathered}$ | $\begin{gathered} 0.245 \\ (0.429) \end{gathered}$ | $\begin{gathered} 0.171 \\ (0.400) \end{gathered}$ |
| Education (High-School) | $\begin{aligned} & 0.498 \\ & (0.500) \end{aligned}$ | $\begin{aligned} & 0.478 \\ & (0.500) \end{aligned}$ | $\begin{gathered} 0.425 \\ (0.494) \end{gathered}$ | $\begin{gathered} 0.517 \\ (0.500) \end{gathered}$ | $\begin{gathered} 0.511 \\ (0.500) \end{gathered}$ | $\begin{gathered} 0.554 \\ (0.500) \end{gathered}$ |
| Education (University) | $\begin{gathered} 0.302 \\ (0.459) \end{gathered}$ | $\begin{gathered} 0.352 \\ (0.477) \end{gathered}$ | $\begin{gathered} 0.088 \\ (0.283) \end{gathered}$ | $\begin{gathered} 0.283 \\ (0.450) \end{gathered}$ | $\begin{gathered} 0.245 \\ (0.429) \end{gathered}$ | $\begin{gathered} 0.275 \\ (0.460) \end{gathered}$ |
| \#Kids(0-2) | $\begin{gathered} 0.121 \\ (0.362) \end{gathered}$ | $\begin{gathered} 0.045 \\ (0.222) \end{gathered}$ | $\begin{gathered} 0.086 \\ (0.314) \end{gathered}$ | $\begin{gathered} 0.156 \\ (0.406) \end{gathered}$ | $\begin{gathered} 0.188 \\ (0.442) \end{gathered}$ | $\begin{gathered} 0.292 \\ (0.522) \end{gathered}$ |
| \#Kids(3-5) | $\begin{gathered} 0.188 \\ (0.441) \end{gathered}$ | $\begin{gathered} 0.097 \\ (0.325) \end{gathered}$ | $\begin{gathered} 0.135 \\ (0.391) \end{gathered}$ | $\begin{gathered} 0.235 \\ (0.481) \end{gathered}$ | $\begin{gathered} 0.278 \\ (0.517) \end{gathered}$ | $\begin{gathered} 0.413 \\ (0.604) \end{gathered}$ |
| \#Kids(6-17) | $\begin{gathered} 0.908 \\ (1.006) \end{gathered}$ | $\begin{gathered} 0.842 \\ (0.951) \end{gathered}$ | $\begin{gathered} 0.789 \\ (1.064) \end{gathered}$ | $\begin{gathered} 0.946 \\ (1.019) \end{gathered}$ | $\begin{gathered} 0.997 \\ (1.072) \end{gathered}$ | $\begin{gathered} 0.998 \\ (1.045) \end{gathered}$ |
| Husband's earnings (SEK 100,000) | $\begin{array}{r} 2.353 \\ (1.395) \\ \hline \end{array}$ | $\begin{gathered} 2.497 \\ (1.803) \\ \hline \end{gathered}$ | $\begin{array}{r} 1.711 \\ (1.652) \\ \hline \end{array}$ | $\begin{array}{r} 2.347 \\ (1.855) \\ \hline \end{array}$ | $\begin{gathered} 2.193 \\ (1.627) \\ \hline \end{gathered}$ | $\begin{gathered} 2.372 \\ (1.627) \\ \hline \end{gathered}$ |

Note: (Standard deviations in parentheses)
Table 7. Estimation results, intertemporal participation decisions of married women in Sweden, 1992-2001.

| $T$ | Dynamic Probit Model |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Pooled dynamic probit model | Exogenous initial values assumption | Heckman's reduced-form approximation | Wooldridge method |
| Lagged employment status |  |  |  |  |
| 3 | 1.825 (0.120) [ 1.325] | 1.817 (0.128) [ 1.313] | 0.785 (0.241) | 0.877 (0.389) [ 0.117] |
| 4 | 1.845 (0.091) [ 1.215] | 1.830 (0.105) [ 1.197] | 0.833 (0.166) | 0.894 (0.180) [ 0.073] |
| 5 | 1.923 (0.082) [ 1.099] | 1.721 (0.063) [ 0.879] | 0.916 (0.135) | 0.946 (0.170) [ 0.032] |
| 6 | 2.000 (0.079) [ 0.963] | 1.552 (0.180) [ 0.523] | 1.019 (0.126) | 1.026 (0.134) [ 0.007] |
| 7 | 2.064 (0.074) [ 0.943] | 1.565 (0.101) [ 0.474] | 1.062 (0.119) | 1.057 (0.048) [-0.004] |
| 8 | 2.136 (0.061) [ 0.789] | 1.451 (0.067) [ 0.215] | 1.194 (0.102) | 1.170 (0.096) [ 0.021] |
| 9 | 2.178 (0.058) [ 0.742] | 1.388 (0.124) [ 0.110] | 1.250 (0.090) | 1.249 (0.101) [-0.001] |
| 10 | 2.212 (0.063) [ 0.698] | 1.359 (0.085) [ 0.043] | 1.303 (0.084) | 1.300 (0.080) [ 0.002] |
| Variance of the unobserved individual-effects |  |  |  |  |
| 3 | - | 0.197 (0.111) [-4.970] | 1.176 (0.264) | 0.916 (0.395) [-0.221] |
| 4 | - | 0.190 (0.077) [-5.063] | 1.152 (0.141) | 0.864 (0.179) [-0.250] |
| 5 | - | 0.205 (0.099) [-4.873] | 1.204 (0.121) | 1.023 (0.069) [-0.150] |
| 6 | - | 0.606 (0.090) [-1.035] | 1.233 (0.139) | 1.080 (0.113) [-0.124] |
| 7 | - | 0.758 (0.069) [-0.610] | 1.220 (0.127) | 1.053 (0.046) [-0.137] |
| 8 | - | 0.882 (0.063) [-0.367] | 1.206 (0.108) | 1.078 (0.035) [-0.106] |
| 9 | - | 0.941 (0.090) [-0.264] | 1.189 (0.106) | 1.099 (0.098) [-0.076] |
| 10 | - | 1.021 (0.052) [-0.134] | 1.158 (0.097) | 1.129 (0.067) [-0.025] |

[^9]Table 8. Estimation results, hours of work decisions of married women in Sweden, 1992-2001.

| $T$ | Dynamic Tobit Model |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Pooled dynamic probit model | Exogenous initial values assumption | Heckman's reduced-form approximation | Wooldridge method |
| Lagged hours of work |  |  |  |  |
| 3 | 0.992 (0.013) [ 3.724] | 0.988 (0.015) [ 3.705] | 0.210 (0.023) | 0.246 (0.033) [ 0.171] |
| 4 | 0.989 (0.011) [ 2.818] | 0.978 (0.014) [ 2.776] | 0.259 (0.019) | 0.286 (0.023) [ 0.104] |
| 5 | 0.998 (0.010) [ 2.251] | 0.910 (0.021) [ 1.964] | 0.307 (0.020) | 0.322 (0.018) [ 0.050] |
| 6 | 1.009 (0.009) [ 1.516] | 0.820 (0.020) [ 1.045] | 0.401 (0.018) | 0.410 (0.015) [ 0.023] |
| 7 | 1.011 (0.007) [ 1.128] | 0.760 (0.017) [ 0.600] | 0.475 (0.015) | 0.479 (0.014) [ 0.008] |
| 8 | 1.003 (0.006) [ 0.791] | 0.731 (0.015) [ 0.305] | 0.560 (0.012) | 0.558 (0.013) [-0.004] |
| 9 | 1.008 (0.005) [ 0.613] | 0.729 (0.015) [ 0.166] | 0.625 (0.012) | 0.624 (0.011) [-0.001] |
| 10 | 1.120 (0.005) [ 0.580] | 0.727 (0.013) [ 0.025] | 0.709 (0.011) | 0.714 (0.011) [ 0.007] |
| Variance of the unobserved individual-effects |  |  |  |  |
|  |  | 0.623 (0.061) [-3.717] | 2.939 (0.157) | 2.231 (0.139) [-0.241] |
| 4 |  | 0.844 (0.038) [-2.253] | 2.746 (0.141) | 2.296 (0.136) [-0.164] |
| 5 |  | 1.029 (0.222) [-1.266] | 2.332 (0.138) | 2.166 (0.124) [-0.125] |
| 6 |  | 1.326 (0.298) [-0.714] | 2.273 (0.120) | 2.041 (0.115) [-0.102] |
| 7 |  | 1.448 (0.246) [-0.306] | 2.086 (0.114) | 1.909 (0.107) [-0.085] |
| 8 |  | 1.533 (0.170) [-0.161] | 1.827 (0.101) | 1.687 (0.094) [-0.077] |
| 9 |  | 1.490 (0.155) [-0.042] | 1.555 (0.092) | 1.491 (0.087) [-0.041] |
| 10 |  | 1.376 (0.146) [ 0.035] | 1.329 (0.090) | 1.304 (0.082) [-0.019] |

Note: The variance of the unobserved individual-effects and its standard error are scaled by 100. See the note in Table 7)
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[^1]:    1 The other alternative is to consider that the lagged values of the dependent variable is also latent (unobserved). Considering the lagged dependent variable as observed or latent leads to different implications in both economic and estimation terms. See Honore (1993), Hu (2002) and Hsiao (2003) for useful discussions.

[^2]:    ${ }^{2}$ For notational simplicity, we will later drop the notation $S+t$ and simply use $f_{i 1}\left(y_{i 1} \mid\left\{x_{i t}\right\}_{t=1}^{T}, \alpha_{i} ; \theta\right)$. We assume that $S$ periods is passed and thus here $t=1$ (the first period of the panel data set) means $S+1$.
    3 Note that, in this paper, we assume that the actual disturbance process is serially uncorrelated (such as first order autocorrelation $\operatorname{AR}(1)$ ) and the dynamic feature of the model is obtained by including a lagged dependent variable.

[^3]:    4 Note that we present the auxiliary conditional distribution of $\alpha_{i}$ with a constant $\xi_{0}$. Thus, the constant in the structural equation should be dropped.

[^4]:    5 The details and the routines written for $M C E$ can be provided upon request from the author.
    ${ }^{6} \quad$ Note that $Z=\left(\chi_{(k)}^{2}-k\right) / \sqrt{2 k}$, where $k$ is the degrees of freedom. $Z$ is the standardized $\chi^{2}$ random variable.

[^5]:    $7 \quad$ The models are estimated for different number of quadrature points in order to check the stability of the estimated parameters. We observed that 30 quadrature points produce very stabile results.
    8 The estimation results for these parameters and also the nuisance parameters which are estimated in the Heckman's reduced-form approximation and the Wooldridge method can be provided upon request from the author.

[^6]:    $9 \quad$ However, they can be reported upon request from the author.

[^7]:    10 Features of LINDA can be found in Edin and Fredriksson (2000)

[^8]:    12 It is important to note that the estimation results are very much dependent on the specification of the reduced-form equation. In order to analyze the sensitivity of the result, we also tried with different specifications of the reduced-form equation using different combinations of the pre-sample information (the different combinations of the exogenous variables). It is observed that there are only minor changes on the true state dependence and the variance of the unobserved individual-effects by adding or subtracting the variables used in the reduced-form equation.
    13 The estimation results of the other parameters are not included here as there are no large and systematic differences between solution methods. However, they can be provided upon request from the author.
    14 The standard errors are obtained by inverting the Hessian at the maximum value of the likelihood functions.
    15 Note that, here there is an intrinsic assumption that the Heckman's approximation is the true method to solve the initial values problem and the performance of the other methods has given relative to Heckman's approximation. However, it does not mean that Heckman's method is actually the true method in the practice.

[^9]:    Note: All specifications include age, age-squared, educational status (elementary, Gymnasium-high school and university education; elementary school is the base category), place of birth (immigrant is the base category), fertility variables, nun-labor income (transitory and permanent) and mean fertility variables are used in the specification of the unobserved individual-effects. The nuisance parameters estimated with Wooldridge and Heckman's method is not reported here. Standard errors are in parentheses. The figures in brackets (and bold) indicate the relative difference between solution methods and Heckman's reduced-form approximation (a negative value is an underestimation and a positive value is an overestimation).

