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## 1 Introduction

In many scientific disciplines, the interest in long-run effects of early-life conditions has been strongly increasing during the past years. In medical science, the "Developmental Origins" and "Fetal Programming" hypotheses, which state that certain diseases at high ages can be caused by deprivation in utero or around birth, has been confirmed by a range of studies, in particular for cardiovascular diseases (CVD) as outcome (see references below). More generally, the search for early origins as causes of CVD later in life has become an important focal point of research in medical science. In epidemiology and demography, various indicators of early-life conditions have been found to be associated with health and mortality later in life. At the same time, economists and sociologists are increasingly interested in the importance of parental income and socio-economic status as explanations for health later in life. ${ }^{1}$

In this paper we aim to combine the medical/epidemiological and economic contributions on long-run effects of early-life conditions, by analyzing the causal effect of economic conditions around birth on the individual rate of mortality due to cardiovascular diseases much later in life. For this purpose we use individual twin register data covering multiple birth cohorts, containing the dates of birth and death and the cause of death.

In each of the above-mentioned disciplines, the empirical evidence often replies on indicators of early-life conditions for which it is questionable that they are exogenous causal determinants of health later in life. An association between such an indicator and health later in life then does not necessarily imply the presence of a causal effect of early-life conditions. Instead, the indicator and the health outcome may be jointly affected by related unobserved determinants. Consider for example parental income or wealth at birth. To some extent, this is determined by unobserved factors that also directly affect the morbidity and

[^1]mortality of individuals at higher ages. An association between parental income at birth and longevity may then be due to the fact these have shared determinants. Similar problems arise with the use of birth weight or weight at gestational age, as has been acknowledged in the medical and epidemiological literature. These measures depend on genetic determinants, and it is not clear to what extent these can be controlled for by conditioning on additional covariates (see arguments made in e.g. the surveys of Poulter et al., 1999, Rasmussen, 2001, Huxley et al., 2007, Lawlor, 2008, and also Ben-Schlomo, 2001, and Järvelin et al., 2004).

We deal with this methodological problem by using the state of the business cycle at early ages as indicators of early-life conditions. Transitory macroeconomic conditions during pregnancy of the mother and early childhood are unanticipated and exogenous from the individual point of view, and they affect income for many households. In a recession, the provision of sufficient nutrients and good living conditions for infants and pregnant women may be hampered, and the stress level in the household may be higher than otherwise. It can be argued that the only way in which the indicators can plausibly affect high-age mortality is by way of the individual early-life conditions (in Section 2 we address this in more detail). This means that such indicators do not give rise to endogeneity and simultaneity biases. The approach to use transitory features of the macro environment as indicators of individual early-life conditions, rather than unique characteristics of the newborn individual or his family or household, has recently become popular. Doblhammer (2004) uses month of birth, whereas other studies compare individuals born during extreme events like epidemics, wars, and famines, to those born outside of the periods covered by these events (see e.g. Almond, 2002). Bengtsson and Lindström (2000, 2003) use the transitory component of the local price of rye around birth and the local infant mortality rate. Van den Berg, Lindeboom and Portrait (2006) use the state of the business cycle at early ages as determinants of all-cause individual mortality using Dutch data on births in 1815-1902. Cutler, Miller and Norton (2007) use the Great Depression in the Dust Bowl area in the US. ${ }^{2}$ One may argue that results based on extreme events are hard to extrapolate because long-run effects may be non-linear in the hardships early in life. This makes business cycles and

[^2]seasons potentially more useful as indicators of early-life conditions than severe epidemics or famines. Moreover, the latter type of events may lead to high infant mortality and dynamic selection of the fittest in the cohort, which complicates the statistical analysis. ${ }^{3}$

The Danish Twin Registry data we use in the present paper are uniquely equipped for our purposes, because (i) they contain the exact dates of birth and death, (ii) they cover birth cohorts over a rather large time frame, covering many transitory fluctuations in the economy, (iii) in each birth cohort that we consider, a sufficiently large fraction of individuals has been observed to die, and (iv) they contain the cause of death. Other data sets like those in the Human Mortality Database only contain death cause information for recent birth cohorts in which most individuals are still alive (see e.g. Andreev, 2002, for Danish data). Alternatively, birth dates in data sets are time-aggregated into intervals covering more than a year, which is fatal for our approach, or they only contain a small number of birth cohorts around some extreme event, and/or they contain health outcomes but not mortality outcomes.

A fifth and major additional advantage of the twin data is that the observation of zygosity of the twin pair allows us to assess the relative importance of genetic factors, shared environmental factors, and individual-specific factors, as determinants of CV mortality and longevity. More specifically, it allows us to assess to what extent the relative importance of family/household-specific and individual-specific determinants depends on the business cycle at birth, and thus on economic conditions early in life. From this we can infer whether the fate of an individual born under adverse conditions is more strongly shaped by the family background vis-à-vis the individual's own characteristics than if (s)he were born under better conditions. ${ }^{4}$ As above, we address the presence of such interactions by using exogenous indicators of economic conditions early in life, which is a methodological advantage over the use of family income or social status as an interacting variable for genetic determinants.

One may argue that a twin birth poses a heavier burden on the household than the birth of a single child. This merely means that the exogenous variation in early-life conditions will be expressed more strongly through twins, but it

[^3]obviously does not affect the existence or non-existence of the causal effect from these conditions. In this sense, a twinbirth in a mild recession should have the same effect as a single birth in a sufficiently severe recession. Another issue is whether the composition of the (twin) birth cohorts systematically varies over the business cycle. We investigate this by examining fluctuations in birth rates and twinning rates, and by using additional survey data on the composition.

Long-run effects of economic conditions early in life may work through nutrition, disease exposure, household stress levels, and the level of living comfort in the household. We shed some light on these by studying the importance of the timing of the macro fluctuations around the year of birth and by interacting the effects with regional indicators and the degree of urbanization.

The Danish twin data have been used by many other studies. These often exploit or study the similarities between MZ and DZ twins (see Skytthe et al., 2002, and Harvald et al., 2004, for overviews). Christensen et al. (1995, 2001) compare patterns of mortality across age and cohort intervals in the twin data to the corresponding intervals in the general population, and they conclude that among adults the patterns are usually the same. Wienke et al. (2001) replicate this for coronary heart disease, and they reach the same conclusion. This suggests that twins are not necessarily different from single births, when it comes to the mortality distribution at higher ages, which supports the relevance of our analyses.

Knowledge on the magnitude of long-run effects may have important policy implications. If being born under certain adverse conditions increases the individual CV mortality rate in the long run (and therefore has a negative effect on longevity) then the value of life is reduced for those affected, and this would increase the benefits of supportive policies for such groups of individuals. The long-run effect of early-life conditions on the mortality rate may be smaller than the instantaneous effect of current conditions, but the former exert their influence over a longer time span. Moreover, the presence of a time interval between infancy and the manifestation of the effect implies that there is a scope for identification and treatment of the individuals at risk. Specifically, young individuals born under adverse conditions can be targeted for a screening of CVD markers and predictors, and those who have unfavorable test values are amenable to preventive intervention. Note that screening and preventive intervention policies can also be justified by proven associations between risk factors like birth weight and parental income on the one hand, and CV mortality on the other.

The analysis in this paper also allows for a more modest motivation, namely the study of whether individuals born in a recession have a higher CV mortality
rate later in life. If one is concerned about health inequality due to variation in the state of the business cycle at birth, then evidence of such a long-run effect provides a rationale for macroeconomic stabilization policy. Moreover, it may then be sensible to target policy at infants born in recessions. Their mortality later in life could be significantly reduced if their conditions are improved upon, for example by monitoring their health shortly after birth and by providing food, housing, and health care.

It should be emphasized that living conditions in Denmark around 1900 were relatively good in comparison to most other countries at the time and in comparison to many developing countries today. Life expectancy was the highest in the world (Johansen, 2002a). Health insurance coverage was high. Denmark arguably had the best health care system in the world in terms of well-being of mothers and infants (see Løkke, 2007, for a detailed survey). Insurance societies paid out sickness absence benefits to employed workers who had fallen ill. In general, there was an extensive poor relief system.

Nevertheless, one may conjecture that nutritional conditions in Denmark around 100 years ago were different from current conditions. In this respect it is important to point out that recent medical research has shown that not just fetal malnourishment is associated with long-run effects on CVD outcomes, but, more in general, that discrepancies between early-life conditions in utero and shortly after birth on the one hand, and later lifestyle on the other hand, lead to long-run effects on CVD outcomes (see e.g. Mogren et al., 2001, and Holemans, Caluwaerts and André Van Assche, 2002; see also Fogel, 1997, for an overview). In this sense, our study is also of importance for modern societies. Individuals born in low-income household who have very high nutritional intakes later in life may be particularly at risk for adverse CVD outcomes at higher ages. ${ }^{5}$

For current developing countries, which in certain aspects could be regarded as similar to or worse off than Denmark in the period evaluated in the present paper, the existing literature has focused on inequalities in infant and child mortality by household socioeconomic status, since there are typically no long run data registers (see Sastry, 2004). In this sense, our paper aims to complement these studies by studying long run mortality effects.

The paper is organized as follows. Section 2 presents the data and discusses variables that we use in the analyses. Section 3 displays readily observable data

[^4]features that confirm the existence of the causal mechanisms that we are interested in. Section 4 describes the formal empirical analyses and the results. In this section we also examine whether the composition of mortality determinants among newborns and newborn twins varies over the cycle in a systematic way. Section 5 concludes.

## 2 The data

### 2.1 Individual records from the Twin Registry

Our individual data records are derived from the Danish Twin Registry. This registry has been created over decades in an attempt to obtain a comprehensive sample of all same-sex twins born since 1870 and surviving as twins until at least age 6 (and it also includes many different-sex twins). We refer to studies listed in Section 1 for detailed descriptions of the registry and the way it has been collected. A number of factors determine the selection that we use for the empirical analysis. Most importantly, we restrict ourselves to twins for whom sufficient information is available on the most important variables. A crucial aspect is that most individuals born in the chosen birth interval should be observed to die. In recent cohorts, almost all individuals are still alive, so that these would merely add right-censored drawings from the lifetime duration distribution. At the same time, it is not clear whether the underlying longevity determinants exert a similar effect as in earlier cohorts, because the increasing welfare in later years may have led to a dampening of the effect of a recession and other economic hardships on a household's food provision. This implies that we should consider earlier cohorts.

In the late 19th century, Denmark had about 2.3 million inhabitants, of whom about 0.35 million lived in Copenhagen. The economy had a large agricultural sector, accounting for almost half of GDP and the workforce, but this sector itself had to some extent already been industrialized. The economy was open, and export volume and the business cycle were sensitive to events in Britain. The country faced substantial GDP growth after 1870 (see e.g. Statistics Denmark, 1902, Christensen, 1985, Johansen, 1985, Henriksen and O'Rourke, 2005, and Greasley and Madsen, 2006, for details of the Danish economy in the late 19th century). For our purposes, it is important to point out that in 1907 unemployment benefits were introduced in Denmark, with the explicit objective to dampen adverse effects of the business cycle on the economic well-being of the Danish population. To keep the heterogeneity in early-life societal conditions within bounds, we therefore restrict attention to those born before 1907. Among
the cohorts born before 1910, the fraction of twins per birth year with known zygosity increases with the birth year, so adding some cohorts born shortly after 1907 to samples with known zygosities would result in samples in which the later-born cohorts dominate. In any case, it turns out that our results are not sensitive with respect to small changes in the cut-off year.

We restrict attention to same-sex twin pairs with known zygosity, for which both twins survive until at least January 1, 1943. This is because for this group the highest efforts have been made to collect the death cause and date. In the registry, the death cause is unobserved for all deaths before 1943, and the death cause and date are unobserved for most deaths of different-sex twin pairs or twin pairs with unknown zygosity after 1943. The restriction to survival until 1943 is not a serious limitation in the sense that we are particularly interested in mortality at higher ages. Finally, we delete births in 1870-1872 because the macro-economic indicator (see below) seems to be unreliable for those years. The latter reduces the sample size by only $2 \%$.

As a result, we use a sample of all 6050 same-sex twin members with known zygosity, born in 1873-1906, for which both twins survive until at least January 1, 1943. The birth and death dates and the resulting individual lifetime durations are observed in days. The observation window ends on January 6, 2004, so individuals still alive then ( $0.4 \%$ ) have right-censored durations. Table 1 gives some sample statistics. We should emphasize that the death date is observed for more than $95 \%$ of the individuals in our sample, and for $99 \%$ of the latter we also observe the death cause. The death cause is classified according to the ICD system, versions 5-8, at the 3-digit level. These are grouped into 12 categories, which are subsequently grouped into our 3 main death causes: "cardiovascular" (death due to cardiovascular malfunctions or diseases, including apoplexy), ${ }^{6}$ "cancer" (death due to malignant neoplasms or congenital malformations - the latter concerns less than $0.1 \%$ of our sample) and "other" (including death due to tuberculosis, other infectious diseases, diseases of the respiratory, digestive or uro-genital system, suicide, or accidents). The first of these three death causes is the most prominent in our sample. Its frequency decreases as a function of the birth year. Among those born in the 1870s, $60 \%$ are observed to die from CVD, whereas among those born in the 1900s, this is $50 \%$. Note that the former group contains more elderly individuals due to the requirement of survival until $1943 .{ }^{7}$

[^5]When we select explanatory variables for individual mortality from the individual records, we restrict attention to characteristics that are realized at birth as opposed to later in life, for the reason that the latter may be endogenous or confounded. In particular, we do not include variables on life events like marriage.

The information on the location of birth is two-dimensional and aggregated. We observe in which of the four main parts of Denmark the individual is born (Copenhagen, Zealand excluding Copenhagen, Funen, or Jutland, where it should be noted that the islands of Lolland and Bornholm are included in Zealand, and Jutland is the only part of the country belonging to mainland Europe), and we also observe a crude indicator of the degree of urbanization, distinguishing between Copenhagen, other towns (about 80), and rural areas. Currently, less aggregated information is not yet available. When estimating models, the $3 \%$ of individuals for whom birth location information is missing are assigned to the most common values (rural Jutland), except when we specifically focus on interaction effects of birth location.

### 2.2 Business-cycle data

As mentioned in the introduction, we use the business cycle as an exogenous indicator of early-life conditions. To appreciate the methodology, consider first the national annual per-capita gross domestic product (GDP) in constant prices. One could compare an individual born in an era with high GDP to an otherwise identical individual born in an era with low GDP. However, a prolonged era with a high GDP leads to innovation and investment in hygiene and health care, which decreases mortality later in life for those born in this era. These are secular improvements in life conditions over time, and they make this approach uninformative on effects of individual early life conditions. A related practical complication is that GDP displays a strong positive trend over time. A high GDP level at birth implies a high GDP level throughout life. An empirical analysis that tries to take this into account by allowing a mortality rate at a given age to depend on current and past GDP levels leads to estimates that are potentially very sensitive to small model misspecifications. For example, if the postulated relation is log-linear in the mortality rate and current GDP, and the true relation is slightly different, then this may show up as a significant effect of GDP earlier in life.

The effects of short-term cyclical movements in GDP are not affected by
descriptions of demographic developments in Denmark in our observation window, including aggregate cause-of-death information.

Table 1: Summary statistics of the twin sample

| variable | \# cases | mean | st.dev. |
| :--- | ---: | :--- | :--- |
| (i) lifetime spells |  |  |  |
|  |  |  |  |
| uncensored | 5749 | $95 \%$ |  |
| $\quad$ among these: realized duration in years |  | 77.1 | 11.2 |
| $\quad$ among these: death cause observed | 5671 | $99 \%$ |  |
| right-censored at Jan 1, 1943 | 25 | $0.4 \%$ |  |
| right-censored between 1943 and 2004 | 23 | $0.4 \%$ |  |
| right-censored because still alive | 253 | $4 \%$ |  |

(ii) observed cause of death

| cardiovascular | $53 \%$ |
| :--- | :--- |
| cancer | $21 \%$ |
| other | $26 \%$ |

(iii) explanatory variables
male (vs. female) $49 \%$
monozygotic (vs. dizygotic same-sex) $37 \%$
birth region and urbanization (observed for $97 \%$ ):
Copenhagen $14 \%$
region Zealand excl. CPH $25 \%$
region Funen $\quad 12 \%$
region Jutland $\quad 50 \%$
urbanization: town excl. CPH $16 \%$
urbanization: rural $70 \%$
birth season:
Jan-Mar $\quad 27 \%$
Apr-Jun $24 \%$
Jul-Sep $24 \%$
Oct-Dec $24 \%$
secular improvements. Still, due to the gradual secular improvements over time, being born in a later stage of the cycle entails that the individual leads his life under somewhat better current conditions at each age. As a conservative strategy one may compare a cohort born in a boom to the cohort born in the subsequent recession, because the latter benefit more from secular developments than the former, so that an observed increase of a mortality rate can be attributed to the cyclical effect. More in general, one may relate a mortality rate later in life to the state of the business cycle early in life for many different birth years.

The raw GDP data are from Mitchell (2003). We deflate this nominal time series using the price index series of Johansen (1985) and Mitchell (2003). ${ }^{8}$ Next, we perform a trend/cycle decomposition of log annual real per-capita GDP using the Hodrick-Prescott (HP) filter. We use smoothing parameter 100 which is low but ensures that the time series of the cyclical component (or deviation) of GDP does not display a trend over the interval of birth years that we consider. Recall that if the cyclical component has a positive trend in the birth year interval then the estimation routine may incorrectly interpret this as evidence that the cyclical component at birth has a positive long run effect on longevity. In fact, the values of the cyclical terms are robust with respect to the actual decomposition method and smoothing parameter, and so are the resulting intervals within which the terms are positive or negative. In sum, good and bad transitory macro-economic conditions are clearly identifiable in the data.

Figure 1 displays the cycle and trend as functions of calendar time. We have 17 years with a positive cyclical component and 17 with a negative. On average, the number of consecutive years in which this component does not change sign equals 2. Among years with a positive (negative) component, this number is 1.9 (2.1).

## 3 Some direct data evidence

### 3.1 The business cycle at birth, longevity, and CV mortality

It is useful to start listing some sample features that should be kept in mind in the statistical analysis of sample descriptives. First, within-twin pair outcomes are related due to shared determinants. We cannot use within-pair outcome

[^6]

Figure 1. log real GDP per capita: trend and cycle
differences to study long-run effects of macro conditions, because the latter conditions are identical for both twins. (This does not mean that we cannot exploit the twin aspect to learn about the relative importance of shared and individualspecific determinants and their interactions; see Section 4.) Moreover, due to shared or related determinants, the sample of individual twins is not a sample of independent draws from the distribution of individual lifetimes of twins. This is exacerbated by the requirement that both twins be alive in 1943. Randomly discarding one individual per observed twin pair would complicate the selectivity in the sample of individuals, because survival of the co-twin until 1943 depends on the twin-specific frailty and on early-life conditions and on their interactions.

With this in mind, consider first the mortality due to all death causes. Due to the left-truncation of lifetimes in 1943, we cannot simply compare the observed average lifetime durations across different birth cohorts, even if we would aggregate booms and recessions and even though the cyclical indicator is orthogonal to any trends. This is because the left-truncation point varies across birth years. To proceed, we examine the mean lifetime duration $\mathbb{E}\left(T \mid T \geq 70, \tau_{0}\right)$ conditional on the age $T$ exceeding 70 , among those born in birth year $\tau_{0}$. We estimate this as the mean lifetime among uncensored lifetimes among those born in $\tau_{0}$ who


Figure 2. The business cycle and the transitory component in the mean lifetime in the birth cohort (conditional on survival until age 70).
survive until age 70, for each birth year. Subsequently, we obtain the deviation in the time series of $\mathbb{E}\left(T \mid T \geq 70, \tau_{0}\right)$ in order to remove the trend in longevity, and we correlate this deviation variable with the business cycle indicator at $\tau_{0}$. Figure 2 displays the two time series.

To interpret the displayed values, recall that the GDP cycle represents the percent deviation of annual real per-capita GDP from its trend value. The deviation of the mean conditional lifetime is measured in $10^{4}$ days, so that a deviation of 0.018 corresponds to 6 months.

The figure suggests a positive association, and indeed the estimated correlation between the two time series equals 0.3 . This provides some evidence that the business cycle at birth has a negative effect on the mortality rate at higher ages. Of course, this result does not exploit information in the individuals who do not reach the age of 70 or information in higher moments of the distribution of $T$. It is not straightforward to carry out formal statistical tests, due to the complex sampling variation in the twin data set. We may compare the mean lifetime among those born in years in which the business cycle component is positive, and compare this to the mean among those born in the other years, conditioning on $T \geq 70$ years. The observed difference is equal to 6.5 months in favor of those born in years with a positive business cycle component. Under the (incorrect)
assumption of independence of within-twin pair lifetimes, we can calculate the standard error of the estimated difference, and we find that this difference is significant at the $1 \%$ level. If we only use at most one individual per twin pair in the data then the difference is still significant, at the $5 \%$ level. Equivalently, a one-sided test of equal versus shorter lifetimes for those born under adverse conditions would reject the null hypothesis of no difference at the $2.5 \%$ level. ${ }^{9}$

To examine the dependence of within-pair lifetimes, we restrict attention to all 1677 pairs for whom both twins survive until age 70 . The correlation between the lifetimes equals 0.20 and is significant at the $1 \%$ level. When considering only birth years in which the business cycle component is positive the correlation is 0.23 , whereas for adverse birth years the correlation is 0.19 . The difference is not significant (its standard error being 0.048), but the result is a first indication that genetic and shared environmental characteristics may be more important determinants of mortality later in life if early-life conditions are poor.

The above approaches that consider moments of lifetimes can not be used for CV mortality, because the duration until death due to CVD is often right-censored by death due to other causes. However, by assuming that all other death types constitute independent right-censoring of the duration until CV mortality, we can non-parametrically estimate the CV mortality rate, distinguishing by whether the business cycle component in the birth year is positive or not. Specifically, we use the Ramlau-Hansen kernel estimator for hazard rates (see e.g. Andersen et al., 1993). Figure 3 displays the estimates based on a kernel bandwidth of 3 years. Clearly, at most ages, the CV mortality rate is higher if born in an adverse birth year. (To gauge the figure, it is useful to point out that according to the KaplanMeier estimate of the all-cause survivor function, the median lifetime duration conditional on survival until age 36 is equal to 77.7 years, and the 25 th and 75 th percentile are 68.9 and 85.0.) This is confirmed by a comparison of the KaplanMeier estimates of the CV-specific survivor functions distinguishing by whether the business cycle component in the birth year is positive or not. The estimated median of the duration until CV mortality, conditional on survival until age 36, equals 83.9 years if one is born in a "bad" year, and 85.6 years if one is born in

[^7]

Figure 3. Non-parametric estimates of the $C V$ mortality rate by whether the cycle at birth is $\gtrless 0$.
a "good" year. ${ }^{10}$
It is also interesting to examine how the fraction of deaths due to CVD depends on the business cycle in the birth year, although this also depends on how mortality due to other death causes varies with the cycle. It turns out that the estimated fraction due to CVD equals 0.522 if one is born in a "good" year and 0.536 if one is born in a "bad" year. This is in agreement with the hypothesis that the CV mortality rate later in life is higher if one is born under adverse conditions. However, under the assumption of independence of within-twin pair lifetimes, the estimated difference is not significant.

The signs of the estimated effects in this section unambiguously support the hypothesis that adverse early-life conditions increase (CV) mortality later in life. In Subsections 4.2-4.4 we present model estimation results.

[^8]
## 4 Estimation of duration models for the individual CV mortality rate

### 4.1 Models for individual mortality rates

### 4.1.1 Basic model specification

The individual (CV) mortality rate is the natural starting point of the specification of the model, because of our interest in its dependence on conditions early in life. As our model specifications closely follow those in the literature, the present exposition can be brief. Age is measured in days, so we take it to be a continuous random variable. Let $\tau$ denote current calendar time. We may express the (CV) mortality rate $\theta$ of an individual at a given point of time in terms of the prevailing age $t$, individual background characteristics $x$, current conditions $z(\tau)$, exogenous business-cycle indicators $c(\tau-t)$ of early-life conditions, unobserved characteristics or frailty $V$, and various interaction terms. For example,

$$
\begin{equation*}
\log \theta(t \mid x, z, c(\tau-t), V)=\psi(t)+\beta_{1}^{\prime} x+\eta^{\prime} c(\tau-t)+\beta_{2}^{\prime} z(\tau)+\log V \tag{1}
\end{equation*}
$$

where $\eta$ is the parameter of interest. This is a Mixed Proportional Hazards model with time-varying regressors $z$. This can be straightforwardly extended to allow for effects of conditions early in life after birth (say, $c(\tau-t+a)$ for given $a>0$ ) or conditions in utero (say, $c(\tau-t-a)$ with $a$ between 0 and 9 months).

Throughout this section, we capture long-run secular and current trend effects $z(\tau)$ by way of a low-order polynomial in the log birth year. We could as well take a low-order polynomial in $\tau$. A seemingly more general specification with polynomials in $t, \tau-t$ and $\tau$ would be susceptible to the so-called age-periodcohort identification problem. In fact, we mostly take a log-linear function in $\tau-t$. Note that we can thus subsume $z$ into $x$ and $\beta_{2}$ into $\beta_{1}$ (or, in shorthand, $\beta)$.

In the absence of unobserved heterogeneity, the model reduces to a PH model, and the parameters $\beta$ and $\eta$ can be estimated with Partial Likelihood Estimation. This means that the age-dependence function $\psi$ (or "force of mortality" or "baseline hazard") is left unspecified when estimating these parameters. In the above framework, absence of unobserved heterogeneity implies independence of the within-twin pair lifetimes conditional on the covariates $x$, the (shared) earlylife conditions, and the secular effects as captured by the birth year. The Partial Likelihood approach thus tackles at least part of the unconditional dependence of
within-pair lifetimes, which was a complicating factor in the descriptive analyses of the previous section.

### 4.1.2 Implications of ignored heterogeneity among newborns and evidence on the lack of compositional changes

Unobserved heterogeneity among newborns that is not taken into account in the estimation can bias the estimates of long-run effects of early-life conditions. We distinguish between within-cohort heterogeneity on the one hand, and systematic between-cohort variability in the composition of newborns on the other.

To address the effect due to within-cohort heterogeneity, notice that covariate effects on the hazard rate are typically biased towards zero if unobserved heterogeneity is ignored (see Van den Berg, 2001, for an overview of the literature). Recall that we only observe lifetime durations if they exceed the twins' ages in 1943. With unobserved heterogeneity, dynamic selection may lead to an overrepresentation of high-age survivors with favorable characteristics, among those born in adverse years (see e.g. Vaupel and Yashin, 1985, for details). So if unobserved heterogeneity is present but is not taken into account then the coefficient $\eta$ of the indicator of early-life effects can be expected to be biased towards zero, and the true effect is likely to be at least as large in absolute value. This also applies to the effects of a possible increase in stillbirths and spontaneous abortions during adverse conditions.

This problem may be less relevant than in other studies of effects of early-life conditions on mortality much later in life. Among all countries and all eras up to the 20th century, Denmark had the lowest infant mortality ever. Alternative indicators of early-life conditions focusing on extreme events like epidemics or famines may lead to peaked infant mortality and strong ensuing dynamic selection of the fittest in the cohort.

Another implication of within-cohort variability is that most likely it leads to statistical dependence of twins' lifetimes. After all, both of these will be affected by shared characteristics that are not among the observed covariates $x$. Failure to take this dependence into account may lead to under-estimation of coefficient standard errors. This is particularly relevant in our setting because of the requirement that both twins are alive in 1943, which has a different statistical meaning if the twins are born in 1906 than if they are born in 1873 . We also have a more substantive reason to incorporate unobserved heterogeneity, because we want to inquire whether environmental features and genetic determinants have a stronger impact if one is born under adverse conditions, and most of these features and determinants are unobserved. We therefore also estimate models allowing
for unobserved heterogeneity in personal and environmental characteristics (see Subsection 4.1.3).

We now turn to between-cohort variation in the distribution of unobservable personal characteristics. It is conceivable that the distribution of CV-mortality determinants among newborns varies over the cycle. A long-run association between the business cycle at birth and high-age mortality can be explained if parents with adverse unobserved permanent characteristics (like a low social class) more often have offspring during recessions. We investigate this in two ways. First we examine fluctuations in cohort sizes, following the idea that systematic variation in cohort size leads one to suspect systematic changes in the composition. (For example, Saugstad, 1999, shows that in Denmark, changes in the composition of newborns go along with changes in birth rates.) Secondly, we discuss direct evidence on the composition. This includes an examination of the fraction of twins itself among newborns.

It turns out that the yearly deviation in the national Danish birth rate is not significantly related to the business cycle indicator in our birth-year window or in larger windows. The same applies to the national rate of twin births (i.e. \# twin births / population size). Fluctuations in the latter rate are primarily driven by fluctuations in the national twinning rate (i.e. \# twin births / \# births) and not by fluctuations in the birth rate. Interestingly, the yearly deviation in the twinning rate is significantly positively related to the business cycle indicator over the birth years 1873-1906. The correlation equals 0.35 (standard error 0.16). ${ }^{11}$ However, the corresponding regression coefficient is very small. Over the period 1860-1944, the correlation equals 0.14 and is not significant. The full Twin Registry can be used to obtain a separate estimate of the twinning rate. For this, we divide the number of twin pairs of whom both members reach the age of six (including those with unknown zygosity) by the number of births in the birth year. It turns out that yearly deviations in this measure are similar to those in the national twinning rate (e.g. over the period 1870-1910 the correlation is 0.69 ), and accordingly it is also significantly positively related to the business cycle indicator over 1873-1906, with a correlation of 0.37 (standard error 0.17). There are no significant relations to the cycle in the year before birth.

[^9]Official stillbirth rates in Denmark at the end of the nineteenth century were low and fairly constant over time. Statistics Denmark, 1902, gives data for 18901901. The average is about $2.5 \%$. The yearly rate is not significantly related to the business cycle. ${ }^{12}$

We conclude from all this that fertility is independent of the contemporaneous state of the business cycle, whereas the fraction of twin births is slightly higher in booms. The latter suggests that twins are relatively frail and therefore that the twins born in recessions constitute a somewhat advantageous selection from the population of potential (conceived) twin pairs of which at least one individual survives until after birth. This is in line with stress having an adverse effect on twinning rates (Eriksson and Fellman, 2004). By analogy to the discussion of within-cohort heterogeneity, this again may cause the indicator of early-life effects to be biased towards zero, implying again that if we find an effect then the true effect may be larger.

To shed some more light on changes in the composition of newborn twins over the business cycle, we use data from a survey held in 1966 among same-sex twins in the Twin Registry born in 1890-1920 with known zygosity. These data were used by e.g. Herskind et al. (1996) and include the level of education and the social class in 1966. Social class is derived from the occupational hierarchy and is closely associated to income. The intersection of the cohorts in the survey data and our birth-year observation window (i.e. 1890-1906) contains 1480 individuals. We find that there is no significant relation between the level of education and the business cycle in the birth year. The same applies to social class. If anything, the fraction with low social class is slightly higher among those born in booms. Of course, the education and social class variables are potentially endogenous since they may be affected by early-life conditions. Moreover, the survey data only includes survivors until 1966. Among those born in 1890, only $50 \%$ survive until then, whereas among those born in 1906, $90 \%$ survive. However, the results are the same if we compare two adjacent years where one is a boom year and the other a recession year (like 1902 and 1903). The results are not due to socialclass differences in infertility; Schmidt, Christensen and Holstein (2005) provide population-based evidence that in Denmark, infertility is unrelated to social class.

Other studies with data from Northwest Europe from around 1900 also fail to find that the social-class composition of newborns is systematically related to fluctuations in macro indicators early-life conditions. Van den Berg, Lindeboom and López (2006) examine how the size and the composition by social class of a

[^10]birth year cohort changes with the cyclical indicator of the business cycle at birth. Their data are from the Netherlands and contain the social class of the parents at the moment of birth. They conclude that there are no such effects. Kåreholt (2001) studies Swedish birth cohorts from 1897-1938 and examines whether the fraction of newborns whose father had a blue (vs. white collar) occupation varies with the state of the business cycle as measured by the annual change in the inflow into poor relief. The results show that there is no significant difference among male and among female newborns.

Finally, we use our data to examine the composition of newborns by urbanization degree and region. It turns out that the regional composition among newborn twins does not fluctuate over the business cycle, but that in recessions slightly more twin births are observed in rural areas as opposed to towns. Note however that we condition on these variables in the empirical analyses.

The above evidence suggests that the composition of newborn twins in terms of social class, education, and other personal characteristics does not vary systematically over the business cycle.

### 4.1.3 Correlated Frailty Model

To incorporate unobserved heterogeneity, we adopt the Correlated Gamma-Frailty Model which is often used in demography to study twins' lifetimes (see e.g. Wienke et al., 2001, 2002). This model postulates that the within-twin pair frailty terms follow a Cherian bivariate Gamma distribution. It allows for an interpretation of the individual frailty term as the sum of an individual-specific term and a shared twin-specific term. The shared term $W$ captures shared genetic determinants and relevant features of the shared environment in which the twins lived. The individual-specific term $V^{0}$ captures individual-specific characteristics that are not shared with the co-twin. In the context of our study, consider a twin pair with twins labelled by index $i=1,2$. For each twin, the individual $\log \mathrm{CV}$ mortality rate equals, in obvious notation,

$$
\log \theta\left(t \mid x, c(\tau-t), V_{i}\right)=\psi(t)+\beta^{\prime} x+\eta^{\prime} c(\tau-t)+\log V_{i} \quad \text { with } i=1,2
$$

where, for twin $i$, we can write

$$
\begin{equation*}
V_{i}=V_{i}^{0}+W \tag{2}
\end{equation*}
$$

where $V_{1}^{0}, V_{2}^{0}$ and $W$ are independent (and independent of $x$ and the moment of
birth), and all terms in (2) are Gamma distributed. ${ }^{13}$
In particular, the joint distribution of $V_{1}, V_{2}$ follows a bivariate Gamma distribution. Of course, the marginal distributions should be identical. We may normalize their mean to one by subsuming it into the constant term of $\beta^{\prime} x$. As a result, the joint distribution of $V_{1}, V_{2}$ has two parameters: the variance $\sigma^{2}$ of $V_{i}$ and the correlation $\rho$ of $V_{1}$ and $V_{2}$. The latter equals the fraction of the total variance of $V$ explained by $W$,

$$
\operatorname{corr}\left(V_{1}, V_{2}\right)=\rho=\frac{\operatorname{var}(W)}{\operatorname{var}\left(V_{i}\right)}
$$

Note that $\rho \geq 0$ but this is hardly restrictive in our study.
Subsequently, we may allow $\rho$ to depend on the zygosity of the twin pair (as in e.g. Wienke et al., 2002), and we may also allow it to depend on the business-cycle indicator of early-life conditions (see Subsection 4.2 below for the interpretation of this).

For our purposes we need to parameterize the age-dependence function $\psi$ in the Correlated Gamma-Frailty Model. We assume that this is a Gompertz function, i.e. $\psi(t)=\alpha t$. With lifetime durations of older individuals, this functional form is not controversial and is known to give an acceptable fit to age dependence in many cases. ${ }^{14}$

[^11]Note that cause-specific mortality is right-censored by mortality due to other causes. One may question the assumption that such censoring is non-informative on the CV mortality rate conditional on the observed covariates. Wienke et al. (2002) extend the above Correlated Frailty Model by allowing unobserved determinants of different cause-specific mortality rates to be stochastically dependent. They estimate models with Danish twin data distinguishing between mortality due to coronary heart disease and mortality due to all other causes. They do not find a significant dependence between the unobserved determinants of the two cause-specific mortality rates. We take this as support for our assumption of non-informative censoring of CV mortality.

We estimate the Correlated Frailty Models by Maximum Likelihood, using the GAUSS program, taking account of the left-truncation of both twins' lifetimes at the age reached in 1943 and taking account of right-censoring due to missing information on the death date and right-censoring due to death being caused by another cause (see Wienke et al., 2002, for expressions of the full likelihood function).

### 4.2 Estimation results

Table 2 gives the partial likelihood estimates of the most basic Cox PH model specifications. The estimates concern the CV mortality rate, so a positive value is associated with a shorter CV lifetime. One specification has a more parsimonious set of covariates than the other. In both specifications, being born in a recession increases the CV mortality rate by $12 \%$. The estimate is strongly significant. This is the first main result of the paper, and as we shall see it is robust to many departures from the basic model specifications. The result implies a significant causal effect of economic early-life conditions on CV mortality much later in life, and as such it bridges the gap between the economic and medical literatures.

The implied causal effect of the business cycle at birth on the mean lifetime conditional on $T \geq 40$ is as follows. If an individual is born in a boom as opposed to a recession, then one can expect to live 0.8 years longer beyond age 40 , just because the risk of CV mortality is lower. In both specifications we use the binary "recession" indicator because large observed deviations from the GDP path may contain measurement errors. In Subsection 4.3 we show that the results are also
correctly inferred (see again Van den Berg, 2001). We therefore expect that the inference on the sign and significance of the causal covariate effects (including the effect of the business cycle early in life), and the inference on the correlation between the frailty terms, are robust with respect to functional-form assumptions. Wienke et al. (2005) confirm this in a simulation study of misspecified Correlated Frailty Models.
robust with respect to the measure used.
The other covariate effects are as expected. The log-linear birth year effect is negative, confirming that CVD became a less dominant cause of mortality in our observation period. The effects of birth season are in accordance to those reported in Doblhammer (2004) based on a larger set of Danish twins. A Likelihood Ratio (LR) test confirms joint significance of seasonal effects (p-value equals 0.002). Individuals born in Copenhagen have a higher CV mortality rate, but apart from this, the CV mortality rate does not vary over the country or between towns and rural areas. An LR test leads to acceptance of the null hypothesis of no birth location effects (p-value equals 0.16). ${ }^{15}$ The CV mortality rate is not significantly different between MZ and DZ twins. This is a common finding if one restricts attention to twins surviving infancy (see e.g. Christensen et al., 1995, and Wienke et al., 2001). Differential infant mortality rates may give rise to a dynamic selection process in which the health composition of the MZ twins improves with age such that it becomes similar to that of the DZ twins. An alternative explanation is that MZ twins communicate more often with each other concerning health issues and that the ensuing increase in health knowledge leads to a reduction of their mortality rate (see Zaretsky, 2003, for empirical evidence on this).

According to an LR test, the parsimonious specification does not give a worse fit than the extended specification (p-value 0.19). We have two reasons for working with the parsimonious set of covariates. First, Maximum Likelihood estimation of Correlated Frailty Models becomes cumbersome if the number of covariates is large, in particular if we allow the parameter $\rho$ to depend on $x$ and the value of $\rho$ is close to (or equals) 1 or 0 for some values of $x$. Secondly, we want to assess the sensitivity of the results with respect to a wide range of model assumptions, and these results are more easily discussed for a parsimonious specification. In the latter specification, we only consider a birth season effect for those born in the spring, as the spring is most often identified as the main disadvantageous birth season in the literature (Doblhammer, 2004). In addition, we only consider a birth location effect for those born in Copenhagen, because the results so far suggest that this effect is an order of magnitude larger than the effects for other locations.

Before we turn to estimation of Correlated Frailty Models, we consider the dependence of the CV mortality rate on age (the "force of CV mortality"). In

[^12]Table 3 we estimate the parsimonious model with the restriction that the age dependence function $\psi$ is a Gompertz function, i.e. $\psi(t)=\alpha t$. We estimate the model using Maximum Likelihood. Clearly, the covariate effects are the same as in Table 2. This suggests that the Gompertz specification for the CV mortality rate is accurate for higher ages; note that is in accordance to Figure 3. The same conclusion follows with the extended set of covariates.

Table 4 displays the Maximum Likelihood estimates of Correlated GammaFrailty Models with a Gompertz age dependence and with the parsimonious set of covariates. The covariate effects (notably, the "recession at birth" coefficient) are similar in sign and relative magnitude and in significance as in the Cox PH specification in Table 2. The individual effects and the age dependence are mostly somewhat larger in absolute value, and this is exactly what one expects if unobserved heterogeneity is incorporated in the model. Similarly, the standard errors are somewhat larger, and this is to be expected if inter-individual outcome dependence is incorporated.

We now turn to the estimated correlation coefficients of the bivariate frailty distribution. First, note that the coefficient for MZ twins always exceeds the coefficient for DZ twins. This is to be expected, as MZ twins are genetically identical whereas DZ twins are not, while the average influence of the environment can be expected to be more or less the same for both types. In fact, the estimated correlation for MZ twins is at the upper boundary (i.e., at 1 ) of the parameter space. This is not inconsistent with a true parameter value smaller than 1 , but it is not possible to test this since there is no standard error associated with an estimate at the boundary. Note that even if the true value of $\rho$ equals 1 , this does not mean that the correlation between the lifetimes (whether conditional on $x$ and $V$ or not) is 1 .

The estimated correlation $\rho$ for DZ twins equals 0.85 if born in a recession (with standard error 0.17), and 0.49 if born in a boom (with standard error 0.0085). The fact that the former standard error is much larger than the latter merely reflects the fact that the likelihood function is very flat in $\rho$ for values of $\rho$ close to one. We reject the null hypothesis that states that within-pair lifetimes for DZ twins do not depend on early-life conditions. The difference between the estimated correlations equals 0.36 , and this is significantly different from zero at the $5 \%$ level, as the standard error of the difference (estimated with the Multivariate Delta method) equals 0.17 (so the t -value is 2.2 ). Alternatively, we may use an LR test. Estimation of the restricted model in which the correlation for DZ twins does not depend on the cycle at birth results in a point estimate of
0.65 for this correlation. ${ }^{16}$ The LR test statistic equals 2.8 , which is significant at the $10 \%$ level. We now turn to the interpretation of the estimated correlation coefficients.

Correlated Gamma-Frailty models that are estimated with twin data can be used to decompose variation in the outcome into components reflecting genetic, environmental, and individual-specific terms (see e.g. Wienke et al., 2002, for a detailed exposition). For a given zygosity, the non-shared variation in the frailty term captures variation due to unobserved individual-specific determinants, whereas the shared variation captures variation in unobserved shared genetic determinants and variation in the unobserved shared environmental determinants, such as conditions of the household in which the twins grow up. Typically, the results of this decomposition are subsequently compared by zygosity, but we may also make a comparison across twin pairs with different early-life conditions.

Our estimates for MZ twins are not very informative in this respect, since they are at the boundary of the parameter space. These point estimates imply that, among MZ twins, all variation in the systematic determinants of the CV mortality rate is shared, but as we have seen, the boundary estimates may be a small-sample result. They may also be affected by functional-form assumptions like the assumed proportionality of $\theta$ in terms of $V_{i}$. In any case, the similarity of within-MZ pair outcomes precludes application of the above decomposition. The estimates for DZ twins are more informative. They imply that shared genetic and environmental factors are more important for CV mortality if the individual is born under adverse economic conditions. Individual-specific factors dominate stronger the individual in born under better conditions.

This is an interesting result. In short, individual-specific qualities come more to fruition if the starting position in life is better. Or, individuals with individual features protecting for CVD will not benefit so much from them if they are born under adverse economic conditions. If one interprets the business cycle itself as an environmental factor, then one may formulate the conclusion that nature and nurture interact in their effect on CV mortality.

[^13]
### 4.3 Sensitivity analyses and additional results

### 4.3.1 The effect of the timing of the birth in the year and the business cycle around the birth year

The first column of Table 5 presents estimates of the PH model where the transitory component of log annual real per capita GDP is included as a covariate instead of the binary indicator. To compare the results to those in Table 2, note that a negative effect corresponds to a positive effect of the binary indicator, and that the transitory component ranges between -0.025 and 0.025 . The transitory component has a significant negative effect on the CV mortality rate, and the results are virtually the same as before, although the fit is marginally better for the binary indicator. In general, the results are very robust with respect to how cyclical conditions are measured. This includes changes in the smoothing parameter for the GDP decomposition.

Next, we investigate whether the CV mortality rate later in life also depends on the business cycle in the year before birth and in the years after birth. This may give some insight into whether economic early-life conditions are primarily of importance in utero or at birth or in the years after birth. A priori one may expect any of these three stages to matter, as outlined in the overview of Barker (2007). The second column of Table 5 presents estimates of a model where the business cycle indicator in the year before the birth year ${ }^{17}$ and the three years after the birth year are included as covariates. All corresponding coefficients are positive, which is in agreement to a long-run effect of adverse conditions in utero and in the years up to age 3. However, the coefficients are very small and are (jointly) completely insignificant. In particular, the coefficients are much smaller than for the business cycle indicator at birth. The coefficient of the latter indicator has virtually the same magnitude and standard error as before. This suggests that economic conditions during pregnancy and at age $1-3$ are not important for CV mortality later in life, contrary to economic conditions at and shortly after birth.

We can study the effect of conditions during pregnancy more precisely by taking the date of birth within the birth year into account. We interact the season of birth with the business cycle in the year before birth. If the corresponding coefficient monotonically decreases from the winter season to the spring and summer season to a value of zero for the fall season, then this would suggest that the economic conditions while in utero, in particular during the last three months of pregnancy, are important. However, the results (Table 5, final columns) show

[^14]that all interaction coefficients are very small and are insignificantly different from zero. Of course, estimates of business cycle effects by birth season are effectively driven by rather small sample sizes (about $1 / 4$ of the full sample). Also, GDP is measured at a yearly frequency, and this makes it an imperfect measure of macro-economic conditions at the very beginning and/or end of the year. For these reasons, the findings in this paragraph should be taken with some caution.

### 4.3.2 The over-all mortality rate and the cancer mortality rate

We replicate the analysis of the CV mortality rate for two other mortality rates: the mortality rate for all causes, and the cancer mortality rate. The results are summarized in Table 6.

Clearly, the cycle at birth has a significant effect on the over-all individual mortality rate later in life. On average, being born in a recession implies a higher mortality rate later in life. Of course, this is to a substantial extent driven by the effect on the CV mortality rate, since CV mortality accounts for more than half of all mortality. The coefficient in the over-all mortality rate is slightly smaller than the coefficient in the CV mortality rate, but the effect on over-all lifetime durations is larger than if the long-run effect would only work through CV mortality. Specifically, the causal effect of the business cycle at birth on the mean lifetime conditional on $T \geq 40$ is such that being born in a boom as opposed to a recession results in 1.25 additional years. This result is remarkably similar in magnitude to the result in Van den Berg, Lindeboom and Portrait (2006) for the effect of the business cycle at birth on longevity in the Netherlands for the birth cohorts 1815-1902.

We may conclude that adverse economic conditions early in life lead to an increased over-all mortality rate much later in life. We now turn to the cancer mortality rate. Cancer was not such a major death cause as CVD, so the statistical analysis is relatively imprecise. Nevertheless, some interesting results appear. First of all, the business cycle at birth does not have a significant effect on the cancer mortality rate. The sign of the coefficient is positive, suggesting higher cancer incidence for those born under adverse conditions, but the magnitude is very small compared to the coefficient for the CV or the over-all mortality rate.

In fact, the medical evidence does not lead us to suspect that the over-all cancer mortality rate late in life is higher in case of adverse economic conditions around birth. Ben-Schlomo (2001) and McCormack et al. (2003, 2005) report positive associations between birth weight and the rates at which certain types of cancer occur at higher ages. By analogy to the negative association between birth weight and CVD, this actually suggests that improved economic conditions
at birth might lead to a higher rate of certain cancers.
In Table 6 we find a positive time trend coefficient in the cancer mortality rate. Note also that the effect of being born in Copenhagen is larger for the cancer mortality rate than for the CV mortality rate.

### 4.4 Underlying mechanisms

The long-run effects of the business cycle at birth can be attributed to a range of aspects of individual early-life conditions, like inferior nutrition, and inferior housing conditions, with inadequate heating and crowdedness. Moreover, the stress level in the household may be higher in case of (a higher probability of) job loss. Adverse aggregate conditions may also cause a higher disease load exposure for infants at the individual level. We shed some light on this by interacting the business cycle at birth with regional indicators and the degree of urbanization. To interpret the results, we use historical studies of living conditions in Denmark in the nineteenth century, notably Løkke (2002), Johansen (2002a, 2002b), and Henriksen (2006), and references therein.

We start by interacting the recession indicator with the urbanization variable. For the full sample, it turns out that the recession effect does not vary with the degree of urbanization (i.e., it is virtually equal over towns, rural areas, and Copenhagen). The same applies to the recession effect by region. However, the historical literature suggests that urbanization may play a different role in different regions, due to differences in nutritional habits across regions (see in particular Løkke, 2002). We therefore proceed by estimating models on the subsample of those born on the island of Zealand (which includes Copenhagen). This region is relatively small and it displays the highest variation in the degree of urbanization. For this sub-sample of 2262 individuals, the coefficients of the basic model without interactions are very similar to those in Table 2. In particular, the recession at birth has a coefficient of $0.14(\mathrm{t}=2.4)$, while "Copenhagen" and "town" have coefficients of $0.15(\mathrm{t}=2.2)$ and $0.03(\mathrm{t}=0.3)$, respectively. As before, these additive urbanization coefficients can not be interpreted as long-run effects, because they also reflect instantaneous effects at higher ages.

Table 7 provides the estimates of the model for Zealand and Copenhagen with interactions between the recession and urbanization indicators (note that the sample size is about one third of that in the other tables). Clearly, recessions at birth have the strongest adverse effects in towns (coefficient 0.34, with t-value 2.1), whereas the effects in Copenhagen and in rural areas are in line with the national estimate. By implication, birth in a town during a recession leads to the
same CV mortality rate later in life as birth in Copenhagen during a recession, whereas in a boom year it is much more advantageous to be born in a town. From the historical literature, a plausible explanation for the difference between the size of the interaction coefficients is that in Copenhagen the sanitary conditions and the health care system were superior to those in other towns. This includes the provision of clean milk to infants after breastfeeding, which was responsible for low infant mortality after the first months. In towns during recessions, the effects of inferior nutrition on the mother's and infant's health status could not be mitigated by good sanitary conditions or health care access. In rural areas, sanitary conditions were not as inadequate as in towns, while access to nutrition was easier than in towns. Notice that this explanation is in line with our finding that economic conditions right after birth are more important that those just before birth.

This suggests that the combination of nutritional quality and health infrastructure is important for long-run effects of early-life conditions, in the sense that if both are lacking then high-age CV mortality is affected. Along this line of reasoning, adverse economic conditions leading to suboptimal early-life nutritional patterns are more harmful in the long run if the health infrastructure early in life is inadequate. Of course, we also find long-run effects for those born in areas where both are not lacking. These may capture a separate long-run effect of nutrition and a separate long-run effect of sanitation and health care. In any case, these effects are smaller than half of the effect for areas where both are lacking.

It is possible that the causal pathway from economic conditions to nutritional quality and its interaction with health infrastructure, and their long run effects, is transmitted to some extent through stress at the household level early in life. In this sense the finding in the literature that stress adversely affects the probability of twinbirths (see Subsection 4.1.2) is in line with our finding that twinning rates are slightly lower in recessions. ${ }^{18}$

Some other possible explanations seem less likely. If inferior housing conditions with inadequate heating and crowdedness were a major factor, then one would expect the business cycle effect among those born in Copenhagen to substantially exceed the corresponding effect among those born in rural areas. The same applies to exposure to job loss. In fact, crowdedness seems to have been particularly high in towns in boom years, as many workers from rural areas then migrated temporarily to towns, and epidemics were virtually absent during our

[^15]observation window. So, exposure to diseases does not seem to be a primary explanation of our results either.

Finally, if Copenhagen were more heavily exposed to the business cycle than other parts of the country then the cyclical effect should be larger among those born in Copenhagen than among those born elsewhere. The historical literature points out that other towns were as industrialized as Copenhagen.

Recall that most of these considerations are based on results for Zealand and Copenhagen, and that the estimates do not uniformly carry over to the national level. An alternative approach to understand how long-run effects work is by estimating models containing additional macro indicators. We consider national annual time-series data of yearly averages, and we include their transitory (detrended) values as additional explanatory variables in the duration analyses. To capture nutritional mechanisms, we use the deflated prices of wheat, rye, barley, and bacon. Series on other food prices, the national unemployment rate, housing rents, and fuel (coal, oil) prices are only available for a small subset of later years in our birth observation interval, so we do not use these. To capture disease load exposure around birth, we use the infant mortality rate (IMR). We also use weather indicators (temperature, rainfall and cloud cover). Finally, we examine the sex ratio among newborns, since this has been shown to be informative on the stress levels of potential prospective mothers (Catalano et al., 2005). The time-series data are mostly taken from Christensen (1985), Statistics Denmark (1958), Johansen (1985), Mitchell (2003), and Andreev (2002).

It turns out that the additional indicators have small and insignificant effects on the CV mortality rate later in life, ${ }^{19}$ while the business cycle effect itself is insensitive to the inclusion of these indicators. Apparently, these indicators are insufficiently informative as determinants of early-life conditions. There are two possible explanations for this. Consider, in particular, the food price and infant mortality rate. The yearly fluctuations in the indicators are not very large. It may be that the fluctuations in these variables in the late 19th century do not reflect damaging effects on the household's nutrition intake or disease exposure. The household may be able to compensate for moderate price fluctuations of specific food products by way of a temporary substitution towards other food types, and a high disease load may not be reflected by a high IMR. The second explanation is that the national and yearly scales in which the indicators are

[^16]measured smoothen out much variation. Variation within the year may dominate the variation between years. This explanation seems to be confirmed by the finding that season of birth does have significant long-run effects. ${ }^{20}$

## 5 Conclusions

Transitory macro-economic conditions at birth have a significant effect on the cardiovascular mortality rate much later in life. An individual who is born in a recession and who survives until age 40 lives around 11 months shorter than an otherwise identical individual born in a boom, just because the risk of CV mortality is lower. This implies that economic conditions around birth have a negative causal effect on cardiovascular mortality later in life. Or, in other words, high-age mortality due to cardiovascular diseases depends on economic conditions in the first year of life. For cancer-related mortality we do not find long-run effects of early-life conditions.

From spatial variation in the effect we find some evidence that economic conditions early in life exert their influence through nutritional quality and health infrastructure, as opposed to disease load exposure and housing conditions. In particular, the interaction of nutritional quality and health infrastructure seems to be important, in the sense that economic conditions leading to suboptimal early-life nutritional patterns are more harmful in the long run if the health infrastructure early in life is inadequate. However, it is an important topic for further research to study this in more detail, using disaggregated early-life indicators of nutrition, health care, sanitation, disease load exposure, housing conditions, and labor market conditions.

In general, the results for the long-run economic effects on cause-specific mortality rates are in accordance to predictions from the medical and epidemiological literature. As the latter are mostly based on associations between birth weight and health later in life, we feel that the current study provides an important external confirmation of this "developmental origins" literature concerning cardiovascular diseases.

To the extent that long-run effects are driven by relative discrepancies between conditions around birth and later in life, rather than absolute levels of deprivation, the results suggest that it may be efficient to target young individuals born under adverse conditions in developed countries for regular screenings of CVD markers and predictors, and to expose those who have unfavorable test values to preventive

[^17]interventions. Moreover, the results support investments in nutritional quality and health infrastructure in countries with a high degree of deprivation, as a means to reduce the cardiovascular mortality rate in future years.

The twin feature of the data allows us to assess the extent to which variation in cardiovascular mortality can be attributed to genetic and householdenvironmental factors on the one hand, and individual-specific factors on the other. It turns out that the former factors are more important if the individual is born under adverse economic conditions. Conversely, if the individual in born under better conditions then individual-specific factors dominate more. In short, individual-specific qualities come more to fruition if the starting position in life is better. As the extent to which genetic factors express themselves depends on the environment into which one is born, one may argue that nature and nurture interact in their effect on cardiovascular mortality. This is by no means the first study to report such an interaction. However, by using exogenous indicators of economic conditions early in life, we are at a methodological advantage over studies using family income or social status as an interacting variable for genetic determinants.
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Table 2: Cox-PL parameter estimates of a PH Model for the individual CV mortality rate

| variable | parsimonious |  |  | extended |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | estimate | (st.error) | t-value | estimate | (st.error) | t-value |
| recession at birth | 0.12 | (0.037) | 3.2 | 0.12 | (0.037) | 3.2 |
| male | 0.33 | (0.037) | 8.9 | 0.34 | (0.037) | 9.0 |
| $\log$ (birth year-1872) | -0.094 | (0.030) | 3.1 | -0.090 | (0.030) | 3.0 |
| season: spring | 0.12 | (0.043) | 2.8 | 0.050 | (0.052) | 1.0 |
| summer |  |  |  | $-0.076$ | (0.051) | 1.5 |
| winter |  |  |  | -0.14 | (0.051) | 2.7 |
| birth location: Copenhagen | 0.15 | (0.056) | 2.6 | 0.15 | (0.059) | 2.6 |
| town |  |  |  | 0.012 | (0.051) | 0.2 |
| Zealand |  |  |  | 0.014 | (0.044) | 0.3 |
| Funen |  |  |  | 0.012 | (0.061) | 0.2 |
| MZ | -0.039 | (0.038) | 1.0 | $-0.041$ | (0.038) | 1.1 |
| log partial likelihood | -22496.9 |  |  | -22493.2 |  |  |

Note: in the extended specification, the default birth location is rural in Jutland.

Table 3: Parameter estimates of Gompertz PH Model for the individual CV mortality rate

|  |  |  |
| :--- | ---: | :--- |
| variable | estimate | (t-value) |
|  |  |  |
| recession at birth | 0.12 | $(3.2)$ |
| male | 0.34 | $(9.0)$ |
| log (birth year-1872) | -0.10 | $(3.5)$ |
| spring season | 0.13 | $(2.9)$ |
| Copenhagen | 0.15 | $(2.7)$ |
| MZ | -0.042 | $(1.1)$ |
|  |  |  |
| Gompertz age dependence | 0.000305 | $(100.7)$ |

Table 4: Parameter estimates of the Correlated Gamma-Frailty Model for the individual CV mortality rate

| variable | estimate | (st.error) | t-value |
| :--- | ---: | :--- | :--- |
| covariates |  |  |  |
| recession at birth |  |  |  |
| male | 0.14 | $(0.050)$ | 2.8 |
| log (birth year-1872) | 0.45 | $(0.052)$ | 8.8 |
| spring season | -0.12 | $(0.044)$ | 2.7 |
| Copenhagen | 0.16 | $(0.058)$ | 2.7 |
| MZ | 0.18 | $(0.075)$ | 2.3 |
|  | -0.033 | $(0.051)$ | 0.6 |
|  |  |  |  |
| Gompertz age dependence | 0.000371 | $(0.00001)$ | 40.5 |
|  |  |  |  |
| bivariate frailty distribution |  |  |  |
|  | 0.49 | $(0.063)$ | 7.9 |
| variance | 0.85 | $(0.17)$ | 5.1 |
| correlation DZ recession | 0.49 | $(0.0085)$ | 57.7 |
| correlation DZ boom <br> correlation MZ recession <br> correlation MZ boom | 1 |  |  |

Table 5: Parameter estimates of models for the individual CV mortality rate with an alternative cyclical indicator or with effects of business cycles around the birth year

| variable | actual deviation estimate (st.error) | leads and lags estimate (st.error) | in utero estimate (st.error) |
| :---: | :---: | :---: | :---: |
| actual deviation GDP recession in birth year recession in [birth year-1] recession in [birth year +1 ] recession in [birth year +2 ] recession in [birth year +3 ] winter season; rec. in b.y.-1 spring season; rec. in b.y. -1 summer season; rec. in b.y. -1 fall season; rec. in b.y.-1 male $\log$ (birth year-1872) winter season spring season summer season Copenhagen MZ | $-1.90^{*}$ $(0.87)$ <br>   <br>   <br>   <br>   <br> 0.33 $(0.037)^{*}$ <br> -0.097 $(0.030)^{*}$ <br> 0.12 $(0.043)^{*}$ <br> 0.15 $(0.056)^{*}$ <br> -0.038 $(0.038)$ | 0.13 $(0.039)^{*}$ <br> 0.013 $(0.041)$ <br> 0.016 $(0.042)$ <br> 0.029 $(0.040)$ <br> 0.051 $(0.042)$ <br>   <br>   <br> 0.33 $(0.037)^{*}$ <br> -0.092 $(0.031)^{*}$ <br>   <br> 0.12 $(0.043)^{*}$ <br>   <br> 0.15 $(0.056)^{*}$ <br> -0.038 $(0.038)$ | 0.12 $(0.037)^{*}$ <br>   <br>   <br> -0.043 $(0.073)$ <br> 0.057 $(0.074)$ <br> -0.007 $(0.074)$ <br> -0.043 $(0.073)$ <br> 0.34 $(0.037)^{*}$ <br> -0.091 $(0.030)^{*}$ <br> -0.13 $(0.071)$ <br> 0.011 $(0.072)$ <br> -0.084 $(0.072)$ <br> 0.14 $(0.056)^{*}$ <br> -0.042 $(0.038)$ |
| log partial likelihood | -22499.5 | -22495.7 | -22492.8 |

Note: a superindex $*$ indicates significance at the $5 \%$ level. The second column with parameter estimates should be compared to the first column with estimates in Table 2. "Birth year-1" means the year before the birth year, etc.

Table 6: Parameter estimates for other mortality rates

|  |  |  | all causes |  |
| :--- | ---: | ---: | ---: | :--- |
| variable | cancer |  |  |  |
|  | estimate | (st.error) | estimate | (st.error) |
|  |  |  |  |  |
| recession at birth | 0.093 | $(0.027)^{*}$ | 0.032 | $(0.059)$ |
| male | 0.36 | $(0.027)^{*}$ | 0.30 | $(0.058)^{*}$ |
| $\log$ (birth year-1872) | -0.055 | $(0.023)^{*}$ | 0.0085 | $(0.053)$ |
| spring season | 0.12 | $(0.031)^{*}$ | 0.088 | $(0.067)$ |
| Copenhagen | 0.18 | $(0.039)^{*}$ | 0.29 | $(0.081)^{*}$ |
| MZ | -0.059 | $(0.027)^{*}$ | -0.095 | $(0.060)$ |
|  |  |  |  |  |

Note: a superindex $*$ indicates significance at the $5 \%$ level.

Table 7: Parameter estimates for the individual CV mortality rate in Zealand incl. Copenhagen with interactions between cyclical and urbanization indicators

| variable |  |  |
| :--- | ---: | :--- |
|  | estimate | (st.error) |
| recession at birth in Copenhagen | 0.14 | $(0.11)$ |
| recession at birth in town | 0.34 | $(0.16)^{*}$ |
| recession at birth in rural | 0.10 | $(0.082)$ |
| male | 0.38 | $(0.061)^{*}$ |
| log (birth year-1872) | -0.12 | $(0.049)^{*}$ |
| spring season | 0.11 | $(0.071)$ |
| birth location: Copenhagen | 0.13 | $(0.089)$ |
| $\quad$ town | -0.087 | $(0.13)$ |
| MZ | -0.021 | $(0.063)$ |
|  |  |  |

Notes: a superindex $*$ indicates significance at the $5 \%$ level. The sample is the sub-sample of those born in Zealand incl. Copenhagen (sample size 2262).
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[^1]:    ${ }^{1}$ Surveys and meta-studies of the epidemiological and medical evidence of associations of birth weight indicators and CVD later in life have been published in Poulter et al. (1999), Rasmussen (2001), and Huxley et al. (2007). The survey in Eriksson (2007) also focuses on medical early-life indicators measured after birth. Gluckman, Hanson and Pinal (2005) and Barker (2007) give overviews of the underlying medical mechanisms. Some studies also point at long-run effects on other diseases like type-2 diabetes and breast cancer. Pollitt, Rose and Kaufman (2005) provide a survey and meta-study of the "life course" literature on causal pathways in which early-life socio-economic status (SES) is associated with CV morbidity and mortality later in life. Galobardes, Lynch and Davey Smith (2004) survey studies on early-life SES and cause-specific mortality in adulthood. See also Case, Fertig and Paxson (2005) and Case, Lubotsky and Paxson (2002) and references therein, for influential studies focusing on economic household conditions early in life.

[^2]:    ${ }^{2}$ They do not find evidence of a long-run effect on CVD among those who survive until 1992, from interviews that were held every 2 years since 1992. One explanation put forward by the authors is that deaths due to CVD between interview dates may be underreported. This suggests that registered death causes may be more informative on long-run CV effects than self-reported health statuses. Another explanation put forward is that there may have been sufficient opportunities for consumption smoothing, and sufficient relief payments, to mitigate adverse effects of this recession.

[^3]:    ${ }^{3}$ For clarity, note that we are not concerned with instantaneous "period" effects of recessions on health. Ruhm (2000) shows that recessions may have protective instantaneous health effects in modern economies.
    ${ }^{4}$ Black, Devereux and Salvanes (2007) exploit differences in twins' within-pair birth weight to detect long-run effects of birth weight on economic outcomes. Our data do not provide observations of birth weight, and more in general we do not observe within-pair differences in early-life conditions.

[^4]:    ${ }^{5}$ Note that the virtual disappearance of infant mortality implies that those who would have died if born under adverse conditions in the nineteenth century nowadays survive into adulthood. This can be seen as a factor that contributes to the potential relevance of long-run effects in modern societies.

[^5]:    ${ }^{6}$ In the "cardiovascular" category, the most common 3-digit death causes are cerebral haemorrhage, acute myocardial infarction, chronic ischemic heart disease, arteriosclerotic heart disease including coronary disease, and acute but ill-defined cerebrovascular disease.
    ${ }^{7}$ See National Board of Health, 1983, Johansen, 1985, and Andreev, 2002, for detailed

[^6]:    ${ }^{8}$ All time series used in this paper, including descriptions of their origin and/or construction, are available upon request.

[^7]:    ${ }^{9}$ We can also apply this procedure without the restriction that $T \geq 70$. This amounts to a comparison of the means of mixtures of distributions with lower truncation points ranging from 36 to 70 years. If the business cycle effect is monotone across ages then the difference may be informative on the long-run effect that we are interested in. The observed difference again equals 6.5 months in favor of those born in years with a positive business cycle component. Under the assumption of independence of within-twin pair lifetimes, this is significant at the $10 \%$ level.

[^8]:    ${ }^{10}$ Like above, formal tests are not straightforward. Moreover, any non-parametric test would vulnerable to systematic heterogeneity in the CV mortality rate and in the censoring due to other death causes.

[^9]:    ${ }^{11}$ In the literature, regional and temporal variations in natural DZ twinning rates are explained by the mean maternal age and parity, by the degree of genetic heterogeneity in the relevant population, and by psychosocial pressures in society (stress). See Eriksson and Fellman (2004) for an overview and for historical results for Sweden. Bortolus et al. (1999) provide a meta-study of articles in which twinning is examined at the individual level. They confirm that maternal age and genetic heterogeneity are important, and they conclude that social class is not a major determinant.

[^10]:    ${ }^{12}$ In Sweden around 1900, the stillbirth rate among twins equals around $8 \%$ while the rate for singletons was as in Denmark; see Fellman and Eriksson (2006).

[^11]:    ${ }^{13} \mathrm{~A}$ random variable $Y$ with density $\lambda^{k} y^{k-1} e^{-\lambda y} / \Gamma(k)$ is said to have a Gamma distribution with scale parameter $\lambda$ and shape parameter $k$. It satisfies $\mathrm{E}(Y)=k / \lambda$ and $\sigma_{Y}^{2}:=\operatorname{var}(Y)=$ $k / \lambda^{2}$, implying that if $\mathrm{E}(Y)=1$ then $\lambda=1 / \sigma_{Y}^{2}$.
    Now consider three independent random variables $V_{1}^{0}, V_{2}^{0}$ and $W$, where $V_{1}^{0}$ and $V_{2}^{0}$ have a Gamma distribution with scale parameter $\lambda$ and shape parameter $k_{0}$, and $W$ has a Gamma distribution with scale parameter $\lambda$ and shape parameter $k_{\omega}$. It can be shown that $V_{i}:=V_{i}^{0}+W$ then has a Gamma distribution with scale and shape parameters $\lambda$ and $k_{0}+k_{\omega}$, respectively, for each $i=1,2$. If we normalize the mean of $V_{i}$ to equal one, so that $\lambda=k_{0}+k_{\omega}$, then it follows that $\operatorname{var}\left(V_{i}\right)=1 /\left(k_{0}+k_{\omega}\right)$ and $\operatorname{corr}\left(V_{1}, V_{2}\right)=k_{\omega} /\left(k_{0}+k_{\omega}\right)$. These can then be redefined as parameters $\sigma^{2}$ and $\rho$.
    ${ }^{14}$ In single-spell duration analysis with MPH models and samples of independent outcomes, parameter estimates are known to be sensitive to functional-form assumptions on $\psi$ and the distribution of $V$ (see Van den Berg, 2001, for an extensive overview of the evidence). In our setting, this is less likely to be an issue. First, the correlation between the observed within-twin pair outcomes is directly informative on the correlation $\rho$ between the unobserved determinants, as the latter is the only source of correlation of the former. Secondly, the presence of a withintwin pair correlation between the frailty terms implies that multiple observations drawn from the same marginal distribution are affected by related unobserved frailty terms. Identification results for multiple-spell duration models suggest that estimation results are less driven by functional-form or multiplicity assumptions than if the data are from an i.i.d. sample of spells. Thirdly, recall that the Gompertz functional form for $\psi$ is relatively well-grounded. In any case, even in misspecified MPH models, the sign and significance of the covariate effects are usually

[^12]:    ${ }^{15}$ In Subsection 4.4 we examine interaction effects of the business cycle at birth and the degree of urbanization. Interacting the former with sex results in a somewhat larger "recession" coefficient for men.

[^13]:    ${ }^{16}$ All other coefficients are virtually equal to those in Table 4. In particular, the "recession at birth" coefficient equals 0.14 ( t -value 2.8).

[^14]:    ${ }^{17}$ For 1872 we impute the value zero for the indicator, because the transitory component is positive in that year.

[^15]:    ${ }^{18}$ Also, Farah, Noble and Hurt (2008) find that poverty in the household leading to stress causes neurological damage among children in the first years of their life, resulting in a lower IQ.

[^16]:    ${ }^{19}$ For the IMR, this result confirms Catalano and Bruckner (2006) who find no significant association between the detrended cohort mortality rate below age 5 and the detrended mean lifetime conditional on survival up to age 5, using Danish aggregate data with annual birth cohorts 1835-1913.

[^17]:    ${ }^{20}$ For example, Moore et al. (1997) find a long-run effect of being born in the wet season in Gambia on mortality later in life.

