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SIGNALLING GAMES AND INCENTIVE DOMINANCE

Gonzalo Olcina & Amparo Urbano

ABSTRACT

We present a new refinement for signalling games: the Introspective
Equilibrium. It is based on both a procedure for beliefs formation -called
Incentive Dominance- and a global consistence requirement, closely related to
that of the Undefeated equilibrium of mailath, Okuno-Fujiwara and
Postlewaite. The incentive Dominance criterion captures the principle of
forward induction through explicitly modelling the players thought process
when forming preliminary beliefs. The main idea is that they should exploit
the information contained in the best reply structure about the incentives of
the different types of a a rational Bayesian sender. Our criterion subsumes
very intuitive ones as equilibrium dominance and divinity. The Introspective
Equilibrium asks for an unambigous explanation of any deviation from a given
equilibrium. This means that the explanation should be unique, part of a
sequential equilibrium and achievable from the preliminary beliefs defined by

the Incentive Dominance Criterion.
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1-INTRODUCTION

Signalling games are very important because they represent a stylized
model of a recurrent situation in economics: a transaction with private

information on one side where costly signalling activities are possible.

The main issue in signalling games is that of "inference", that is, to
construct conditional beliefs about the likelihood of different private
information after seeing a particular signal from the informed party. The
equilibrium refinements’ literature for these games has tried to restrict
beliefs off the equilibrium path, proposing distinct formulations of the so

called principle of Forward Induction (FI).

Roughly speaking, a Sequential Equilibrium(SE) satisfies FI if it is
consistent with deductions based on players’ rational behavior in the past.
The refinements’ literature concretes this idea looking for a rational
explanation of the deviation from an expected equilibrium. But the
formalization of FI has proved to be elusive till the present. And, it is
also quite well-known that there are some important logical difficulties in

the foundations of this literature.

This is the so-called Stiglitz critique. The refinements’ analysis is
typically "local", that is, the analist takes a given sequential equilibrium
and an unexpected message and tries to restrict beliefs off the equilibrium
path in some reasonable way. Sometimes this yields different beliefs that the
ones which support the given equilibrium. But, why do we stop the reasoning

process at that point ? As Stiglitz pointed out, sometimes, if you follow the




disequilibrium dynamics caused by the proposed refinement logic, you might
get back to the original equilibrium. Hence, is or is not stable this

equilibrium ?

In this paper we present a new equilibrium refinement for signalling
games. We call it the Introspective Equilibrium. We adopt the conventional
viewpoint of assuming the behavioral axiom consisting on replacing the
equilibrium path by its expected payoff and analyzing one possible deviation
at a time. In this setting our refinement captures the idea of FI by
proposing a static solution concept that is the expression of the rest point

of the (not explicitly modelled) players’ thought process.

In particular, the two main ideas are, on one hand, that players should
“exploit” the information contained in the best reply structure about the
incentives of the different types of a rational Bayesian informed player.
Thus, we establish a relationship between the assignment of conditional
probabilities to the different types of informed player and the range of
situations (responses of the uninformed player) for which deviating is better
than playing the given equilibrium. This relationship reflects the principle
of Insufficient Reason. We call this procedure for beliefs formation the
Incentive Dominance Criterion (IDC). A good feature of this criterion is that
it subsumes very popular refinements criteria as equilibrium dominance and
divinity. A byproduct of our analysis is that we obtain a new
characterization for these criteria in terms of an explicit model of beliefs
formation. Nevertheless, if we define a refinement based on this criterion,
it can be shown that it is not implied by strategic stability (Kohlberg and
Mertens, 1986). The notion of Incentive Dominance captures an aspect of FI

not captured by stability.



On the other hand, from the preliminary beliefs constructed in this
way, players will engage in an introspective process until they achieve, if
it is possible, a rational -consistent- explanation of the hypothetical

deviation from the given equilibrium outcome.

The idea of consistent beliefs and actions is not new, i.e. Perfect
Sequential Equilibrium (PSE, Grossman and Perry, 1986) and PSE” (Van Damme,
1987). However, this idea has not been included in a complete "story" about
how people arrive at such consistent explanation. Unlike these refinements
that assume common knowledge of the relevant consistent action, our concept
selects it through a -not modeled- reasoning process that has the beliefs

derived by the IDC as its starting point.

But, the rational explanation of the deviation has to satisfy two more
conditions. The first one is "global" consistency, that is, it has to be part
of another alternative SE (if there is any). This requisite guarantees that

the Stiglitz critique does not apply to our proposal.

The second one,is that the rational explanation has to be "unambigous".
This is a basic requisite that some authors have pointed out before (see, for
example, van Damme 1987), but it has not been incorporated yet to the
refinement literature. One possibility to achieve unambiguity is to ask for
uniqueness of the rational explanation of the deviation. But, we think that
this is too demanding because what is really important in signalling games is
that there is no confussion about the subset of types which is likely to

deviate.

We can think of the refinement literature as being divided in two

categories. On one hand, the first category focuses on different proposals



about reasonable restrictions on off the equilibrium path beliefs (for
instance, the Intuitive Criterion, Divinity,..., just to mention the most
popular ones). On the other hand, the other category stresses the requisite
of consistent beliefs or actions (for instance, Perfect Sequential
Equilibrium -PSE-, PSE’, ..). Both categories lack of a global consistency
property and, in this sense, the Stiglitz critique can be applied to both of
them. However, recent proposals, such as the Undefeated Equilibrium of
Mailath et al., for example, incorporate the above property as their main

motivation.

Our solution concept combines the first two categories and also asks
for global consistency. Players form preliminary beliefs that satisfy
reasonable properties but, they will follow the reasoning process from these
beliefs until they find, if it exists, a rest point. This rest point has to

take the form of a consistent belief-action pair and has to be part of a SE.

Instead of modelling this quite complex dynamics we propose a
static notion that captures the properties of these rest points. In this
sense, our proposal relates to the underlying eductive dynamic approach as
the concept of Evolutive Stable Strategy (Maynard Smith) does to the

Replicator Dynamics in an evolutive context.

The plan of this paper is as follows. In Section 2 we review some
notation and define the auxiliary game that results from analyzing one
deviation at a time. In Section 3 we derive the criterion of Incentive
Dominance. In developing the argument we also obtain a new characterization
of divinity. Section 4 presents and discusses the new refinement. Section 5
applies our concept to the well known Spence’s job market model. Section 6 18
devoted to analyze the relationships among our concept and other refinements

and provides concluding remarks.



2-. THE MODEL AND THE AUXILIARY GAME

We limit attention to simple signalling games. In these games, one
player, the Sender or player 1, receives private information. We refer to
this information as the Sender’s type, t ; t is drawn from a finite set T
according to a probability distribution 7t over T. We assume that 7T is common
knowledge and that 7(t) > 0 for all t € T. After the Sender learns his type,
he sends a signal m from a finite set M to the other player, the Receiver or
player 2. This one responds to the Sender’s signal m by choosing an action,
a, from a finite set of responses A. The players have von Neumann-Morgenstern
utility functions defined over type, signal and action. The sender’s payoff
function is denoted u(t,m,a) and the Receiver’s payoff function is denoted
v(t,m,a) ; we extend these functions to the set of all mixed strategies by

linearity and use u(.) and v(.) to refer to these extensions.

We will work with the set of best-replies of the Receiver. Let | be a

probability distribution over T, i.e. u € A(T), and let

BR(p,m)= Argmax g v(t,m,a) L(t).
a€ A t€T

If the receiver thinks that p(t) is the probability that the sender is
type t given the signal m, then BR({,m) is the set of best replies to m.

Let BR(m)= U BR(U,m) be the set of pure best replies of the receiver after
pe A(T)

signal m.We write MBR(u,m) for the set of mixed best replies corresponding to

BR(u,m), and we denote co(X) for the convex hull of the set X.




A sequential equilibrium of a signalling game I" consists of a behavior
strategy for the sender, denoted by p(mlt), which specifies the probability
that the sender of type t sends the signal m € M; a behavior strategy for the
receiver, denoted by q(a Im), which specifies the probability that the
receiver takes the action a € A in response to the signal m; and assessments,
denoted by u(tlm), such that p(. 'm) is a probability distribution over T for
each m € M. A triple (p,q,1t) is a sequential equilibrium of a signalling game
if and only if p is a best response to q ( p(m’ ‘t) > 0, only if m’ maximizes
u(t, m, q(. Im)) over all m € M); the receiver responds optimally to his
assessment ( q(. Im) e MBR(W(. Im),m) for all m € M); and the assessments are
consistent with the equilibrium strategy of the sender and the prior whenever

possible (if T n(t)p(m 1) > 0, then pu(t|m)= [Tr(t)p(mlt)] / [Zn(t’)p(m It’)]).

i t
We will write SE(I') for the set of SE of a signalling game T

Fix a sequential equilibrium e = (p,q,u) of a given signalling game.
Let u*(e,t) be the equilibrium payoff for the sender of type t, and let m be
an unsent signal in this equilibrium. Define a new game, called the auxiliary
game, and denote it by G(e,m),where the sender’s types have only two signals
m* and m. If they send m*, they obtain the equilibrium payoff u*(e,t); if

they send m, the receiver plays as in the original signalling game.
Define,

D(t,m):{oc € co(BR(m)): u(t,m,o)> u*(e,t)} ,

thus D(t,m) is the set of the sender’s conjectures over the pure best
responses of the receiver for which sending signal m is a best reply for type

t in the auxiliary game G(e,m).
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Also, let

D(t,m)= {a € co(BR(m)): u(t,m,n)= u*(e,t)} ,

be the corresponding similar set for which m is a weak best response for t in

G. Obviously,

D(t,m\D°(t,m)= {a e co(BR(m)): u(t,m,a) > u*(e,t)}.

3-. A CRITERION FOR PRELIMINARY BELIEFS FORMATION

This section relies heavily in Olcina and Urbano (1994), and has been
included for completeness. Assume, as it is conventional, that the players
expect a particular Sequential Equilibrium. Before actual play, they will
analyze introspectively how they should interpret a deviation m from the
expected equilibrium play. Therefore, provided they analyze one deviation at
a time, this thought experiment is equivalent to reasoning about how to play

in the Auxiliary game.

Player 2 has to think about rational motives of the different types of
the sender to deviate and send signal m. In particular, he has a very
valuable information : he knows the best-reply structure of G(e,m). This
structure reflects the global preliminary incentives of Bayesian rational
players, i.e. players that optimize against subjective conjectures.

Therefore, he will use this best-reply structure in order to form subjective

11




probabilities about type t choosing m. The main idea is that this probability
has to be proportional to the range of situations for which sending m is
better for type t than getting the equilibrium payoff. From this probability
and the exogenous prior T the receiver can construct reasonable conditional

beliefs u(t!m). Let us be more specific.

The receiver will analyze separately the incentives to send signal m of
each type t of the sender. He knows that the sender is "Bayesian". Therefore,
whatever is his type, he will have a conjecture over the pure best responses

of player 2. Let o be this conjecture. Obviously, @ € co(BR(m)).

But player 2 knows that the sender is also a rational player. That is,
he will play a best reply to his conjecture o. Obviously, the sender’s best
reply depends on his type t. Let us call bt(oc), type t’s best reply. In
particular,

{ m if u(t,m,o) > u*(t).
b(a) =

m* if u(t,m,0) < u¥(t).

Obviously, when u(t,m,a) = u*(t), type t will be indifferent between

sending signal m or signal m*.

The receiver does not know the subjective beliefs «, but, as he is a
Bayesian, he will assign subjective probabilities to the possible values of
o. Let f2 be this "second order” beliefs. Therefore, f (x) is the probability

that the receiver assigns to "1 believes that o is equal to x".

From this f and the fact that the sender, whatever is his type, is
Bayesian rational, the receiver can compute the probability that type t

chooses m as :

12




J’ f2(x)dx
{x : u(t,m,o) = u*(t))

(Recall that {x : u(t,m,0x) 2 u*(t)} = D(t,m).)

But the receiver, as a Bayesian player, should assign initially a
probability to this event. Let us denote it by A(t,m). A minimal consistency

condition implies :

AMt,m) = J f2(oc)doc
D(t,m)

Now it is clear that how does f2 look like is determinant in order to

construct the probabilities A(.,m).

Divinity and Equilibrium Dominance.

In principle there is no reason for the receiver to believe that 1 has
one conjecture or another. Hence, let us do the weakest assumption and

suppose that f 1is positive in co(BR(m)).
PP , 18P

Now, assume there are types t and t° such that D(tm) C
D(t’,m)\Do(t’,m). Then, it is evident that whatever f2 looks like, A(t’,m) 2>

At,m).
Recall that A(t,m) is the probability of type t sending m. From this

and the "exogenous prior" information 7(t), the receiver can compute ;.L(tlm),

that is, the conditional probability of being t who sends signal m.

13




Therefore, from A(t’,m) > A(t,m) we conclude that p(t’,m)/u(t,m) 2
n(t’)/n(t). In other words, t should not be more likely to send m than is t’.
Readers familiar with the refinement literature would have recognized that
we have obtained in a different way the criterion for beliefs restriction
called Divinity (Banks and Sobel, 1987). To be more precise, a minor
variation known as Co-divinity. Notice that in those cases in which

co(BR(m))=MBR(m), then both divinity and co-divinity coincide.

Therefore we obtain a new characterization of Co-divinity (Divinity) in
terms of an explicit model on beliefs formation. This characterization

highlights the weak assumptions which are behind this concept.

Notice also that if D(tm) = &, then A(t,m) = O and, obviously,
u(t | m) = 0. This case is equivalent to the criterion of Equilibrium Dominance

(Cho and Kreps, 1987).

The general case : the incentive dominance criterion.

What can we say if there is no "inclusion” relation between the sets
D(t,m) ? Nothing at all if we do not make more specific assumptions on the
beliefs f2. Given the existing strategic uncertainty and the fact that
players are trying to figure out some kind of "preliminary theory”, it seems
natural to assume that all conjectures over the receiver’s pure best replies

are "equally likely". That is, f is uniformly distributed on co(BR(m)).

But then this implies that A(t,m) is exactly the Lebesgue measure of

the set D(t,m). Thus,
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2

AMt,m) = J f (a)da. = DY(t,m),
D(t,m)

where Dl(t,m) is the Lebesgue measure of the set D(t,m).

The sets D(t,m) are the "stability sets" of signal m for the different
types of sender. Therefore, we claim that their Lebesgue measure express the
theoretical probability of type t finding himself in a situation in which m

1s his best response to the action of the receiver in G(m).

Now, the receiver should combine this information with his prior . One
A
possibility is to obtain a "point belief’, i.e. @ € A(T) such that ﬁ(t) =

cn(t)Dl(t,m), for all te T and some ¢ > 0.

Instead of that, we only impose a weaker and more natural way of
"updating”. Namely, suppose D'(t,m) > 0 and D'’,m) > 0, if D'(t,m) =
Dl(t’,m), then u(t)/u(t’) =2 m(t)/m(t’). In words, if sending m is better than
not deviating from the equilibrium for type t for more conjectures over the
pure best replies of the receiver than it is for type t’, then the receiver

*

should not raise the probability that the sender is t' relative to the

probability that the sender is t.

Notice also that whenever D(t,m) = O, then Dl(t,m) = 0. Therefore, in

this case A(t,m) = O and it seems natural to require that u(t) = 0.
Definition 1: The set of beliefs that satisfy the Incentive Dominance

A A
Criterion, denoted by P(m,e) (or § when there is no confusion), is defined

by the following two conditions:

18




(i) whenever D'(tm) > 0 and D'(’;m) > 0, if D'(t,m)=> D'(t",m), then

wO/u(r’) = mty/n(t’), and
(ii) whenever D'(t,m) = 0, then u(t) = 0.

Therefore, this set represents the preliminary beliefs after an
unexpected message m, when players expect equilibrium e, and it reflects the

"size" of the incentives to deviate of the different types.

We think in the Incentive Dominance Criterion (IDC) as the result of a
boundedly rational model of preplay reasoning for forming preliminary
beliefs. From this point of view, it relies in two simple assumptions.
Namely, it is mutual knowledge that both players are Bayesian rational
("maximizers") and that they apply the Principle of Insufficient Reason to
form the beliefs about the Sender’s beliefs. This last assumption seems
reasonable once we have eliminated the receiver’s dominated actions and it is
inspired by the heuristic justification of the risk dominance concept given

by Harsanyi and Selten.

A first proposal of a sequential equilibrium refinement.

Given the IDC beliefs, player 2, after receiving message m , will be

expected to play some action in MBR(m,ﬁ) = “gﬁ MBR(m, ).

Now, we could define a refinement of sequential equilibrium, just by

restricting beliefs to those allowed by the IDC.

Let us define p(m) := X n(t)p(m|1).

t
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Definition 2 : A sequential equilibrium (p,q,u) of a signalling game I
satisfies the Incentive Dominance Criterion (IDC) if for all m such that

p(m) = 0, q(.|m) € MBR(m,B(m.e)) (provided P(m,e) # @ ).

Next we prove that this refinement subsumes equilibrium dominance and
co-divinity . Let BCD(m,e), be the set of beliefs that satisfies co-divinity,

as defined above.

Definition 3: A Sequential Equilibrium e=(p,q,u) of a signalling game is
co-divine if for each m, such that p(m)=0, q(./m) € MBR(m,f(m,e)).

Then, it can be shown:

PROPOSITION 3.1 : Every Sequential Equilibrium that satisfies the IDC is

Co-divine.

Proof. It suffices to show that if a SE is not Co-divine, then it does not

satisfy the IDC.

. . A CD . CD A .
First, notice that B < B, i.e. 4 € B~ =u € B. This follows from the

fact that if there exists a pair t and t’ such that,
D(m)cD(,m\D'(’,m), (*)

then all u e B° will satisfy the property:

(1), 7(r)
a(n = o .

17




But (*) implies Dl(t’,m) >Dl(t,m), and then the IDC means that all i €
ﬁ, also have to satisfy (**¥). If D(t,m)=0, co-divinity implies that p(t)=0.

But in this case, D'(t,m)=0, and the IDC also implies u(t)=0.

AN cD - . A CD
Next, B < B~ implies that MBR(m,) < MBR(m,}~"), because less

conjectures justify less actions.

If a SE is not co-divine, there exists some unsent m, such that
: AN
q(. |m) ¢ MBR(m,BCD). This implies that q(. lm) ¢ MBR(m,3). Hence this SE does

not satisfy the IDC. |

As it is well known in the literature, co-divinity subsumes Equilibrium

Dominance. Therefore from this fact and the above Proposition we have:

COROLLARY. Every Sequential Equilibrium that satisfies the IDC, satisfies

Equilibrium Dominance.

Both Co-divinity and Equilibrium Dominance criteria on belief
formation are usually applied iteratively, and so may be done with the IDC.
Analogous results to those of the previuos Proposition and Corollary can be
obtained for this case. However, since this is just a byproduct of our

analysis, we do not extend on it.
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. INTROSPECTIVE EQUILIBRIUM

The Incentive Dominance Criterion is just a criterion to form
"preliminary" beliefs. In this sense, asking for the off the equilibrium path
beliefs to satisfy the IDC is just some kind of "minimal" requirement. But,
rational and intelligent players will continue the introspective process
(from the beliefs defined by the IDC ) unti} they find (if it exists) a
"consistent” or '"rational" explanation of the hypothetical deviation m. Let

us illustrate this idea with the following example.

1 m T Game I'(1)
2,2 t 33 0,0 0,0
2,2 t 0,0 0,3 3,0
2,2 t 0,0 3,0 0,3

Tr(ti) = 1/3, 1= 12,3.

L R Figure 1

In the game I'(1) there is a sequential equilibrium outcome in which all
sender’s types pool in signal L. Moreover, this outcome is divine and
satisfies the never a weak best response property, but it does not belong to
a stable component. It is easy to compute, given the symmetry of the game,
that the only belief that satisfies the IDC is u = (1/3,1/3,1/3). But, all
mixed actions of 2 are best replies to W. Therefore, this belief supports the
SE where all t play L and 2 would answer to signal R with some mixture that

assigns probability 2/3 at most to each of his pure actions.

But, the players should follow the introspective process from . In
particular, notice that there is a unique candidate for "fixed point" of such

a process, achievable from p. Namely, action 1 is a best reply to , but if 2

19



plays 1 only t would deviate and 2 should have a belief such that u(tl) = 1.
This, in turn, confirms that player 2 plays 1. Therefore, the pair
action-belief (], ““(t1) = 1) satisfies a kind of fixed point condition of the

introspective process. Notice that there is no other pair with this property.

In general, a consistent explanation (W) is a pair action-belief,
such that p is the conditional distribution of m over types with incentive
to deviate given that the receiver would play action o and o is a best reply
to W. The idea of consistent explanations is not new, i.e. Perfect Sequential
Equilibrium ((PSE), Grossman and Perry, 1986), or PSE" (Van Damme, 1987).
However, this idea has not been included in a complete "story" about how

people arrive at such explanations.

Unlike the PSE’, our new refinement does not assume common knowledge of
the relevant consistent explanation; instead of that it selects it
through a reasoning process that has the beliefs derived by the IDC as its
starting point. In other words, it is the static expression of the rest

points of this reasoning dynamics.

There are two other important differences between what we have in mind
and the PSE*concept : the consistent explanation has to be part of another SE
in order to be inmune to the Stiglitz critique. This is the case in the
previous example, game (1), where type t sending R and the receiver

responding with action 1 is part of a separating equilibrium.

The other difference is that we consider unavoidable,. in an eductive
context, that a rational explanation has to be unambiguos. If there are
several alternative equilibria, achievable from the IDC beliefs, in which a

given disequilibrium message is sent, the receiver migth be uncertain about



which one is the relevant consistent explanation and this uncertainty can, in
turn, support the initial equilibrium. Consider, for example, the game I'(2)

and the pooling equilibrium outcome in L.

1 m r I'(2)

2,2 t1 33 0,0 0,0
22|t 0,0 3,3 0,0
22 1, [00 0,0 33 wmt)=1/3, =123

L R Figure 2

Like in TI(1) the wunique belief that satisfies the IDC 1is
u=(1/3,1/3,1/3). However, there are three possible consistent explanations,
achievable from this belief, namely the action-belief pairs: (l,u(tl)zl),
(m,u(t2)=1), and (r,u(ts)zl) and all of them are part of some alternative SE.
Obviously, there is no reason to consider one pair more likely than others,
so that the receiver cannot reduce his strategic uncertainty through
introspection. Hence it seems very sensible to conclude that each type is

equally likely, and this supports the pooling equilibrium outcome in L.

Notice that what is relevant to achieve unambiguity is not the
uniqueness of the alternative equilibria. The important requisite is that, in
all alternative equilibria achievable from the IDC beliefs, the set of types
who send the message and prefer it to the given equilibrium payoff is the
same, i.e. it is "unique". In the next section, we will ilustrate this point

when we analyze the Spence’s model.

We formalize next the above intuitive arguments.




Let e=(p,q,LL) be a SE of a signalling game I" and m an unsent message in
this equilibrium, i.e. p(m)=0. Define the following subset E(m,e) of SE of

the game I' (i.e. E(m,e)C SE(I)).

Definition 4: E(m,e) is the subset of SE(I') with elements e’=(p’,q’,it’), such

that p’(m) > 0O, and

(i) ¢’(.Im) € MBR(m,f(m.e)),
(i) V t € K): u(te’) = u'(te), and 3 t € K(e)u (Le)>u (te),

where K(e’)= {t e T: p’(t,m) >O)} , and

(iii) K(e’)=K(e’), for V e’,e”” € E, e’#e’’.

Therefore, E(m,e) is the set of rational explanation candidates for the
unexpected deviation m in the SE, e. In other words, (1) it is the set of
globally consistent explanations, that is, part of an alternative SE, (2)
achievable from "reasonable" preliminary beliefs (the IDC beliefs), and (3)
unambiguous in the sense of uniqueness of the set of types who might be

interested in deviating.
Definition 5: A sequential equilibrium e=(p,q,u), of a signalling game I' is
an Introspective Equilibrium if for each m, such that p(m)=0, q(. lm):q’(. |m)

for some e’= (p’,q’,)\’) € E(m,e), whenever E(m,e)# O .

Let us illustrate with an example how this refinement works. Consider

the following game I'(3)

22



1 r I'(3)

2,2 t, 33 0,2
2,2 L 0,0 32

Tt(tj)=1/2, i=1,2

Figure 3

The pooling equilibrium outcome in L is divine. It is supported by the
belief },L(tl |R)=2/3. Let o be the probability that player 2 chooses 1 after R.

Then the pooling L is supported by any o € [1/3, 2/3].
Straightforward calculations yield that:

D(tl,R)z{oc o2 2/3} , and D(tz,R)z{OL o £ 1/3 } . Therefore,

since the Lebesgue measure of these sets is the same, the unique belief
consistent with the IDC is p=1/2. The only best reply to this belief is
action r, hence type t would deviate, and then the pooling in L is not an
Introspective Equilibrium. Notice that in this game the set of SE where R is
sent is not a singleton (and, in each SE is a different type who sends R),
meanwhile the set E(R, pooling in L) has a unique element (namely, the
separating SE where L sends R ). This illustrates how the IDC helps to

select the relevant consistent explanation.

23



5-. THE SPENCE’S JOB MARKET SIGNALLING MODEL

In this section we will apply our solution concept to a simple
version of the job market signalling model of Spence (1973) in which there
are just two types of workers and where education is not productivity
increasing. This model has been extensively analyzed and we will use it to
illustrate how our equilibrium refinement works and which are the new

insights that it offers.

Consider the situation described by the following rules :

i) Player 1 is a worker, coming out from a population where there are workers
who (exogenously) have either high or low productivity. For simplicity,
suppose high productivity means marginal productivity of 2 and low means
marginal productivity of 1. It is common knowledge that the proportion of
high productivity workers in the population is p. In game theoretical
language, chance determines whether player 1 is of typet = 1 ort =2, ie.

the set of typesis T = { 1,2 }.

i1) The worker, knowing t, selects an education level e, where e 2 0.

ili) Simultaneously, two firms offer non-negative wages wl(e) and w (e),

respectively, based on the observed education level e.

iv) The worker selects an employer.

We assume that the cost of acquiring the education level e is [e/t]

for a worker with marginal productivity (type) t. We also assume that all
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players are risk neutral. Hence, the payoff function of type t is u = wo-

e/t.

We will restrict attention to subgame perfect equilibria where the
worker always chooses the firm offering the highest wage, and randomizes
equally in case both firms offer the same wage. It is also quite well-known
that the following is equivalent to stage iii) : we assume there is a single
firm (player 2) offering a single wage w, based on the observed e and with

payoff : -(t - w).

Let us call pu for the posterior probability of t = 2 given an
observed education level e, i.e. L = prob (t = 2 !e). Therefore, in stage iii)
two firms are competing a la Bertrand for a surplus of expected value (1+u).
The unique Nash-Bertrand equilibrium is for both firms to offer w = 1 + p. If
we model this stage as a single player 2 with payoff function ~(t-w)*, then ,
it is clear that his best reply function for any belief pu, is w=1 + u. Notice
also that any wage offer not in [1,2] is strictly dominated. Therefore, in

what follows, we will only consider w € [1,2].

The set of sequential equilibria.

In this model there is a plethora not only of Nash equilibria, but also
of SE. Let us characterize this latter set. First of all we describe the pure

strategy SE.

There is a continuum of separating pure strategy SE, that is,
equilibria in which the two types of workers choose different education

levels e and e . In particular, in all these SE, e = 0, e € [L1,2] and the
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equilibrium wage function is w(el) =1 and w(ez) = 2. This equilibrium path
is supported by the out of equilibrium wage offer w(e) = 1, for e # €€
which is, in turn, supported on the disequilibrium beliefs that any education
level different from the equilibrium ones is chosen by the low productivity

worker.

There is also a continuum of pooling pure strategy equilibria in which
both types of worker choose the same education level & Namely, e =e =¢,
where € € [0,p] and w(&) = 1+p. Again w(e) = 1, for e # & , supported on the

belief pu = 0.

In addition to all these pure strategy SE there are also hybrid

equilibria in which some type randomizes among two education levels.

On one hand, there is a set of hybrid SE in which the high productivity
type chooses an education level e* € (p,1) and the low productivity type
randomizes between e* and e = 0, with probabilities (1 - ql) and q,
respectively. The equilibrium wage function is w(el) = 1 and w(e*) = 1 + y,

where, u = p / [p + (I-p)(l-ql)] > p. Notice that w(e*) € (1+p,2).

On the other hand, there is another continuum of hybrid equilibria in
which type t = 2 randomizes. Namely, the low productivity type chooses an
education level ¢'e (0,p) and the high productivity type randomizes between
e and e, with probability (l-qz) and q, respectively. Where 2-2p+e*<62<2-e*,
for each e e (O,p). The equilibrium wage function is w(ez)=2 and w(e*):1+u,

where p=[p(1-q,))/[p(1-q)+(1-p)] < p.
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Notice that the set of education level with positive probability of
being sent in some SE is the interval [0,2]. Therefore, in order to check if
a SE is an IE we should disregard any education level greater than 2. Also
note, that for most of the messages in the interval [0,2], when considered as
off the equilibrium path messages in a given SE, there is more than one
alternative SE where this education level is sent with positive probability.
But this does not represent any problem because it is always the same set of

types which send the message under consideration.

The set of introspective equilibria.

We obtain next, the set of Introspective Equilibria (IE) in this model

as a corollary of a set of Propositions.

PROPOSITION 5.1. There is no separating Equilibrium in the Spence’s model

with ez>1 which is an Introspective Equilibrium.

Proof. It is enough to show one education level e’ different from e, and O,
for which the IE definition fails. Take the out of equilibrium message e’=1.

Then,

D(t:1,e’)={w e [1,2]: w-1 2 1}, and

D(t=2,e’)={w e [1,2]: w-1/2 2 2—e7/2 }

Therefore, in any of these separating equilibria, Dl(tzl),e’):O, and
Dl(t:2,e’)¢0, which in turn implies that the Incentive Dominance beliefs are

u=1, and w(e’)=2.
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For p < 1/2, there is a unique SE where e’ is sent by t=2; this is the
Riley outcome and it is preferred by this type (its payoff is 1°5) to any of

the equilibria under consideration.

For p > 1/2, there is also an hybrid SE in which 1=2 sends e’ and
obtains a payoff of 1’5. Therefore, there is no ambiguity about which type is

deviating to e’. |

PROPOSITION 5.2. There is no pooling equilibria in the Spence’s model with

€ € (0,p], which is an Introspective Equilibrium.

Proof. Take the out of equilibrium message e’=0. The SE where ¢’ is sent with
positive probability are: the pooling in e’, all separating SE and the hybrid

equilibria where t=1 randomizes.
These equilibria are supported by the ID beliefs. Namely,

D(t=1, e’)={W e [12] w2 1+p—é}, and

D(1=2, e’)={w e [1,2]: w= 1+p—é/2}.

It is easy to check that both sets are non-empty and furthermore,
D(1=2,e’)C D(t=1,e’). This implies that the set of ID beliefs is

characterized by u < p.
But, in all the separating and hybrid equilibria the type that sends

e’, namely t=1, gets a payoff of 1, which is less or equal than the

equilibrium payoff in any of the pooling equilibria under consideration.
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Therefore the set E only contains the pooling in e’ and both types obtain a
higher payoff than the equilibria under consideration ( 1+p >1+4p-€, and l+p >

1+p-&/2, for & € (0,p)). |

PROPOSITION 5.3. For p > 1/2, the pooling equilibrium in the Spence’s
model, with &=0, is an Introspective Equilibrium. For p < 1/2, this

equilibrium is not an IE.

Proof. Let us check first of all that this pooling is not an IE if p < 1/2.
Take the out of equilibrium message e’=1. There is a separating equilibrium
where t=2 sends e’ and gets a payoff of 1’5, which is greater than 1+p. Easy
calculations show that D(t=1, e’) is the empty set and D(t=2, e’)is nonempty.
Therefore, u=1 is the only ID belief which supports the separating

equilibrium.

Next, we prove that for p = 1/2, the pooling in &=0 is an IE. For
any e’e (0,p], there exist pooling and hybrid SE in which both types pool in
e’. But, in all of them both types obtain a lower payoff than in the
candidate equilibrium (furthermore, the hybrid equilibria are not supported

by ID beliefs). Then, the set E is empty.

For e’e (p,1), there are again hybrid SE in which t=1 randomizes
between O and pooling in e’ with t=2; and also there are hybrid SE in which
t=2 randomizes between e’ and pooling in some e € (0,p) with t=1. But, again,

both types obtain a lower payoff than in the pooling in e=0.

The same argument applies to any e’ € [1,2]. The IDC does not restrict

the beliefs, but in any case, the types who send the message in the
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alternative equilibria obtain a lower payoff than 1+p. Therefore the set E is
empty. Note, that for p=1/2 and e’=1, type 2 gets 1’5 in the Riley outcome

and then this type is indifferent to the pooling in e=0. |

PROPOSITION 5.4. For p<1/2, the separating equilibrium in the Spence’s model,
with e =1 (The Riley outcome), is an Introspective Equilibrium. For p > 1/2,

this equilibrium is not an IE.

Proof. First of all, let us prove that for p>1/2 the Riley outcome is not an
IE. Take, for example, the out of equilibrium message e’=2p-1. Notice that e’
belongs to (0,p). There is a pooling SE in e’ where t=2 gets a payoff of:

1+p-[2p-11/2 =1"5, and t=1 gets 1+p-[2p-1]=2-p >1. Therefore, type 1 is
better off than under the Riley outcome and type 2 is indifferent. Notice,
that there is also an hybrid with t=2 sending e’ with positive probability

but this type obtains a lower payoff.

Next, let us check the ID beliefs: D(1=1, e’):{w e [1,2]: w22p } + O,
and D(t=2, e’):{w e [1,2]: w2 1+p}¢ @. Since D(t=2, e¢’) C D(t=1,¢’),then U<p.

Hence, the pooling is the unique element of the set E.

Now consider p < 1/2. For any e’e (0,p], any pooling and/or hybrid in
e’ yield a lower payoff to type 2. Therefore, it is not justified to pool in
e’. A similar argument works for the cases in which e’e (p,1) and e’(1,2]:

type 2 gets a lower payoff than in the Riley outcome.
Notice that when p=1/2, the pooling in e=0 yield the same payoff to

type 2 and a better payoff to type 1; but, e=0 is not an out of equilibrium

message in the Riley outcome.
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The reader may easily check that none of the hybrid equilibria in the

Spence’s model is an IE.

COROLLARY. The set of Introspective Equilibria of the Spence’s model is the

following:
The pooling equilibrium in &=0, if p > 1/2.

Both the pooling equilibrium in é=0 and the separating equilibrium in

which t=2 chooses e=1, if p=1/2.

The separating equilibrium in which t=2 chooses e=1, if p < 1/2.

Remarks:

An interesting feature, which we conjecture that can be generalized to
more general monotonic signalling games, is that it is enough, in order to
obtain the same results, with Codivine preliminary beliefs, instead of the
IDC beliefs. That is, we can replace condition i) in Definition 4 by

q’(.|m) € MBR(m,°(m,e)).

Thus, if someone feels uncomfortable with the uniformity assumption on
the receiver’s second order beliefs made in the construction of the IDC, we
can see that the results carry on just assuming positive second order beliefs

(which is the weakest assumption one can postulate).

[t may be of interest to compare our solution of the Spence’s model

with the predictions of other solutions concepts. In particular, it is
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surprising that the set of IE coincides with the selection obtained applying
Harsanyi and Selten’s general theory of equilibrium selection (Van Damme and
Giith, 1991). Both approaches obtain the SE which is best from the point of

view of the high productivity worker.

It is very well known that strategic stability selects the Riley
outcome for all p € (0,1). In fact, with two types it is enough with the
Intuitive Criterion. Therefore, a conclussion of our analysis is that the
Riley outcome is not immune to the "Stiglitz critique” when the proportion of

high productivity workers in the population is high (p > 1/2).

A refinement which asks for consistent beliefs, as the Perfect
Sequential Equilibrium, predicts the Riley outcome for p < 1/2, but fails to
obtain a prediction for p > 1/2. In the latter case, the non existence

problem is caused by the lack of a global consistency requirement.

As we will further comment in the next section, the set of IE in this
model coincides with the set of a closely related refinement, called
the Undefeated Equilibrium which also incorporates a global consistency

condition.
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6-. RELATIONSHIP WITH OTHER REFINEMENTS AND CONCLUDING
REMARKS

The refinement concept closest to ours is that of Undefeated
Equilibrium (Mailath et al.,1993). Roughly speaking , and quoting these
authors : consider a proposed SE and a message that is not sent in the
equilibrium. Suppose there is an alternative SE in which some non-empty set
of types of player 1 choose the given message and that that set is precisely
the set of types who prefer the alternative equilibrium to the proposed
equilibrium. Then, they require that player 2’s beliefs at that action in the
original equilibrium to be consistent with this set. If they are not, we say
the second equilibrium defeats the proposed one. Obviously, a SE is

undefeated if there is no alternative SE that defeats it. More formally,

Definition 6 (Mailath, Okuno-Fujiwara and Postlewaite, 1993) : The (pure
strategy) SE e’ defeats the (pure strategy) SE e if there is a disequilibrium

message m in e such that :

a)K={teT:p’(m,t)=1}¢@.

k * k *k
by Vie K,u(et)2u(et)yand 3t e K, u (e’,t) > u (e,l).

¢) It e K such that, u(tlm) = [n(t)S(t)] / [Z n(t’)&(r’)],

L

for any & :T - [0,1] satisfying ' € K and u (e',0) > u (e,t) = 8(U') = 1 and

e K= 8() =0.

A Sequential equilibrium is undefeated if there is no other sequential

equilibrium that defeats it.
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The concept of undefeated equilibrium does not consider mixed strategy
equilibria. In this sense, it is weaker than the IE. But, apart from this
fact, the right and interesting comparison is among undefeated and pure
strategy IE. It is easy to define our solution concept only for pure strategy
SE and to interpret it in terms of the "defeated " definition. In this
context, the IE concept asks for more conditions in order to a SE being
defeated, i.e. it would make less likely that an equilibrium is defeated. In
particular, the SE which defeats another one has to be unambiguous in two
senses : supported in the IDC beliefs and with respect to the set of types
who might deviate. Therefore, the IE is weaker than the undefeated

equilibrium. In the following proposition we prove formally this conjecture.

PROPOSITION 6.1. Consider a signalling game I, then generically, any

undefeated equilibrium is an introspective equilibrium in pure strategies.

Proof. We show that if a SE e is not an IE, then it is defeated by another SE
e’. We restrict attention to generic signalling games in which any type from
the sets K(m,e’) is better off deviating and in which the receiver’s response

at m in e’is unique.

If the SE e = (p,q,it) is not an IE, then there is a message m such that

p(m) = 0, E(m,e) # & and for all e’e E(m,e), q’(.|m) # q(.|m).

Take any e’ = (p’,q",)’) € E(m,e). We show that e’ defeats e. We have

to verify that conditions a), b) and c) in Definition 6 are fulfilled.
Condition i) in the Definition 4 (of the set E(m,e)) implies
conditions a) and b). Moreover, notice that, as we restrict attention to pure

*k k
strategy equilibria, K(e’) = {t e T:p@m) = 1} and u (e’,t) > u (e,t) for
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¥V t € K(e’). Therefore, the function & is unique and updating m with & yields

a unique posterior.

Denote this posterior by nk. We have to prove that U # TL’k , which is
condition c). Assume, to the contrary, that U = Trk. Notice that p’(m,t) is
the equilibrium belief in the SE e’, derived using Bayes’ formula from the
equilibrium strategies. Therefore, W = nk. Given that the receiver’s
response is unique and q’(.|m) € MBR(l’), q(.|m) € MBR(L), then we conclude
that q = q’. But this result contradicts the assumption that the SE e is not

an IE. |

Notice that in the Spence’s model analyzed in the previous section the
set of IE coincides with the set of undefeated equilibria, as it is easy to
confirm. However, for general signalling games, as the above Proposition
shows, IE is weaker, i.e. it gives weaker predictions in some games. This is

caused by conditions i) and ii) in the definition of the sets E(m,e).

In essence, these two conditions ask for an unambiguous explanation of
the deviation in two senses : it has to be achievable from some reasonable
restricted beliefs and the set of types who might deviate in alternative SE

has to be unique.

We believe that both requirements are very important in an eductive
context, as we have explained along all the paper. The reader can complete
his opinion taking a look to some examples. The game I'(2) in Figure 2
illustrates the importance of "unambiguity with respect to the set of types".
In this game the pooling in L is defeated (by any of the separating

equilibria), but, as we explained before, it is an IE.
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The next game I'(4) ilustrates how the IDC beliefs matter.

1 m r r4)
1’501 ¢, 23 0,2 -1,0
n(t) = 1/2,1=12.
1’5 0] ¢ 1,0 2,2 0,3 '
L R Figure 4

In this game there are two SE : Pooling in L, supported by player 2
planning to response r in case of receiving R, and a Separating SE where t
sends R (and 2 responds 1) and L sends L. In the pooling SE player 2
plans to play r after R because he believes that t is more likely to
deviate. It is easy to see that pooling in L is defeated by the separating

SE. But, we will see that this pooling is an IE.

The reader can check easily that D](tz,R) > Dl(tl,R), therefore, the
IDC beliefs are those which assign more probability to type L ie. u < 172
But , the beliefs that support playing action 1 are pu = 2/3. Therefore, the
set E is empty and the pooling SE is an IE. In fact, it is supported by the
belief that it is more likely that type t deviates and these are very
reasonable beliefs given the types incentives. Intuitively, one can think in
the following "reasoning dynamics". Given the IDC beliefs, the receiver could
plan to respond with action r, but then this action supports pooling in L.
Alternatively, he might play m. Then, only type L would send message R ,

justifying again the receiver’s response r.

As the examples illustrate, there is an important difference in the
"philosophy" of both concepts - the IE and the undefeated equilibrium. In

particular, we have not in mind any "story" about "mistaken equilibria” and
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we do not see any clear heuristic behind the comparisons among SE of the
undefeated concept definition. Instead of that, the story behind our proposal
is an eductive one : the players reasoning process trying to achieve an
explanation of the deviation. All the conditions that this explanation has to
satisfy, including that it has to be part of another SE, have to be thought
as necesary conditions for the explanation to be a rest point of the

underlying, but not modelled, reasoning dynamics.

It is quite clear that the IE is not implied, nor does imply
equilibrium dominance and/or divinity. For example, it is well-known that the
unique SE outcome that does survive the Intuitive Criterion in the above
Spence’s model is the Riley outcome. As we have proved the set of IE in this

model is quite different.

We have seen that a stable equilibrium may not be an IE. Therefore, we
cannot apply the standard existence proof for refinements implied by
stability. In fact, it is easy to construct examples where the set of IE is
empty. This feature is shared with other refinements such as the PSE and
PSE’, or the undefeated equilibrium. The examples of non existence are very

similar, so that we refer the reader to those of Mailath et al.

In our opinion the non existence of IE in some games shows the
limitations of the refinement’s analysis. This is typically a "local"
analysis: we take as given one equilibrium and one deviation and look for a
rational explanation of it. In this way, it is possible to fall in "cycles"

in some particular games.

In any case, the IE exists in many important subclasses of signalling

games; for example, the Spence’s model of the previous section. By
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Proposition 6.1., if the set of undefeated equilibria is non-empty, so it is
the set of (pure strategy) IE. For example, this seems quite clear for the
class of monotonic signalling games analyzed by Mailath et al. and many
others. Anyway, it belongs to further research the precise characterization
of classes of signalling games for which IE exists, classes for which it

coincides with undefeated , etc...

To summarize, we have presented a new refinement for signalling games:
the Introspective Equilibrium. Its main property is that it asks for a
"consistent with introspection” explanation of any deviation from a given
equilibrium. In particular, this means that this explanation is unambiguous,
part of a sequential equilibrium and achievable from the preliminary beliefs
defined by the Incentive Dominance criterion. This procedure for beliefs
formation reflects the information contained in the best reply structure

about the incentives of the different types of a rational Bayesian Sender.
A merit of this new concept is that it integrates two lines of research

in the refinements literature. Namely, the one based on restrictions on

beliefs and the other based on their consistence.
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