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#### Abstract

We provide numerically reliable analytical expressions for the score of conditionally heteroskedastic dynamic regression models when the conditional distribution is multivariate t . We also derive one-sided and 2-sided LM tests for multivariate normality versus multivariate $t$ based on the ..rst two moments of the (squared) norm of the standardised innovations evaluated at the Gaussian quasi-ML estimators of the conditional mean and variance parameters. We reinterpret them as speci..cation tests for multivariate excess kurtosis, and show that they have power against leptokurtic alternatives. Finally, we analyse UK stock returns, and con..rm that their conditional distribution has fat tails.
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## 1 Introduction

Many empirical studies with ..nancial time series data indicate that the distribution of asset returns is usually rather leptokurtic, even after controlling for volatility clustering exects (see e.g. Bollerslev, Chou and K roner (1992) for a survey). This has been long realised, and two main alternative inference approaches have been proposed. The ..rst one uses a "robust" estimation method, such as the Gaussian quasi-maximum likelihood (ML) procedure advocated by Bollerslev and W ooldridge (1992), which remains consistent even if the assumption of conditional normality is violated. The second one, in contrast, speci..es a parametric leptokurtic distribution for the standardised innovations, such as the Student t distribution employed by Bollerslev (1987). While the second procedure will often yield more e\& cient estimators than the ..rst if the assumed conditional distribution is correct, it has the disadvantage that it may end up sacri..cing consistency when it is not (see Newey and Steigerwald (1997)).

Notwithstanding such considerations, a signi..cant advantage of the quasi-ML approach in Bollerslev and Wooldridge (1992) is that they derived convenient closed-form expressions for the Gaussian log-likelihood score, which can be used to obtain numerically accurate extrema of the objective function. In contrast, estimation under an alternative distribution typically relies on numerical approximations to the derivatives, which are often poor. One of the objectives of our paper is to partly close the gap between the two approaches, by providing numerically reliable analytical expression for the score of the multivariate conditionally heteroskedastic dynamic regression model considered by Bollerslev and Wooldridge (1992), when the distribution of the innovations is assumed to be proportional to a multivariatet. As is well known, the distribution nests the normal as a limiting case, but has generally fatter tails. As documented by McCullough and Vinod (1999), the use of analytical derivatives in the estimation routine should consid-
erably improve the numerical accuracy of the resulting estimates. This should be particularly true in our case, because even with fairly large sample sizes, it becomes very di cult to numerically distinguish a standardised $t$ with 100 degrees of freedom from another one with 5,000 degrees of freedom, or indeed from their Gaussian limit. ${ }^{1}$

In addition, we derive a Lagrange Multiplier (LM) test for the null hypothesis of multivariate normality versus the alternative of multivariate $t$, whose onesided version is asymptotically equivalent to the corresponding Likelihood R atio (LR) and Wald tests. As usual, the main advantage of the LM test is that it is extremely simple to implement, because it only requires estimates of the standardised innovations evaluated at precisely the Gaussian quasi-ML estimators of the conditional mean and variance parameters. We also re-interpret our proposed test as a moment speci..cation test of multivariate excess kurtosis, and show that it has non-trivial power against leptokurtic multivariate distributions. Therefore, it is not surprising that for some popular models, our proposed test coincides with the kurtosis component of Mardia's (1970) test for multivariate normality, which in turn reduces to the well-known J arque and Bera (1980) test in the univariate case. However, it is important to stress that those tests cannot be directly applied to standardised innovations in more general models, e.g. when the innovations are conditionally heteroskedastic. Finally, we include an illustrative empirical application to UK stock returns, which con..rms that their conditional distribution has rather fat tails.

The rest of the paper is organised as follows. First, we obtain closed-form

[^1]expressions for the log-likelihood score vector in section 2. Then, in section 3, we introduce our proposed LM test, discuss its properties, relate it to the existing literature, and present the empirical results. Finally, our conclusions can be found in section 4. Proofs are gathered in the appendix.

## 2 A nalytical derivatives

### 2.1 A multivariate conditionally heteroskedastic dynamic regression model with Student t innovations

In a multivariate dynamic regression model with time-varying variances and covariances, the vector of N dependent variables, $\mathrm{y}_{\mathrm{t}}$, is typically assumed to be generated by the following equations:

$$
\begin{aligned}
& y_{t}={ }^{1}{ }_{o t}+\S_{0 t}^{1=2}{ }_{t}^{n} \\
& { }^{1}{ }_{\text {ot }}={ }^{1}\left(x_{t} ; \mu_{0}\right) \\
& \S_{0 t}=\S\left(x_{t} ; \mu_{0}\right)
\end{aligned}
$$

where ${ }^{1}()$ and $\operatorname{vech}[\S()]$ are $N \times 1$ and $N(N+1)=2 \times 1$ vector of functions known up to the $\mathrm{p} \times 1$ vector of true parameter values $\mu_{0}, \mathrm{x}_{\mathrm{t}}$ are k predetermined explanatory variables, which may contain contemporaneous conditioning variables $z_{t}$, as well as past values of $y_{t}$ and $z_{t}, I_{t_{i} 1}$ denotes the information set available at $\mathrm{t}-1, \S_{0 \mathrm{t}}^{1=2}$ is an $\mathrm{N} \times \mathrm{N}$ "square root" matrix such that $\S_{0 \mathrm{t}}^{1=2} \S_{0 \mathrm{t}}^{1=20}=\S_{0 t}$, and $\underset{t}{n k}$ is a vector martingale dixerence sequence satisfying $E\left({ }_{t}^{n} \mid Z_{t} ; I_{t_{i}}\right)=0$ and $\mathrm{V}\left({ }^{\mathrm{n}} \mathrm{t} \mid Z_{\mathrm{t}} ; \mathrm{I}_{\mathrm{t}_{\mathrm{i}} 1}\right)=\mathrm{I}_{\mathrm{N}}$. As a consequence,

$$
\begin{aligned}
& \mathrm{E}\left(\mathrm{y}_{\mathrm{t}} \mid \mathrm{z}_{\mathrm{t}} ; \mathrm{I}_{\mathrm{t}_{1} 1} ; \mu_{0}\right)={ }^{1} \mathrm{ot} \\
& \mathrm{~V}\left(\mathrm{y}_{\mathrm{t}} \mid \mathrm{z}_{\mathrm{t}} ; \mathrm{I}_{\mathrm{t}_{\mathrm{i}} 1} ; \mu_{0}\right)=\S \oint_{\mathrm{ot}}
\end{aligned}
$$

As in Bollerslev (1987), Baillie and Bollerslev (1989) and Harvey, Ruiz and Sentana (1992) among many others, our approach is based on the t-distribution. In particular, we assume that conditional on $z_{t}$ and $I_{t_{i}},{ }_{t}^{x}$ is independent and identically distributed as a standardised multivariate $t$ with $o$ degrees of freedom. That is,

$$
"_{t}^{x}=\frac{S}{{\underline{o_{0}-2}}_{>_{t}}^{y}}
$$

where " ${ }_{t}^{y}$ is a multivariate standard normal variate, and $>_{t}$ an independent $\hat{A}^{2}$ random variable with $\varrho_{0}>2$ degrees of freedom. ${ }^{2}$ As is well know, the multivariate Student t approaches the multivariate normal as ${ }^{\circ}{ }_{0} \rightarrow \infty$, but has generally fatter tails (see e.g. Zellner (1971)). For that reason, it is often more convenient to use the reciprocal of the degrees of freedom parameter, ${ }^{\prime}{ }_{0}=1 \cong_{0}^{0}$, as a measure of tail thickness, which will always remain in the ..nite range $0 \leq{ }_{0}<1=2$ under our assumptions. ${ }^{3}$

### 2.2 The log-likelihood function

Let $A ́=\left(\mu^{0},{ }^{\prime}\right)^{0}$ denote the $p+1$ parameters of interest. The log-likelihood function of a sample of size $T$ (ignoring initial conditions) ${ }^{4}$ takes the form $L_{T}(A)=$ $\mathrm{P}_{\mathrm{t}=1} \mathrm{I}_{\mathrm{t}}\left(\mathrm{A}^{\prime}\right)$, with $\left.\mathrm{I}_{\mathrm{t}}\left(\mathrm{A}^{\prime}\right)=\mathrm{d}{ }^{\prime}\right)+\mathrm{g}_{\mathrm{t}}\left(\mathrm{A}^{\prime}\right)$ :

[^2]\[

$$
\begin{equation*}
\left.c^{\prime}\right)=\ln i^{\mu} \frac{N}{2}+{\frac{1}{2^{\prime}}}^{\text {q. }}-\ln i_{2^{\prime}}^{\mu}-\frac{1}{2} \ln { }^{\mu} \frac{1}{1}-2-\frac{N}{2} \ln 1 / 4 \tag{1}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
g(A ́)=-\frac{1}{2} \ln \left|\S_{t}(\mu)\right|-\frac{\mu_{N}}{2}+{\frac{1}{2^{\prime}}}^{\text {I }} \log 1+\frac{,}{\left(1-2^{\prime}\right)} \delta_{t}(\mu)^{\prime} \tag{2}
\end{equation*}
$$

where $\mathrm{i}_{\mathrm{i}}\left(\right.$ ) is Euler's gamma (or factorial) function, $\S_{\mathrm{t}}(\mu)=\S\left(x_{\mathrm{t}} ; \mu\right), \delta_{t}(\mu)={ }_{\mathrm{n}}^{\mathrm{n}} \mathrm{q}(\mu)$ $\times{ }_{t}{ }_{t}(\mu),{ }_{t}^{p}(\mu)=\S_{t}^{i}{ }^{1=2}(\mu){ }_{t}(\mu),{ }_{t}(\mu)=y_{t}-{ }_{t}{ }_{t}(\mu)$, and ${ }^{1}{ }_{t}(\mu)={ }^{1}\left(x_{t} ; \mu\right)$. Not surprisingly, it can be readily veri..ed that

$$
\begin{aligned}
\lim _{!0^{+}} d\left(^{\prime}\right) & =-\frac{N}{2} \ln 21 / 4 \\
\lim _{!0^{+}} g(A ́) & =-\frac{1}{2} \ln \left|\S_{t}(\mu)\right|-\frac{1}{2} \xi_{t}(\mu)
\end{aligned}
$$

which con..rms that $L_{T}(\mu ; 0)$ collapses to a conditionally Gaussian log-likelihood.
Given the nonlinear nature of the model, a numerical optimisation procedure is usually required to obtain ML estimates of Á. Assuming that all the elements of ${ }^{1}\left(x_{t} ; \mu\right)$ and $\S\left(x_{t} ; \mu\right)$ are dixerentiable functions of $\mu$, we can use a standard gradient method, where the required derivatives can be numerically approximated by re-evaluating $L_{T}(A ́)$ with each parameter in turn shifted by a small amount. But as we shall show in the next subsection, in this case it is also possible to obtain simple analytical expressions for the score.

The use of analytical derivatives in the estimation routine, as opposed to their numerical counterparts, should considerably improve the accuracy of the resulting estimates (see McCullough and Vinod (1999)). This is particularly true in our case, because even if the sample size T is large, the Student's t-based log-likelihood function is often rather $\ddagger$ at for very small values of ${ }^{\prime}$, and it becomes very di $\not$ cult to numerically distinguish a standardised $t$ with 100 degrees of freedom from another one with 5,000 degrees of freedom, or indeed from their Gaussian limit.

The analytical derivatives that we shall obtain could also be used even if the coed cients of the model were reparametrised as Á = f(1⁄2, with ½unconstrained, in order to maximise the unrestricted log-likelihood function $L_{T}\left[f(1 / 2]=\mathcal{L}_{T}(1 / 2\right.$. In particular, we would have that

Nevertheless, one has to be careful with such transformations, because they may e.g. introduce false extrema (see section 7.4 of Gill, Murray and Wright (1981)).

### 2.3 The score function

Let $s_{\mathrm{t}}(\mathrm{A})=\oint_{\mathrm{t}}(\mathrm{A}) \cong \not Q^{A}$ denote the score function, and partition it in two blocks:

$$
\begin{aligned}
& S_{\mu t}(A ́)=\frac{@_{t}(A ́)}{@ u}=\frac{@(A ́)}{@ \dot{A}} \\
& S^{\prime}\left(A^{\prime}\right)=\frac{@_{\mathrm{t}}(\mathrm{~A})=@}{@}=\frac{@\left({ }^{\prime}\right)}{@}+\frac{@(\mathrm{~A})}{@}
\end{aligned}
$$

After tedious but otherwise straightforward algebraic manipulations, we can show that:
where the J acobian matrices @ ${ }_{t}(\mu) \not @^{1} 0^{0}$ and @vec $\left[\S_{t}(\mu)\right]=\varliminf^{0}$ depend on the particular speci..cation adopted. ${ }^{5}$

Notice that $s_{\mu t}(\mu ; 0)$ reduces to the multivariate normal expression in B ollerslev and Wooldridge (1992). But even if ${ }_{0}>0$, we can prove directly that the score vector $S_{\mu t}(A ́)$ evaluated at the true parameter values has the martingale dixerence property (cf. Crowder (1976)). Speci..cally,

[^3]
## Proposition 1

$$
\mathrm{E}\left[\mathrm{~s}_{\mu \mathrm{t}}\left(\hat{A}_{0}\right) \mid \mathrm{z}_{\mathrm{t}} ; \mathrm{I}_{\mathrm{t}_{\mathrm{i}} 1} ; \hat{A}_{0}\right]=0
$$

Unlike in the Gaussian case, though, this result is no longer generally valid when the conditional distribution is misspeci..ed (see also Newey and Steigerwald (1997)).

Similarly, we can show that for ${ }^{\prime}>0$

$$
\begin{equation*}
\frac{œ\left({ }^{\prime}\right)}{@}=\frac{1}{2^{\prime 2}} \tilde{A}^{\mu}{\frac{1}{2^{\prime}}}^{\text {ๆ }}-\tilde{A}^{\mu} \frac{N}{2}+\frac{1}{2^{\prime}}+\frac{N^{\prime}}{\left(1-2^{\prime}\right)} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{@ t(A ́)}{@}=\frac{1}{2^{\prime 2}} \ln 1+\frac{,}{1-2^{\prime}} \delta_{( }(\mu)^{\prime}-{ }^{\mu} \frac{1}{2^{\prime}}+\frac{N^{\prime}}{2} \frac{\delta_{\&}(\mu)}{\left(1-2^{\prime}\right)\left[1-2^{\prime}+{ }^{\prime} \delta_{k}(\mu)\right]} \tag{6}
\end{equation*}
$$

where $\tilde{A}(x)=@ n_{i}(x)=@ x$ is the so-called di-gamma function (or Gauss' psi function; see A bramowitz and Stegun (1964)), which can be computed using standard routines. If we then take limits as ${ }^{\prime} \rightarrow 0$ from above, we can show that

$$
\lim _{!0^{+}} \frac{œ\left({ }^{\prime}\right)}{@}=\frac{N(N+2)}{4}
$$

and

$$
\lim _{!0^{+}} \frac{@ t(A ́)}{@}=-\frac{N+2}{2} \&(\mu)+\frac{1}{4} \&_{\&}^{2}(\mu)
$$

so that

$$
\begin{equation*}
s^{\prime}(\mu ; 0)=\frac{N(N+2)}{4}-\frac{N+2}{2} \delta_{( }(\mu)+\frac{1}{4} \delta_{2}^{2}(\mu) \tag{7}
\end{equation*}
$$

where $s^{\prime}(\mu ; 0)$ should be understood as a directional derivative.
Unfortunately, both @t(Á)=@ and especially @(')=@ are numerically unstable for ' small. W hen $\mathrm{N}=1$, for instance, Figure 1 shows that the numerical accuracy in the computation of (5) is very poor for ' small enough, and eventually
breaks down. The implicit threshold value, ${ }^{r}$ say, is clearly hardware and software dependent, but in our experience, a value of ${ }^{1}$ equal to $10^{i 4}$ can be regarded as safe.

When $0 \leq{ }^{\prime}<{ }^{r}$, we suggest to evaluate (5) and (6) by means of (directional) ..rst order Taylor expansions around ${ }^{\prime}=0$. Let us start with the ..rst term. Straightforward manipulations show that for ' $>0$

$$
\begin{aligned}
\frac{\left.\varrho^{( } c^{\prime}\right)}{@^{2}}= & \frac{N}{2} \frac{4^{\prime}-1}{2\left(1-2^{\prime}\right)^{2}}-\frac{1}{1_{3}} \tilde{A} \frac{1^{\prime}}{2^{\prime}}-\tilde{A} \tilde{A}^{\mu} \frac{N}{2}+\frac{1}{2^{\prime}} \\
& +\frac{1}{4^{\prime 4}} \tilde{A}^{0} \frac{1}{2} N+\frac{1}{2^{\prime}}-\tilde{A}^{0} \frac{1}{2^{\prime}}
\end{aligned}
$$

where $\tilde{A}^{0}(x)=\oint \ln ;(x)=@ x$ is the so-called tri-gamma function (see Abramowitz and Stegun (1964)). Although $@^{2} c\left({ }^{\prime}\right)=\varliminf^{2}$ is also rather unstable near the origin, if we again take limits as ${ }^{\prime} \rightarrow 0$ from above, we can show that

$$
\lim _{!0^{+}} \frac{\bigotimes^{+} \mathrm{C}\left(\left(^{\prime}\right)\right.}{\bigotimes^{2}}=-\frac{N(N+2)(N-5)}{6}
$$

so that

$$
\begin{equation*}
\frac{œ\left({ }^{\prime}\right)}{@}=\frac{N(N+2)}{4}-\frac{N(N+2)(N-5)}{6}+O\left(^{\prime 2}\right) \tag{8}
\end{equation*}
$$

Similarly, we obtain that

$$
\begin{align*}
& \frac{@ t(A ́)}{@}=-\frac{N+2}{2} \delta_{1}(A ́)+\frac{1}{4} \delta_{2}^{2}(A ́)  \tag{9}\\
& +-(4+2 N) \xi_{( }(A ́)+\frac{N+4}{2} \xi^{2}(A ́)-\frac{1}{3} \delta^{3}\left(A^{\prime}\right)^{\prime}+O^{i,{ }_{2} \Phi}
\end{align*}
$$

While Figure 1 con..rms that (8) provides an excellent approximation for small, it is important to mention that (9) is only guaranteed to provide a good approximation if in addition $\boldsymbol{\delta}_{\&}(\mathrm{~A})$ is not excessively large.

## 3 An LM Test for M ultivariate normality

### 3.1 The information matrix under the null

We can easily compute an LM (or eф cient score) test for multivariate normality versus multivariate $t$ distributed innovations on the basis of the value of the score of the log-likelihood function evaluated at the restricted parameter estimates $\dot{A}_{T}=$ $\arg \max _{\hat{A}} L_{T}\left(\mathcal{A}^{\prime}\right)$ subject to ${ }^{\prime}=0$. Importantly, note that $\hat{A}_{T}=\left(\mu_{T}^{0} ; 0\right)^{0}$ is such that $\mu_{\mathrm{T}}$ are precisely the Gaussian quasi-ML estimators proposed by Bollerslev and Wooldridge (1992). R ather conveniently, it turns out that the information matrix is block-diagonal between $\mu$ and ' when ${ }^{\prime}{ }_{0}=0$, as the following Proposition shows:

Proposition 2 If ${ }_{0}=0$, then

$$
V\left[s_{A}\left(\mu_{0} ; 0\right) \mid \dot{A}_{0}\right]=4 \begin{gathered}
2 \\
V\left[s_{\mu}\left(\mu_{0} ; 0\right) \mid \dot{A}_{0}\right] \\
0
\end{gathered}
$$

where

$$
\begin{aligned}
& V\left[s_{\mu t}\left(\mu_{0} ; 0\right) \mid \dot{A}_{0}\right]=-E\left[h_{\mu \mu t}\left(\mu_{0} ; 0\right) \mid A_{0}\right]=E \frac{1 / 2}{@_{t}^{0}\left(\mu_{0}\right)} \underset{@ \mu}{i_{t}^{1}}\left(\mu_{0}\right) \frac{@_{t}{ }_{t}\left(\mu_{0}\right)}{@ \mu^{0}}
\end{aligned}
$$

As a result, the element of the inverse information matrix corresponding to the tail thickness parameter ' will be given by the reciprocal of the last diagonal element of the information matrix.

Note also that the block-diagonality of the information matrix implies that a joint LM test of multivariate normality and any other restrictions on the conditional mean and conditional variance parameters $\mu$, can be decomposed in two additive components, the ..rst of which would be precisely our proposed test (see Bera and McK enzie (1987)).

### 3.2 Two-sided tests

In view of Proposition 2, we can compute the information matrix version of the LM test simply as follows:
which, importantly, only depends on the ..rst two sample moments of $\mathcal{E}_{( }\left(\mu_{T}\right)$.
If $\mathrm{H}_{0}:^{\prime}=0$ is true, then,${ }_{2 t}\left(\Omega_{\mathrm{T}}\right)$ will have an asymptotic chi-square distribution with one degree of freedom. The limiting distribution could be obtained directly as in Proposition 3 below by combining the block-diagonality of the information matrix with the following result:

Lemma 1 The squared Euclidean norm of the true standardised innovations, $\mathcal{E}_{\&}\left(\mu_{0}\right)$, is independently and identically distributed as a $\hat{A}_{N}^{2}$ random variable with N degrees of freedom under the null, and as $\mathrm{N}\left(\circ_{0}-2\right) \varrho_{0}$ o times an F variate with N and $\varrho_{0}$ degrees of freedom under the alternative.

An asymptotically equivalent test, both under the null and under local alternatives, is given by the usual outer product version of the LM test:
which can be computed as $T$ times the uncentred $R^{2}$ from the regression of 1 on $s^{\prime} t\left(\mu_{\top} ; 0\right)$. Alternatively, we could use the Hessian version of the LM test, i.e.:
with

$$
h \cdots t(\mu ; 0)=-\frac{N(N+2)(N-5)}{6}-(4+2 N) \&(\mu)+\frac{N+4}{2} \&^{2}(\mu)-\frac{1}{3} \varepsilon^{3}(\mu)
$$

where we have used the fact that
and have obtained the required expressions from (8) and (9).
Given that the numerators of $\underset{2 T}{1}\left(\mu_{T}\right) ; ~{ }_{2 T}^{O}\left(\mu_{T}\right)$ and $\underset{2 T}{H}\left(\mu_{T}\right)$ coincide, while the denominators of $\underset{2 \mathrm{~V}}{\mathrm{H}}\left(\mu_{\mathrm{T}}\right)$ and,$\stackrel{\mathrm{O}}{2 \mathrm{~T}}\left(\mu_{\mathrm{T}}\right)$ converge in probability to the denominator of,${ }_{2 T}\left(\mu_{\mathrm{T}}\right)$, which contains no stochastic terms, we would expect a priori that ${ }_{,}^{1}\left(\mu_{T}\right)$ would bethe version of the test with the smallest size distortions, followed by ${ }_{2}{ }_{2 T}\left(\mu_{\mathrm{T}}\right)$, whose denominator involves the ..rst three sample moments of $\xi_{k}(\mu)$, and ..nally, ${ }_{2 T}^{\circ}\left(\mu_{\mathrm{T}}\right)$, whose calculation also requires its fourth sample moment (see also Davidson and MacK innon (1983)).

### 3.3 One-sided tests

It is important to mention that the fact that ${ }^{\prime}=0$ lies at the boundary of the admissible parameter space invalidates the usual $\hat{A}^{2}$ distribution of the LR and Wald tests, which under the null will be more concentrated towards the origin (see A ndrews (2000) and the references therein, as well as the simulation evidence in Bollerslev (1987)). The intuition can be perhaps more easily obtained in terms of the Wald test. If ' could take both positive and negative values, then, under standard regularity conditions, its unrestricted ML estimator ${ }^{\boldsymbol{T}}$. would have an approximately normal distribution with mean 0 and variance $2=[T N(N+2)]$ in large samples by virtue of Proposition 2. However, since $\hat{T}_{T}$ cannot really be negative, then $\sqrt{\top} \hat{T}_{\mathrm{T}}$ will in fact have an asymptotic normal distribution with mean 0 and variance $2=[\mathrm{N}(\mathrm{N}+2)]$ censored from below at 0 . As a result, the Wald test will be an equally weighted mixture of a chi-square distribution with 0 degrees of freedom, ${ }^{6}$ and a chi-square distribution with 1 degree of freedom. In practice,

[^4]obviously, we need simply compare the t-statistic ${ }^{\mathrm{p}} \overline{\mathrm{TN}(\mathrm{N}+2)=^{\wedge}}{ }_{\mathrm{T}}$ with the appropriateone-sided critical value from the normal tables. For analogous reasons, the asymptotic distribution of the LR test will also be degenerate half the time, and a chi-square with one degree of freedom the other half.

Although the above argument does not invalidate the distribution of the LM statistics (10), (11) and (12), intuition suggests that the one-sided nature of the alternative hypothesis should be taken into account to obtain a more powerful test (cf. Demos and Sentana (1998)). For that reason, we also propose a simple one-sided version of the LM test for multivariate normality. In particular, since

$$
\mathrm{E}\left[\mathrm{~s}^{\prime} \mathrm{t}\left(\mu_{0} ; 0\right) \mid \mathrm{A}_{0}\right]>0
$$

when ${ }_{0}>0$ in view of Proposition 3 below, we propose to use
as our one-sided LM test, and to compare it to the same 50:50 mixture of chisquares 0 and 1 . In this context, we would reject $H_{0}$ at the $100 ® \%$ signi..cance level if the average score with respect to ${ }^{\prime}$ evaluated at the Gaussian quasi-ML estimators $\dot{A}_{T}=\left(\mu_{T}^{0} ; 0\right)^{0}$ is positive and, ${ }_{1 T}\left(\tilde{\mu}_{T}\right)$ exceeds the 100(1-2®) percentile of a $\hat{A}_{1}^{2}$ distribution. Since the K uhn-Tucker $(K T)$ multiplier associated with the inequality restriction ${ }^{\prime} \geq 0$ is equal to $\max { }^{\mathrm{h}}-\mathrm{T}^{\mathrm{i} 1}{ }^{\mathrm{P}}{ }_{\mathrm{t}} \mathrm{S}^{\prime} \mathrm{t}\left(\mu_{T} ; 0\right) ; 0$, the onesided LM test is asymptotically equivalent to the KT multiplier test introduced by Gourieroux, Holly and Monfort (1980), which in turn is equivalent in large samples to the LR and Wald tests. As we argued before, the reason is that those tests are implicitly one-sided in our context. In this respect, it is important to mention that in the case of a single restriction, those one-sided tests should be asymptotically locally more powerful (see e.g. A ndrews (2000)).

Nevertheless, it is still interesting to compare the power properties of the onesided and two-sided LM statistics. But given that the block-diagonality of the
information matrix is generally lost under the alternative of ${ }_{0}>0$, and its exact form is unknown, we can only get closed form expressions for the case in which the standardised innovations ${ }_{t}^{\mathrm{t}}$ are directly observed. ${ }^{7}$ To do so, we shall use the following result:

Proposition 3 If " $\underset{t}{x}$ is independent and identically distributed as a standardised multivariate t random vector with $\underline{\circ}_{0}>8$ degrees of freedom, then
where

$$
\begin{aligned}
& E\left[s_{t}\left(\mu_{0} ; 0\right) \mid \mu_{0} ; \underline{o}_{0}\right]=\frac{N(N+2)}{4} \frac{\mu_{o_{0}-2}}{\underline{o}_{0}-4}-1 \\
& E \stackrel{£}{S^{2}\left(\mu_{t}\right.}\left(\mu_{0} ; 0\right) \mid \mu_{0} ; \underline{o}_{0}^{\text {Q }}=-\frac{3 N^{2}(N+2)^{2}}{16}+\frac{N(N+2)^{2}(3 N+4)}{8} \frac{\underline{o}_{0}-2}{\underline{o}_{0}-4} \\
& -\frac{N(N+2)^{2}(N+4)}{4} \frac{\left(\underline{o}_{0}-2\right)^{2}}{\left(\underline{o}_{0}-4\right)\left(\underline{o}_{0}-6\right)} \\
& +\frac{N(N+2)(N+4)(N+6)}{16} \frac{\left(\underline{o}_{0}-2\right)^{3}}{\left(\underline{o}_{0}-4\right)\left(\underline{o}_{0}-6\right)\left(\underline{o}_{0}-8\right)}
\end{aligned}
$$

On this basis, we can obtain the asymptotic power of the one-sided and twosided variants of the information matrix version of the LM test for any possible signi..cance level $\circledR^{\circledR}$ The results for $\mathbb{}$ $=: 05$ are plotted in Figures 2,3 and 4 for ${ }_{0}{ }_{0}$ in the range $0 \leq{ }^{\prime}{ }_{0} \leq: 04$, that is $\varrho_{0} \geq 25$. Not surprisingly, the power of both tests uniformly increases with the sample size T for a ..xed alternative, and as we depart from the null for a given sample size. Importantly, their power also increases with the number of series $N$. As expected, the one-sided test is more

[^5]powerful than the usual two-sided one. ${ }^{8}$ T he dixerence is particularly noticeable for small departures from the null, which is precisely when power is generally low. For instance, when $\varrho_{0}=100, \mathrm{~T}=500$ and $\mathrm{N}=10$, the power of the onesided test is almost $60 \%$ while the power of its two-sided counterpart is less than $50 \%$ (see Figure 4). Similarly, the onesided tests for $\mathrm{N}=1$ and $\mathrm{N}=5$ are initially more powerful than the two-sided tests for $\mathrm{N}=2$ and $\mathrm{N}=10$ respectively.

### 3.4 Relationship with existing kurtosis tests

Following M ardia (1970), we can de. ne the population coed cient of multivariate excess kurtosis as:

$$
\begin{equation*}
=\frac{E\left[\mathcal{\&}\left(\mu_{0}\right)\right]}{N(N+2)}-1 ; \tag{13}
\end{equation*}
$$

which equals $2 \neq \circ_{0}-4$ ) for the multivariate $t$ distribution, as well as its sample counterpart:

$$
\begin{equation*}
{ }^{1} T(\mu)=\frac{T^{i 1}{ }^{P}{ }_{t=1}^{T} \&^{2}(\mu)}{N(N+2)}-1 \tag{14}
\end{equation*}
$$

On this basis, we can write the numerator of (10) as

Since • is trivially 0 under the null from Lemma 1, our LM test of multivariate normality versus multivariate $t$ is essentially a test of multivariate excess kurtosis. In fact, if we ignore the term

$$
\begin{equation*}
T^{i 1=2} X_{t=1}^{X^{\top}} \frac{\xi_{1}\left(\mu_{T}\right)}{N}-1 \tag{15}
\end{equation*}
$$

[^6](10) coincides with the kurtosis component of M ardia's (1970) test for multivariate normality, which in turn reduces to the popular J arque and Bera (1980) test in the univariate case.

Since $T^{i 1}{ }^{P} \underset{t=1}{T}{ }_{t}^{n}\left(\Omega_{T}\right){ }_{t}{ }_{t}^{x}\left(\mu_{T}\right)=I_{N}$ implies that (15) is identically 0 , it follows from (4) that their tests are valid in nonlinear regression models with conditionally homoskedastic disturbances estimated by Gaussian quasi-ML, if the covariance matrix of the innovations, §, is unrestricted and does not axect ${ }^{1}\left(x_{t} ; \mu\right)$, and the conditional mean parameters and the elements of vech(§) are variation free. However, ignoring (15) in more general contexts may lead to size distortions, because it is precisely the inclusion of such a term what makes $s^{\prime}\left(\mu_{0} ; 0\right)$ orthogonal to the other elements of the score. The same point was forcefully made by Davidson and MacK innon (1993) in a univariate context (see section 16.7 of their textbook), and not surprisingly, their suggested test for excess kurtosis turns out to be equal to (11), the outer product version of our LM test. Similarly, the term (15) also appears explicitly in the Kiefer and Salmon (1983) LM test for univariate excess kurtosis based on a Hermite polynomial expansion of the density, which coincides in their context with the information matrix version of our test (10).

Several authors have recently suggested alternative multivariate generalisations of the J arque-Bera test, which as far as kurtosis is concerned, consist in adding up the univariate kurtosis tests for each el ement of ${ }_{\mathrm{t}}^{\mathrm{t}}\left(\underset{\mathrm{f}}{\mathrm{f}}\left(\mu_{\mathrm{T}}\right)\right.$ (see e.g. Doornik and Hansen (1994), Lütkepohl (1993) or Kilian and Derimoglou (2000)). But apart from the issue discussed in the previous paragraph, a potential shortcoming of those tests is that they are not invariant to the way in which the residuals "t ${ }_{\mathrm{t}}\left(\mu_{\mathrm{T}}\right)$ are orthogonalised to obtain ${ }_{\mathrm{t}}^{\mathrm{g}}\left(\mu_{\mathrm{T}}\right)$. For instance, while Doornik and Hansen (1994) obtain $\S_{t}^{1=2}\left(\mu_{T}\right)$ from the spectral decomposition of $\S_{t}\left(\mu_{T}\right)$, the other authors use a Cholesky decomposition. In this respect, note that by implicitly assuming that the excess kurtosis is the same for all possible linear
combinations of the true standardised innovations ${ }^{\prime \prime}$, we obtain a test statistic which is numerically invariant to orthogonal rotations of $\S_{t}^{1=2}\left(\Omega_{T}\right)$ (see also M ardia (1970)). If ${ }_{t}^{\mathrm{t}}$ were directly observed, the relative power of the two testing procedures would depend on the exact nature of the alternative hypothesis. Given that the " ${ }_{i t}$ 's are independent across $i=1 ;::: ; N$ under the null, the situation is completely analogous to the comparison between the one-sided tests for Arch(q) of Lee and King (1993) and Demos and Sentana (1998). In particular, if we de..ne ${ }^{\prime}{ }_{i}=E\left({ }_{i t}{ }_{i t}^{4}=3\right)-1$ for $\mathrm{i}=1 ;::: ; N$, our test would be more powerful against alternatives close to $\cdot{ }_{i}=\cdot$ for all i , while the additive test would have more power when the ${ }_{i}$ s were rather dispersed.

### 3.5 A re-interpretation of the LM test as a moment speci..cation test

As usual, it is possible to reinterpret (10) as a moment speci..cation test of the restriction

$$
\begin{equation*}
E\left[S^{\prime} t\left(\mu_{0} ; 0\right) \mid \dot{A}_{0}\right]=E \quad \frac{N(N+2)}{4}-\frac{N+2}{2} \delta_{k}(\mu)+\frac{1}{4} \delta^{2}(\mu) \overline{-} \overline{-A}_{0}^{\prime}=0 \tag{16}
\end{equation*}
$$

In order to analyse in which directions such a moment test has power, it is convenient to state the following auxiliary results, which correspond to Theorem 2.5 (iii), and Examples 2.4 and 2.5, respectively, in Fang, K otz and Ng (1990):

Theorem 1 " $\pm$ is distributed as a spherically symmetric multivariate random vector of dimension N if and only if ${ }_{\mathrm{t}}^{\mathrm{t}}=\% \mathrm{~L}_{\mathrm{t}}$, where $\mathrm{u}_{\mathrm{t}}$ is uniformly distributed on the unit sphere surface in $\mathrm{R}^{\mathrm{N}}$, and $\%$ is an non-negative random variable which is independent of $u_{t}$.

Example 1 "y is distributed as a standardised multivariate normal random vector of dimension $N$ if and only if "y ${ }_{t}={ }^{\mathrm{F}}{ }_{\mathrm{T}} \mathrm{u}_{t}$, where $\mathrm{u}_{t}$ is uniformly distributed on the
unit sphere surface in $\mathrm{R}^{\mathrm{N}}$, and ${ }^{3}$ tis an independent chi-square random variable with N degrees of freedom.

Example $2{ }_{\mathrm{t}}^{\mathrm{g}}$ is distributed as a standardised multivariate Student t random vector of dimension $N$ if and only if ${ }_{t}{ }_{t}=P \overline{\left(\underline{o}_{0}-2\right)^{3}{ }_{t} \Rightarrow{ }_{t}} u_{t}$, where $u_{t}$ is uniformly distributed on the surface unit sphere in surface $R^{N}$, and ${ }^{3}{ }_{t}$ and $>_{t}$ are two mutually independent chi-square random variables with N and $\varrho_{0}$ degrees of freedom respectively, independent of $u_{t}$.

The variables $\%$ and $u_{t}$ are usually referred to as the generating variate and the uniform base of the spherical distribution. In this light, our proposed LM test is simply a test of whether the (squared) generating variate $\delta_{\&}\left(\mu_{0}\right)$ is $\hat{A}_{N}^{2}$ against the alternative that it is proportional to an $\mathrm{F}_{\mathrm{N} ; 0_{0}}$. But since our test is based on comparing the ..rst two moments of $\mathcal{\delta}^{( }\left(\mu_{0}\right)$, the two-sided version has non-trivial power against any other spherically symmetric distribution for which $s^{\prime} t\left(\mu_{0} ; 0\right)$ has expected value dixerent from zero. For instance, if we consider the extreme case in which the true standardised disturbances were in fact uniformly distributed on the unit sphere surface in $R^{N}$, so that $\delta\left(\mu_{0}\right)=N \forall t$ and $\left.\cdot=-(N+1) \neq N+2\right)$, then

$$
s^{\prime}\left(\mu_{0} ; 0\right)=\frac{-N(N+1)}{4} ;
$$

which means that we would reject the null hypothesis with probability approaching one as T goes to in..nite. On the other hand, the one-sided LM test only has power for the leptokurtic subclass of spherically symmetric distributions. Nevertheless, as we shall see in the next subsection, standardised residuals are frequently leptokurtic and rarely platykurtic in practice.

### 3.6 An empirical application to UK stock returns

In order to investigate the practical performance of the LM test for normality discussed in the previous subsections, we use the results in Sentana (1995) for monthly excess returns on UK stocks for the period 1971:2 to 1990:10 (237 observations). In particular, he estimated by Gaussian quasi-ML both a univariate gqarch (1,1)-M model for the FT500 excess return series, and a conditionally heteroskedastic in mean latent factor model for the excess returns on 26 sectorial indices, with a gqarch (1,1) parametrisation for the common factor, and a constant diagonal covariance matrix for the idiosyncratic terms. On the basis of the parameter estimates that he obtained, we generate the time series of (squared) Euclidean norms of the standardised innovations, $\delta\left(\mu_{T}\right)$. Then, we compute normal versions of the LM tests using the statistic:

$$
i_{T}^{\prime}\left(\mu_{T}\right)=\sqrt{T}_{T}^{1}{ }_{t}^{X} \frac{\mathrm{~N}(N+2)=A-(1+N=2) \&_{1}\left(\mu_{T}\right)+(1=A) \&\left(\mu_{T}\right)^{i}}{\bar{N}(N+2)=}
$$

so that

We ..nd that $i_{T}\left(\mu_{T}\right)$ takes the value 13.71 for the aggregate stock market returns ( $\mathrm{N}=1$ ), which is extremely signi..cant regardless of whether we use a one-sided or a two-sided critical value. As expected, we also ..nd that the corresponding test statistic is even higher (54.29) for sectorial returns ( $\mathrm{N}=26$ ). As indicated in the introduction, such results are not very surprising in view of the existing empirical evidence, and simply re $\ddagger$ ect the fact that the standardised innovations are rather leptokurtic. In particular, the coed cient of multivariate excess kurtosis (14) for the sectorial data is 0.3698 , which as the test statistic clearly
indicates, is very dixerent from the theoretical value of • = 0 under multivariate normality (see (13)).

In fact, we can easily obtain from ${ }^{1} T\left(\mu_{T}\right)$ a (two-stage) method of moments ( M M ) estimator of the degrees of freedom parameter $\bigcirc$ that exploits the theoretical relationship $=2 \neq 0-4)$, or $\subseteq=4+2=$. The resulting $M M$ estimate of $\underline{o}$ is 9.41, which is rather close to the ML estimate of 9.73 obtained by Sentana (1991) when he considered a multivariate $t$ distribution for the standardised innovations of the UK sectorial returns.

## 4 Conclusions

In the context of the general multivariate dynamic regression model with timevarying variances and covariances considered by B ollerslev and Wooldridge (1992), our two main contributions are:

1. We provide numerically reliable analytical expressions for the score vector when the distribution of the innovations is assumed to be proportional to a multivariate t .
2. We derive an LM test for multivariate normal versus multivariate $t$ innovations, which is extremely simple to implement, because it is based on the ..rst two sample moments of the (squared) E uclidean norm of the standardised innovations evaluated at the Gaussian quasi-ML estimators of the conditional mean and variance parameters.

Since the existing simulation evidence indicates that the ..nite sample size properties of many normality tests could be signi..cantly dixerent from the nominal levels (see e.g. Doornik and Hansen (1994), J arque and Bera (1987), or White and MacDonald (1980)), the results in Kilian and Demiroglu (2000) suggest that a fruitful avenue for future research would be to consider bootstrap procedures in order to reduce size distortions.

Similarly, given that neither version of our proposed LM test has power against asymmetric alternatives by construction, it would also be worth exploring ways in which they can be complemented with tests for multivariate symmetry. One possibility would be to use the asymmetry component of Mardia's (1970) test for multivariate normality, which is also numerically invariant to the way in which the residuals are orthogonalised. As argued in the previous section, though, if the conditional mean and variance parameters have to be estimated, it would be necessary
to modify his test statistic to make it orthogonal to all the elements of $\mathrm{s}_{\mu \mathrm{t}}\left(\mu_{0} ; 0\right)$ (see Davidson and MacKinnon (1993) for the correction involved in the univariate case). Theorem 1 also suggests an alternative way of testing for multivariate symmetry, which would be based on the fact that the normalised innovations ${ }_{\mathrm{t}}^{\mathrm{t}}\left(\mu_{0}\right) \stackrel{\mathrm{P}}{=} \overline{\mathcal{E}_{( }\left(\mu_{0}\right)}$ would be uniformly distributed on the unit sphere surface in $\mathrm{R}^{\mathrm{N}}$ independently of $\mathcal{\&}_{\&}\left(\mu_{0}\right)$ under the null of multivariate normality. For instance, in the case of $N=1$, the normalised innovations are simply $\operatorname{"d}_{t}^{x}\left(\mu_{0}\right)=\left|\operatorname{up}_{t}^{q}\left(\mu_{0}\right)\right|=$ $2 \operatorname{sign}\left[{ }_{t}^{n g}\left(\mu_{0}\right)\right]-1$. But since sign $\left[{ }_{t}^{n}\left(\mu_{0}\right)\right]$ is distributed as a Bernoulli random variable with parameter $1=2$ independently of $\max _{t}\left(\mu_{0}\right)$, a simple test for univariate symmetry would be the LM test of $H_{0}: E\left\{\operatorname{sign}\left[{ }_{\mathrm{t}}^{\mathrm{ta}}\left(\mu_{0}\right)\right] \mid \mathrm{A}_{0}\right\}=1=2$ (see Engle (1984)). Unfortunately, while sign $\left[{ }_{t}^{\mathrm{a}}\left(\mu_{0}\right)\right]-1=2$ is orthogonal to $\operatorname{"n}_{t}^{\mathrm{a} 2}\left(\mu_{0}\right)-1$, it is not orthogonal to ${ }_{\mathrm{t}}^{\mathrm{t}}\left(\mu_{0}\right)$, which means that we cannot ignore the fact that $\mu_{0}$ will often have to be replaced by $\mu_{\mathrm{T}}$. Similarly, when $N=2$, we could decompose ${ }_{\mathrm{ta}}^{\mathrm{t}}\left(\mu_{0}\right)$ in the polar coordinates $\mathrm{p}_{\overline{\&_{k}\left(\mu_{0}\right)}}$ and $\tilde{\mathrm{A}}_{1 \mathrm{t}}\left(\mu_{0}\right)=\arctan \left["_{2 t}\left(\mu_{0}\right)={ }^{\prime}{ }_{1 t}\left(\mu_{0}\right)\right]$, where the angle $\tilde{\mathrm{A}}_{\mathrm{lt}}\left(\mu_{0}\right)$ should be distributed as a uniform continuous random variable in the interval 0 to $21 / 4$ A generalisation of such an approach to higher dimensions could be obtained on the basis of Theorem 2.11 in Fang, K otz and Ng (1990), who show that the transformation of a spherically symmetric multivariate random vector of dimension $\mathrm{N} \geq 2$ to spherical coordinates produces N mutually independent random variables with known distribution.

## Appendix

## Proofs of results

## Proposition 1

We can use Example 2 to write
and

The expectation of (17) is clearly zero because all the variables involved are mutually independent, and $E\left(u_{t}\right)=0$ from Theorem 2.7 in Fang, $K$ otz and Ng (1990).

The same theorem also implies that $E\left(u_{t} u_{t}\right)=N{ }^{i}{ }^{1} I_{N}$. In addition, since ${ }^{3}{ }_{t} \neq>_{t}+{ }_{t}$ ) is an independent beta variate with parameters $N$ and $o_{0}$, whose expected value is $N=O_{0}+N$ ), then (18) will also be 0 .

Finally, the vector martingale dixerence property trivially follows from the fact that $u_{t},{ }_{t}$ and $>_{t}$ are independent of $Z_{t}$ and $I_{t_{i}}$ by assumption.

## Proposition 2

First of all, it is easy to see that:

$$
\begin{aligned}
E\left[s^{\prime}\left(\mu_{0} ; 0\right) \mid z_{t} ; I_{t_{i} 1} ; \dot{A}_{0}\right] & =\frac{N(N+2)}{4}-\frac{(N+2)}{2} E\left[\mathcal{\&}_{( }\left(\mu_{0}\right)\left|z_{t} ;\right|_{t_{i}} ; A_{0}\right] \\
+ & \frac{1}{4} E \stackrel{f}{\delta^{2}\left(\mu_{0}\right) \mid z_{t} ; I_{t_{i}} ;} ; \dot{A}_{0}^{\alpha}=\frac{N(N+2)}{4}-\frac{N(N+2)}{2}+\frac{2 N+N^{2}}{4}=0
\end{aligned}
$$

where we have used the fact that under the null $\delta_{\&}\left(\mu_{0}\right)$ is an i:i:d: chi-square variate with N degrees of freedom (see Lemma 1), whose uncentred moment of integer
order $r$ is
(see e.g. Mood, Graybill and Boes (1973)).
Similarly, we can show that

$$
\begin{aligned}
& V\left[s^{\prime}\left(\mu_{0} ; 0\right)\left|z_{t} ;\right|_{t_{i} 1} ; \dot{A}_{0}\right]=E \stackrel{£}{S^{2}}{ }^{2}\left(\mu_{0} ; 0\right) \mid Z_{t} ; I_{t_{i} 1} ; \dot{A}_{0}^{\alpha}=\frac{N^{2}(N+2)^{2}}{16} \\
& \left.-\frac{N(N+2)^{2}}{4} E\left[\&_{\&}\left(\mu_{0}\right) \mid z_{t} ; I_{t_{i} 1} ; A_{0}\right]+\frac{(N+2)^{2}}{5}+\frac{N(N+2)^{\nu}}{8} E^{f}{ }^{f}{ }^{2}\left(\mu_{0}\right) \right\rvert\, z_{t} ; I_{t_{i} 1} ; A_{0}^{\alpha}
\end{aligned}
$$

As for the cross-product terms of the information matrix, note that

If we then use the expressions for the moments up to order six of the spherical multivariate normal distribution (see e.g. B alestra and Holly (1990)), we can show that:
and

$$
\begin{aligned}
& =\frac{N(N+2)}{4}-\frac{(N+2)^{2}}{2}+\frac{N^{2}+6 N+8^{S}}{4} \mathrm{I}_{\mathrm{N}}=0
\end{aligned}
$$

as required. Finally, the formula for $\mathrm{V}\left[\mathrm{s}_{\mu \mathrm{t}}\left(\mu_{0} ; 0\right) \mid\right.$ Á $\left._{0}\right]$ simply reproduces expression (2.7) in Bollerslev and Wooldridge (1992).

## Lemma 1

Under the alternative, the result follows from the fact that
where ${ }_{t}=\operatorname{"y}_{\mathrm{t}}^{\mathrm{y}} \mathrm{ar}_{\mathrm{t}} \sim \hat{A}_{N}^{2}$. On this basis, the result for the null follows from the well known fact that $>_{t}=_{0}$ converges in probability to 1 as ${ }_{0}{ }_{0} \rightarrow \infty$

## Proposition 3

The expressions for $E\left[s^{\prime}\left(\mu_{0} ; 0\right) \mid z_{t} ; I_{t_{i} 1} ; A_{0}\right]$ and $E{ }_{s^{2}+t}\left(\mu_{0} ; 0\right) \mid z_{t} ; I_{t_{i} 1} ;$ Á $_{0}$ are obtained as in the proof of Proposition 2, except for the fact that under the alternative $\mathcal{E}_{\ell}\left(\mu_{0}\right)$ is proportional to an i:i:d: F variate with N and $\varrho_{0}$ degrees of freedom (see Lemma 1), whose uncentred moment of integer order $\mathrm{r}<\mathrm{o}_{0}=2$ is
(see e.g. Mood, Graybill and Boes (1973)). Therefore, the restriction $\circ_{0}>8$ guarantees that the fourth moments of $\&_{\&}\left(\mu_{0}\right)$ are bounded. Finally, the asymptotic distribution is obtained from a straightforward application of the Lindeberg-Levy central limit theorem for independent and identically distributed observations.

FIGURE 1: Derivative of $c(\eta)$ with respect to $\eta$ and first order Taylor expansion


FIGURE 2: Power of the LM test (T=100, $\alpha=5 \%$ ).


FIGURE 3: Power of the LM test (T=250, $\alpha=5 \%$ ).


FIGURE 4: Power of the LM test (T=500, $\alpha=5 \%$ ).
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[^1]:    ${ }^{1}$ For instance, Micro..t 4.0, which uses numerical derivatives to compute the score of univariate conditionally heteroskedastic regression models with standardised Student t innovations, explicitly warns the user that numerical accuracy cannot be achieved when the estimated de grees of freedom parameter is larger than 25 , and recommends the use of the normal distribution instead (see Pesaran and Pesaran (1997), p. 457).

[^2]:    ${ }^{2}$ For the degrees of freedom to take any real value above 2 , "t must in fact be an independent Gamma variate with mean $\varrho_{0}$ and variance $2^{\circ}{ }_{0}$.
    ${ }^{3} \mathrm{~N}$ ote that for ${ }^{\prime} \mathrm{o} \geq 0: 5$ the standardised t -distribution cannot be de..ned because the variance of the non-standardised t-distribution becomes in..nite when $\varrho_{0} \leq 2$.
    ${ }^{4}$ Nevertheless, it is important to stress that since both ${ }^{1}\left(x_{t} ; \mu\right)$ and $\S\left(x_{t} ; \mu\right)$ are often recursively de..ned (as in e.g. Arma or Garch models), it may be necessary to choose some initial values to start up the recursions. As pointed out by Fiorentini, Calzolari and Panatoni (1996), this fact should be taken into account in computing the score analytically, in order to make the results exactly comparable with those obtained by using numerical derivatives.

[^3]:    ${ }^{5}$ See e.g. Sentana (2000) for the case of a conditionally heteroskedastic in mean factor model.

[^4]:    ${ }^{6} \mathrm{~B} y$ convention, $\hat{A}_{0}^{2}$ is a degenerate random variable that equals zero with probability 1.

[^5]:    ${ }^{7}$ In more realistic cases, though, the results are likely to be qualitatively similar.

[^6]:    ${ }^{8}$ However, as ${ }_{0}$ approaches $1=8$ from below, the one-sided test looses power for ..xed $N$ and T, and eventually the two-sided test becomes more powerful. This is due to the fact that the variance of the score goes to in..nity as $\varrho_{0} \rightarrow 8$ from Proposition 3.

