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Abstract

We consider mechanisms for resolving conicts between two agents

who are uncertain about each other's �ghting potential. Applications

include international conict, litigation, and elections. Even though

only a peaceful agreement avoids a loss of resources, if this loss is

small enough, then any mechanism must assign a positive probability

of conict. We show how the likelihood of conict outbreak depends

on the distribution of power between the agents and their information

about each other.
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Qui desiderat pacem, pr�paret bellum.1

1 Introduction

Economic life is replete with situations where conicts of interest are resolved

not through voluntary agreement, but by means such as theft, warfare, and

litigation. In this paper, we develop a theory of when such conicts may be

unavoidable.

Our theory applies to contexts such as the following.

1. Two countries negotiate about the division of the �shing waters located

between them. In case negotiations break down, they go to war.

2. A buyer and a seller of a good try to renegotiate the terms of a trading

contract. In case they fail to reach an agreement, they go to court.

3. Two political parties try to form a coalition. In case their negotiations

are unsuccessful, they enter the elections on uncoordinated policy plat-

forms.

All these examples are bargaining problems where the outside option can be

thought of as a probabilistic conict. The outcome of war, the default option

in case 1, is partly a result of the relative military strength of the feuding

parties, partly of chance. In case 2, we note (with, e g, Williamson [21] and

Grossman and Hart [8]) that contracts may be incomplete and courts fallible.

Any already existing contract between the parties must be interpreted by the

court in the event of conict. Since no contract can unambiguously specify

what should happen in every possible contingency, and since the court is

not omniscient and has no other source of information about the original

intentions of the parties, the court must at least partially rely on the cases

made by the interested parties. Hence we can think of the option of going

1Vegetius, De Re Militari III, c 375.
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to court as stochastic, with win probabilities for the respective parties deter-

mined partly by the merits of their cases, partly by their own preparations in

presenting their cases. In case 3, if the political parties are uncertain about

the preferences of the electorate and each other's policies, then it is natural

to view the outcome of the election as a probabilistic contest also. (See, e g,

Coughlin [5] for a discussion of such models.)

Put di�erently, these examples are of bargaining in the absence of well-

de�ned property rights. Economic theory normally deals with situations

where property rights are implicitly taken to be well de�ned and outright

conict never occurs. Yet conict is pervasive in the real world, and it may

well be said that a common procedure for acquiring resources is through

coercion rather than market transactions. This is especially true when one

recognizes that coercion plays a role in economic a�airs that is usually more

subtle than actual theft. Since, as noted above, contracts cannot specify what

should happen in all possible contingencies, courts often eventually have to

rule on the outcome. Thus property rights themselves ultimately rest on

coercive power relationships.

In this paper, we explore the limits of peaceful agreement in a setting

where agents have the potential for outright conict, where the latter may

take any form from actual armed battle to court proceedings. Although

Coase [4] famously listed the lack of well-de�ned property rights as a poten-

tial impediment to reaching e�cient agreements, mutually bene�cial trade

may still be possible in such circumstances. As long as the parties' relative

strengths in an outright conict are common knowledge among them, they

would, if risk-neutral, accept an agreement that gave each of them at least

their expected value under conict. In case the agents are risk averse, the

scope for ex ante agreement is even greater.

It is well known, however, that asymmetric information may cause the

Coase theorem to fail. (See, e g, Farrell [6].) An example of this is the in-

e�ciency result of Myerson and Satterthwaite [16], in which the respective
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valuations of a seller and a buyer of a good are private information. Their

argument depends on there being a positive probability of trade being inef-

�cient ex post. In this paper, we show that asymmetric information about

relative strengths in an outside option conict may cause agreement to be

impossible even if it is always e�cient.

The intuitive reason for our result is that if the loss of surplus resulting

from outright conict is too low, then an agent of high strength may think

himself su�ciently likely to win a conict to make this his preferred option.

This contrast sharply with the world of the Coase theorem, where an e�-

cient agreement will always be reached if it exists and property rights are

well de�ned. In this paper, we present a theoretical framework that allows

us to specify precisely in what sense and how well de�ned property rights

have to be in order for the Coase theorem to hold.

Since our approach is very general, it can address a broad variety of issues

both fundamental and more special. The most fundamental question con-

cerns the stability of society as such. At least since Thomas Hobbes, social

theorists have been concerned with the possibility of social contracts that

lift society out of endless, multilaterally immiserating conict. Buchanan [3]

noted that any such contract must respect the \natural distribution" of power

in the state of nature, i e, it must give each agent at least what he could guar-

antee himself under anarchy. The present paper can be seen as a contribution

toward the formal analysis of this participation constraint of the social con-

tract.

A recent literature (exempli�ed by Skaperdas [18], Hirshleifer [9], and

Grossman and Kim [7]) studies the determination of this equilibrium \nat-

ural distribution" of armed conict in anarchy or the Hobbesian state of

nature. These contributions are concerned with determining equilibrium in-

vestments in arms. In contrast, our analysis starts at a point where such

investments have already been made, but the parties are perfectly informed

only about their own arsenals. That is, we study the potential for peace-
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ful settlements in situations where �ghting potential is no longer a decision

variable. This allows us to focus speci�cally on the probability of the actual

outbreak of conict.

According to one traditional line of thinking in international relations

theory, war outbreak is less likely if the parties are of roughly equal strength

in expectation (see, e g, Morgenthau [14]). Another school holds that it is

less likely if one party is much stronger than the other (see, e g, Blainey [1]).

We show in this paper that the likelihood of war may depend on the entire

distribution of strength, not just its expectation. As an indication of the

importance of asymmetric information in this context, consider the fact that

the military capability of the Soviet Union during the Cold War has since

been revealed to have been considerably overestimated by NATO.

The paper is organized as follows. Section 2 introduces the framework

of probabilistic conict and mechanisms. In Section 3 we study mechanisms

that assign probability zero to conict occurring. We give precise conditions

for when no such incentive compatible and individually rational mechanism

exists, and show how the scope for peaceful agreement depends on the na-

ture of the information available to the players. We also consider the total

ex ante probability of conict under any incentive compatible and individ-

ually rational mechanism. We provide a lower bound on the limit of the

probability of conict as the surplus loss from conict goes to zero. We give

a complete characterization of mechanisms that are e�cient in the sense of

minimizing the ex ante probability of conict for the symmetric two-type

case in Section 4. In Section 5 we show by means of an example that e�-

cient mechanisms in general need not be monotonic in the sense that if both

agents' types are higher, then the probability of conict is higher. Section 6

discusses related literature. Finally, Section 7 concludes.
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2 The Model

We analyze a situation with two risk neutral agents. For agent a 2 f1; 2g the

set of possible types is Ta = [ta; ta] � IR with ta < ta. We think of an agent's

type as his aggressive potential or strength in a conict. In case the relevant

conict option is warfare, the strength of an agent may be a previously made

investment in arms. In case the conict option is litigation, it may repre-

sent the intrinsic strength of the agent's case, or hours of lawyer time, or both.

We assume there is asymmetric information in the sense that an agent

always knows his own type, but not the type of his opponent. The agents'

types are independently chosen. The distribution of agent a's type is Fa(ta).

We assume 0 < Fa(ta) < 1 for all ta < ta < ta. This guarantees that ta and

ta are contained in the support of Fa. It should also be noted that we allow

for discrete type distributions.

The agents can either �ght over some resource or reach a peaceful agree-

ment. If they reach an agreement they share a joint surplus of size 1: In the

event of conict, the joint surplus is 0 < � < 1: That is, we assume that some

of the cake that is up for grabs is destroyed if an outright conict occurs.

This means that there is always something for the agents to bargain about,

and that only a peaceful settlement is ex post e�cient.

For (t1; t2) 2 T := T1 � T2, agent 1's probability of winning the �ght is

p(t1; t2) 2 [0; 1]. With probability 1 � p(t1; t2) agent 2 wins the �ght. We

assume that the conict technology p is continuous and that for all (t1; t2) 2 T

we have that

p(t1; t2) < p(t0
1
; t2) if t

0

1
> t1

and

p(t1; t2) > p(t1; t
0

2
) if t0

2
> t2:

One can think of p as a measure of the degree to which property rights are

well de�ned, given a pair of types. For example, if we have p = 1, then we

may say that property rights in the cake are perfectly de�ned, with agent
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1 as the owner. Any situation where p is not equal to 1 or 0 represents a

setting where property rights are less than perfectly de�ned.

If the agents knew each other's types with certainty, a voluntary peaceful

settlement would always be possible. Each agent would accept a division of

the cake that gave him at least as much as his expected value under outright

conict. What potentially complicates matters in the following is the pres-

ence of informational asymmetries.

A mechanism determines

1. the division of the surplus under a peaceful settlement, and

2. the probability of conict.

We allow the mechanism to specify a probability of conict since we shall

show that there may be circumstances such that any incentive compatible

and individually rational mechanism must assign a positive probability of

conict occurring. Let 0 � � � 1 denote agent 1's share of the surplus under

a peaceful solution. Agent 2 then gets the share 1��: Let 0 � � � 1 denote

the probability of conict.

By the revelation principle (Myerson [15]), we can restrict attention to

direct mechanisms that are (Bayesian) incentive compatible. A direct mech-

anism is a pair of functions (�; �):T ! [0; 1] � [0; 1]. For each realization

(t1; t2); with probability �(t1; t2) conict occurs. In this event agent 1's ex-

pected payo� is p(t1; t2)� and agent 2's expected payo� is [1 � p(t1; t2)]�:

With probability 1��(t1; t2) there is no �ght; agent 1 then gets �(t1; t2) and

agent 2 gets 1� �(t1; t2):

De�ne

U1(t
0

1
jt1) :=

Z
T2

[[1� �(t0
1
; t2)]�(t

0

1
; t2) + �(t0

1
; t2)p(t1; t2)�] dF2

and

U2(t
0

2
jt2) :=

Z
T1

[[1� �(t1; t
0

2
)][1� �(t1; t

0

2
)] + �(t1; t

0

2
)[1� p(t1; t2)]�] dF1:
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Ua(t
0

a
jta) is agent a's expected payo� from announcing type t0

a
when his ac-

tual type is ta and the opponent always announces his type truthfully.

The mechanism (�; �) is incentive compatible if for a 2 f1; 2g and for all

ta 2 Ta we have that

Ua(tajta) � Ua(t
0

a
jta) for all t

0

a
2 Ta:

The mechanism (�; �) is individually rational if for all (t1; t2) 2 T we have

that

U1(t1jt1) � �U1(t1) :=
Z
T2

p(t1; t2)�dF2

and

U2(t2jt2) � �U2(t2) :=
Z
T1

[1� p(t1; t2)]�dF1:

In what follows we consider exclusively incentive compatible and individually

rational mechanisms.

We may interpret a mechanism as a binding contract o�ered to the agents

by a third-party mechanism designer, mediator, or Hobbesian Sovereign. If

one or both agents turn down the contract, outright conict is the default

option. Viewed from this perspective, the set of mechanisms describes the

outcomes that can be implemented by a mediator. The mechanism design ap-

proach, however, also covers the potential solutions of unmediated bargaining

between the two players. Regardless of how complicated such a bargaining

game might be, possibly involving many stages of actions for each party, any

solution concept for the game in the end boils down to a mapping from the

sets of possible types of each player to the set of outcomes|in this case di-

visions of the cake and probabilities of outright conict. This mapping has

to be incentive compatible since each player type can imitate the bargain-

ing strategy of any other type. Moreover, the solution of the game has to

be individually rational as each player has the option of choosing outright

conict. Thus any conceivable outcome of bilateral bargaining is contained

in the set of mechanisms. If a mediator is unable to assign zero probability

to the event of conict, then this event occurs with positive probability also

when the two players bargain about a division of the cake.
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3 Peaceful Settlement

We call a mechanism peaceful if �(t1; t2) = 0 for all (t1; t2) 2 T . Clearly, a

peaceful mechanism is ex post e�cient, since it always results in a division

of the entire potential cake among the agents. We now show that for certain

values of �, there is no peaceful mechanism. We then investigate how the

feasibility of peaceful conict resolution depends on the distribution of power

between the agents and their information about each other.

Lemma 1, which is stated and proved in the Appendix, shows that �(t1; t2)

= 0 implies that for each a there is a Va such that Ua(tajta) = Va for all

ta 2 Ta. Since �(t1; t2) = 0 for all (t1; t2) 2 T; by the de�nition of Ua(t
0

a
jta)

this implies that

V1 =
Z
T1

[

Z
T2

�(t1; t2)dF2]dF1

and

V2 =
Z
T2

[

Z
T1

[1� �(t1; t2)]dF1]dF2:

This in turn implies V1 + V2 = 1: By the monotonicity of p, individual

rationality is satis�ed if and only if

V1 �
Z
T2

p(t1; t2)�dF2 and V2 �
Z
T1

[1� p(t1; t2)]�dF1; (1)

i e, if it holds for the highest type of each agent, respectively.

Since V2 = 1� V1; these inequalities have a solution if and only if

� � �̂ :=

�Z
T2

p(t1; t2)dF2 +

Z
T1

[1� p(t1; t2)]dF1

�
�1

:

Hence there cannot be a peaceful mechanism if � > �̂: If � � �̂, (1) has a

solution with V1 + V2 = 1: It is easily veri�ed that setting �(t1; t2) = V1 and

�(t1; t2) = 0 for all (t1; t2) 2 T satis�es incentive compatibility and individual

rationality. This proves that there is a peaceful mechanism if � � �̂:
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Furthermore, by the monotonicity of p we have that

2 > �̂�1 =
Z
T2

p(t1; t2)dF2 +

Z
T1

[1� p(t1; t2)]dF1 >

p(t1; t2) + [1� p(t1; t2)] = 1:

Therefore we must have 1=2 < �̂ < 1:

Hence we have proved the following statement.

Proposition 1 A peaceful mechanism exists if and only if we have that

� � �̂ =

�Z
T2

p(t1; t2)dF2 +

Z
T1

[1� p(t1; t2)]dF1

�
�1

:

Furthermore, we have �̂ 2 (1=2; 1).

Thus if conict is su�ciently nondestructive, where what is su�cient is

determined by the conict technology p and the nature of the uncertainty of

the situation, a peaceful settlement is impossible. The intuition for this is

of course that su�ciently nondestructive conicts make outright conict less

costly than a compromise solution for at least one agent. In particular, if

both highest types are drawn, both agents may think themselves very likely

to win a conict, and would therefore prefer this option.

On the other hand, we note that if we have � < 1=2, that is, if more than

half of the cake would be lost under conict, then equal division is always

incentive compatible and individually rational.

It is natural to ask how the agents' uncertainty about each other's rela-

tive strength a�ects the potential for peaceful agreement. Note that problems

arise because higher types may prefer �ghting. It is perhaps somewhat coun-

terintuitive, then, that things are actually worse the more likely agents are to

be of low type. To show this formally, we recall that a distribution Ĝ domi-

nates another distribution G in the sense of �rst order stochastic dominance

(FOSD) if we have that

Ĝ(x) � G(x) for all x:
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Let F̂2 dominate F2 in the sense of FOSD. Intuitively, this means agent 2 is

more likely to be strong under F̂2 than under F2. Since p(t1; t2) is strictly

decreasing in t2; this impliesZ
T2

p(t1; t2)dF̂2 <
Z
T2

p(t1; t2)dF2:

Hence �̂ is increased when F2 is replaced by F̂2: An analogous argument for

F1 completes the proof of the following proposition.

Proposition 2 An increase in F1 and/or F2 according to the �rst order

stochastic dominance criterion raises �̂:

Going back a step to a here unmodelled �rst stage where an agent chooses

his strength|for example, through an investment in arms|this result echoes

the contention of Vegetius that \he who desires peace should prepare for war."

The stronger is one or both agents in expectation, the greater is the scope

for peaceful agreement. Conversely, the prospects for peace are worst when

both players are likely to be of low type.

Next, we consider the e�ect of an increase in uncertainty in the sense

of the riskiness of a type distribution. A distribution Ĝ is dominated by a

distribution G in the sense of second order stochastic dominance if Ĝ and G

have the same mean and for every nondecreasing concave function h we have

that Z
h(x)dĜ �

Z
h(x)dG for all x:

Equivalently, Ĝ is riskier than, or a mean-preserving spread of, G.

Let F̂2 be riskier than F2: Suppose p(t1; t2) is strictly convex and strictly

decreasing in t2. Strict convexity in t2 means that there are diminishing

returns to strength for agent 2, a natural assumption to make. Then we have

that Z
T2

p(t1; t2)dF̂2 >
Z
T2

p(t1; t2)dF2:

Hence �̂ is reduced when F2 is replaced by F̂2: An analogous argument can

be made for F1. We have therefore proved the following.
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Proposition 3 Let p(t1; t2) be strictly concave in t1 and strictly convex in

t2: Then an increase in the riskiness of F1 and/or F2 lowers �̂:

An increase in the riskiness of the type distribution of one party may be

interpreted as a loss of information for the other party. Hence the above

result says that receiving a better signal about your opponent's strength en-

hances the potential for peaceful settlement.

The following result, which is proved in the Appendix, provides a full

characterization of the set of peaceful mechanisms.

Proposition 4 Let � � �̂: Then there is an interval I(�) such that (�; �)

with �(t1; t2) = �� and �(t1; t2) = 0 for all (t1; t2) 2 T is a (peaceful) mecha-

nism if and only if �� 2 I(�): Also, any peaceful mechanism (�; �) is payo�

equivalent to some peaceful mechanism (� 0; �0) with � 0(t1; t2) = �� 2 I(�) for

all (t1; t2) 2 T: Moreover, I(�) is strictly decreasing in �; I(0) = [0; 1]; and

I(�̂) is a singleton. If � � 1=2; then 1=2 2 I(�):

We note, in particular, that if a peaceful mechanism exists, it can always

be implemented with a constant sharing rule, i e, one that is independent of

the agents' types.

We next consider the probability of conict in general. De�ne

~�(�; �) :=
Z
T1

Z
T2

�(t1; t2)dF1dF2;

the ex ante probability of conict under the mechanism (�; �): The following

claim is proved in the Appendix.

Proposition 5 Consider a sequence �n with �n < 1 and �n ! 1: For each

�n; let (�n; �n) be some associated mechanism. Then limn!1 ~�(�n; �n) �

1� F1(t1)F2(t2):

This says that for any mechanism, as � approaches 1, i e, as the cost of

conict becomes smaller and smaller, the probability of conict approaches a
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number that cannot be less than one minus the ex ante probability of drawing

the two lowest types. In particular, if the distributions are continuous at

the respective lowest types, then the ex ante probability of conict must

approach 1.

4 The Symmetric Two-Type Case

The ex ante probability of conict is a natural measure of the ex ante ef-

�ciency of a mechanism. In this section, we characterize completely the

mechanisms that minimize the ex ante probability of conict in a symmetric

two-type class of problems.

We call a conict symmetric if we have T1 = T2; F1 = F2 and p(t1; t2) =

1�p(t2; t1) for all (t1; t2) 2 T: Obviously, p(t; t) = 1=2 for all t in a symmetric

conict.

We consider a symmetric example with T1 = T2 = ft; tg; where t < t: The

probability of type t is � := F1(t) = F2(t) 2 (0; 1): By symmetry we have

p(t; t) = p(t; t) = 0:5:

By the monotonicity of p we have that

�p := p(t; t) = 1� p(t; t) > 0:5:

In this example, we have that

�̂ =
1

�(2�p� 1) + 1
:

We note that the threshold �̂ is decreasing in �, i e, the scope for peaceful

agreement worsens the more likely the agents are to be of low type.

For symmetric conicts it is natural to look at symmetric mechanisms.

The mechanism (�; �) is symmetric if �(t1; t2) = 1� �(t2; t1) and �(t1; t2) =

13



�(t2; t1) for all (t1; t2) 2 T . We now derive the symmetric mechanism that

minimizes the expected probability of conict ~�. Note that by symmetry we

have that

�(t; t) = �(t; t) = 0:5;

�(t; t) = 1� �(t; t);

and

�(t; t) = 1� �(t; t):

Therefore, it remains to determine the variables �(t; t); �(t; t); �(t; t) and

�(t; t):

Minimizing ~� subject to the incentive constraints and the individual ra-

tionality constraints implies that the optimal mechanism (��; ��) always sat-

is�es

��(t; t) = 0:

That is, the lowest types never �ght each other. Of course, as long as

� � �̂; also ��(t; t) = ��(t; t) = 0: For � � �̂ we obtain the solution

��(t; t) = max

"
0;
�(2�p� � 2� + 1) + 2(� � 1)

�(2�p� � 3� + 2) + 2(� � 1)

#
; and

��(t; t) = min

"
��(2�p� 1) + � � 1

(1� �)(�(2�p� � 2� + 1) + � � 1)
; 1

#
:

Figure 1 illustrates the situation. There is a critical value �� such that

the probability of conict between type t and type t is zero for � � �� and

positive for � > ��: Also, for � > �� the highest types �ght each other with

probability one. The critical value �� is de�ned as

�� :=
2� �

2(�(�p� 1) + 1)
:

Hence we have �̂ < �� < 1: We note that ��; the threshold beyond which

everybody �ghts a high type opponent with positive probability, is decreas-

ing in �; the prior probability of the low type. Overall, an increase in �
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Figure 1: The conict probabilities ��(t; t) and ��(t; t)

unambiguously increases the probability of conict for the high types.

The optimal mechanism is monotone in the sense that ��(t; t) � ��(t; t) �

��(t; t): Moreover, ��(t; t) is strictly increasing in � when � 2 [��; 1]: In accor-

dance with Proposition 5, it is the case that ��(t; t)! 1 as � ! 1: Similarly,

��(t; t) is strictly increasing in � for � 2 [�̂; ��] and for � � �� we have

��(t; t) = 1:

For � 2 [�̂; ��]; the solution for ��(t; t) is

��(t; t) =
�(4�p2�2 � 6�p�2 + 2�2 + � � 1) + 2�(1� �)(1� �p)

2(1� � � �(2�p� � 2� + 1))
:

For � 2 [��; 1]; we have that

��(t; t) = 1� �p�:

Thus for � = �̂ one has ��(t; t) = 0:5: Moreover, ��(t; t) is continuously de-

creasing in � over the range [�̂; 1]: When confronted with a strong opponent,

the weak agent's share of the cake under a peaceful agreement is the smaller

the less resources are lost in the event of conict.
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5 An Example

In Section 4, we noted that the probability of conict of the e�cient mecha-

nism in the symmetric two-type case is monotone in the sense that we have

�(t1; t2) � �(t0
1
; t0

2
) if t1 < t0

1
or t2 < t0

2
or both. It is perhaps natural to

expect that this holds in general for e�cient mechanisms. In this section,

we show by means of a numerical example that this is not the case. This

nonmonotonicity distinguishes our model from most other mechanism design

problems, including that of Myerson and Satterthwaite [16]. It also means

that we cannot use the standard techniques developed by Myerson and Sat-

terthwaite to generate a more general characterization of e�cient mechanisms

in this setting.

The following tables present numerical computations for the following

example: There are four types of each agent a; Ta = fta1; ta2; ta3; ta4g =

f1; 2; 3; 4g: Each type has the same probability. Agent 1's probability of

winning is

p(t1i; t2j) :=
t1i � 0:9

t1i + t2j � 1:8
:

With this speci�cation, we have �̂ = 0:713521:

The mechanism is chosen to minimize the overall expected probability

of conict.2 The entries in the tables indicate the probability of conict

�(t1i; t2j) between type t1i of agent 1 and type t2j of agent 2 for di�erent

values of the parameter �: The parameter ~� represents the overall expected

probability of conict.

2This mechanism design problem can be formulated as a linear programming problem

by de�ning z1(t1; t2) := [1� �(t1; t2)]�(t1; t2); z2(t1; t2) := [1� �(t1; t2)][1� �(t1; t2)] and

imposing the constraint z1(t1; t2) + z2(t1; t2) = 1� �(t1; t2) .
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t21 t22 t23 t24

t11 0 0 0 0

t12 0 0.431643 0 0

t13 0 0 0.60293 0

t14 0 0 0 0.735539

� = 0:73) ~� = 0:110632

t21 t22 t23 t24

t11 0 0 0 0

t12 0 0.833118 0 0

t13 0 0 0.884755 0.360773

t14 0 0 0.360773 1.0

� = 0:75) ~� = 0:21496

t21 t22 t23 t24

t11 0 0 0 0

t12 0 1.0 0.59368 0.34842

t13 0 0.59368 0.75473 1.0

t14 0 0.34842 1.0 1.0

� = 0:8) ~� = 0:41493

t21 t22 t23 t24

t11 0 0 0 0

t12 0 1.0 0.92135 0.873874

t13 0 0.92135 0.952524 1.0

t14 0 0.873874 1.0 1.0

� = 0:85) ~� = 0:533936
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t21 t22 t23 t24

t11 0 0.72457 0.72457 0.72457

t12 0.72457 1.0 1.0 1.0

t13 0.72457 1.0 1.0 1.0

t14 0.72457 1.0 1.0 1.0

� = 0:9) ~� = 0:834214

We note the following about this example.

� The example exhibits certain monotone characteristics. As expected,

the ex ante probability of conict ~� increases as � increases. In partic-

ular, starting at � = :75, we can identify threshold types such that if

both players are above their thresholds, they �ght with probability 1.

These thresholds get lower as � increases. Furthermore, higher types

are more likely to �ght in expectation.

� We observe some striking nonmonotonicities. Consider the case when

we have � = :8, and keep the type of agent 2 �xed at t22. As the type of

agent 1 increases, the probability of conict rises from zero to 1, then

drops o� again. Nor is it the case that the probability of conict is

monotone when increasing both agents' types at the same type. Along

the diagonal, the probability of conict rises from zero to 1, then drops

to :75473, then rises to 1 again.

6 Related Literature

Several papers on mechanism design under asymmetric information state in-

e�ciency propositions closely related to our central impossibility result. The

most well-known of these is perhaps that of Myerson and Satterthwaite [16]

(henceforth, MS). MS study the scope for trade between a potential seller

and a potential buyer of a good, under asymmetric information concerning

the valuations of the respective parties. They show that under certain cir-

cumstances, speci�cally when there is a positive probability that the buyer's

18



valuation is lower than the seller's, there is no ex post e�cient incentive

compatible and individually rational mechanism, i e, one that prescribes

that trade take place whenever there is a surplus. While our framework

can also be thought of as a model of trading contracts, the uncertainty in

MS concerns the size of the cake, not the probabilities of prevailing in court

should the parties fail to reach an agreement. Apart from the di�erence in

context, we wish to stress that in our model agreement may be impossible

even though there is always a surplus to be shared. MS, in contrast, require

that situations exist such that trade would be ine�cient ex post.

Other di�erences between MS and the present model include the follow-

ing. Since our outside option is a probabilistic conict, where an agent's

probability of winning is a function of both players' types, we have a model

with type-dependent reservation utilities. Unlike in most mechanism design

problems, including MS, the other agent's type has a direct impact on an

agent's outside option payo�. Finally, the MS model requires the assump-

tion of continuous support in the type distributions for the impossibility

result, whereas our model does not.

Mailath and Postlewaite [13] discuss binary choice public goods problems

with many agents. They exhibit an example where providing the good would

be e�cient, but the probability of this occurring goes to zero as the num-

ber of participants increases. Klibano� and Morduch [10] study contracting

in the presence of externalities, and show that e�cient agreements may be

impossible when the external e�ect is too insigni�cant. Ledyard and Pal-

frey [11,12] discuss the trade-o� of interim for ex ante e�ciency in a public

goods framework.

The most closely related work that we are aware of is that of Spier [20],

who studies the impact of di�erent fee-shifting rules on pretrial negotiations.

Spier derives a mechanism that maximizes the probability of settlement and

shares some properties with Rule 68 of the Federal Rules of Civil Procedure

of the United States. She proves in passing that if the exogenously given
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costs of going to court are small enough, then there is no incentive compati-

ble and individually rational mechanism for pretrial bargaining that assigns

probability zero to going to court. Although this result is clearly an instance

of the same phenomenon that we discuss in this paper, it uses a monotone

likelihood ratio property of the distribution of the court's awards as a func-

tion of the agents' types, something that we do not need here. Hence our

framework is more general.

Skaperdas and Syropoulos [19] study contests for a resource that, together

with another good of which the agents already control initial endowments,

can be used for producing a consumption good. In their model, investments

in arms to secure shares of the contested resource are endogenous. They

consider the e�ciency e�ects of allowing bargaining and exchange of the

contested resource in the shadow of potential conict. In contrast with the

present paper, which may be viewed as a model of a situation where invest-

ments in arms have already been made, Skaperdas and Syropoulos focus on

a hold-up problem in the form of an ine�cient diversion of resources from

production into arming. We concentrate attention instead on the e�ects of

asymmetric information on the potential for peaceful settlement.

Alternating o�ers bargaining with a conictual outside option and asym-

metric information is studied by Powell [17]. Powell assumes that the respec-

tive win probabilities in the outside option are known with certainty. The

informational asymmetry concerns an agent's individual �xed cost of engag-

ing in conict. Hence the outside option utilities are not interdependent, as

they are in our framework.

A similar setup is found in the comprehensive treatment of arms invest-

ment, negotiation, and potential war of Brito and Intriligator [2]. The au-

thors endogenize arms investments, which determine win probabilities in the

event of outright conict (and hence correspond to our \strengths"). Simi-

larly to Powell [17], arms investments are assumed to be observable once they

have been made. The authors discuss settlement under one-sided imperfect
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information about individual �xed costs of conict outbreak.

7 Concluding Remarks

We have studied in this paper a class of conict problems of wide application.

We adopted a mechanism design approach and showed that if the loss from

actual conict is too small, there is no incentive compatible and individually

rational mechanism that assigns probability zero to conict occurring. We

also showed, by means of an example, that mechanisms that are ex ante ef-

�cient in the sense of minimizing the ex ante probability of conict may be

complicated objects that fail to exhibit intuitive monotonicity properties.

At least for some of the applications suggested in this paper, such as

international conict and warfare, the mechanism design perspective may

be thought inappropriate. This approach presupposes a third party that can

enforce a contract once the parties have agreed to be bound by it. This is cru-

cial, since a mechanism may not be individually rational ex post. In the case

of social contract applications, it raises the old question of \who watches the

watchmen." Where does one �nd such a disinterested third party? Yet our

analysis gives an upper bound on what voluntary agreement, i e, agreement

without the possibility of binding contracts, can achieve. If the conditions

of our central impossibility result hold, so that no mechanism exists that

assigns probability zero to conict, then certainly no potential for peaceful

agreement can exist in the absence of a mechanism designer either.

This paper may be viewed as a partial investigation of a larger, more

interesting problem, namely that of the endogenous allocation of resources

between productive activities and activities geared toward establishing prop-

erty rights. The study of this problem and its associated hold-ups due to

contract incompleteness in the form of insecure property rights should be an

important task for future research.

21



Appendix

Lemma 1 For any mechanism (�; �); it is the case thatZ
T2

�(t0
1
; t2)[p(t1; t2)� p(t0

1
; t2)]�dF2 � U1(t1jt1)� U1(t

0

1
jt0
1
) �Z

T2

�(t1; t2)[p(t1; t2)� p(t0
1
; t2)]�dF2

and Z
T1

�(t1; t
0

2
)[p(t1; t

0

2
)� p(t1; t2)]�dF1 � U2(t2jt2)� U2(t

0

2
jt0
2
) �Z

T1

�(t1; t2)[p(t1; t
0

2
)� p(t1; t2)]�dF1

for all t1; t
0

1
2 T1 and t2; t

0

2
2 T2:

Proof. By the de�nition of Ua(t
0

a
jta) one has

U1(t1jt1) �

Z
T2

[[1� �(t0
1
; t2)]�(t

0

1
; t2) + �(t0

1
; t2)p(t1; t2)�] dF2 (2)

= U1(t
0

1
jt0
1
) +

Z
T2

�(t0
1
; t2)[p(t1; t2)� p(t0

1
; t2)]�dF2;

and

U1(t
0

1
jt0
1
) �

Z
T2

[[1� �(t1; t2)]�(t1; t2) + �(t1; t2)p(t
0

1
; t2)�] dF2 (3)

= U1(t1jt1) +
Z
T2

�(t1; t2)[p(t
0

1
; t2)� p(t1; t2)]�dF2:

Rearranging (2) and (3) yields the �rst result. An analogous argument for

a = 2 completes the proof. 2

Proof of Proposition 4. Let (�; �) satisfy �(t1; t2) = �� and �(t1; t2) = 0

for all (t1; t2) 2 T: Then U1(t1jt1) = �� for all t1 2 T1 and U2(t2jt2) = 1� ��

for all t2 2 T2: By the proof of Proposition 1, (�; �) is a peaceful mechanism

if and only if (V1; V2) := (��; 1 � ��) satis�es (1). This is equivalent to re-

quiring that �� 2 I(�) := [
R
T2
p(t1; t2)�dF2; 1�

R
T1
[1� p(t1; t2)]�dF1]:
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Also, the proof of Proposition 1 shows that for any peaceful mechanism

(�; �) there is a (V1; V2) with V1 = 1 � V2 2 I(�) such that Va = Ua(tajta)

for a = 1; 2 and all ta 2 Ta: This shows that (�; �) is payo� equivalent

to the peaceful mechanism (� 0; �0) with � 0(t1; t2) = V1 = �� 2 I(�) for all

(t1; t2) 2 T:

Finally, the statements about I(�) follow immediately from the de�nition

of I(�) and the de�nition of �̂. 2

Proof of Proposition 5. Suppose the contrary. Then there is a subse-

quence (�m; �m) such that
R
T2
�m(t

�

1
; t2)dF2 ! k < 1 for some t�

1
> t1 in the

support of F1: Let U
m

a
(tajta) denote the payo� of type ta of agent a under

the mechanism (�m; �m): Since
R
T2
�m(t

�

1
; t2)dF2 ! k < 1; Lemma 1 implies

that

lim
m!1

[Um

1
(t�

1
jt�
1
)� Um

1
(t0

1
jt0
1
)] <

Z
T2

[p(t�
1
; t2)� p(t0

1
; t2)]�dF2 = �U1(t

�

1
)� �U1(t

0

1
)

for all t0
1
< t�

1
: Since by individual rationality we have Um

1
(t�

1
jt�
1
) � �U1(t

�

1
);

this yields

lim
m!1

Um

1
(t0

1
jt0
1
) > �U1(t

0

1
) (4)

for all t0
1
< t�

1
: By the individual rationality constraint, Um

a
(tajta) � �Ua(ta)

for a = 1; 2 and for all ta 2 Ta: Since F1(t
0

1
) > 0 for all t0

1
2 (t1; t

�

1
); this

together with (4) implies

lim
m!1

�Z
T1

Um

1
(t1jt1)dF1 +

Z
T2

Um

2
(t2jt2)dF2

�
>

Z
T1

�U1(t1)dF1 +

Z
T2

�U2(t2)dF2:

(5)

By the de�nition of Ua(t
0

a
jta) and individual rationality we haveZ

T1

Um

1
(t1jt1)dF1 +

Z
T2

Um

2
(t2jt2)dF2 = 1� ~�(�m; �m)(1� �m)

and Z
T1

�U1(t1)dF1 +

Z
T2

�U2(t2)dF2 = �m:

Thus (5) implies that limm!1[1� �m][1� ~�(�m; �m)] > 0; a contradiction to

�m ! 1: 2
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