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Résuḿe:
Cetarticleanalysele probl̀emedela dissuasiondescomportemenmtsindésirables
dansun contexte d’aléamoralavecaversionaurisque,informationimparfaiteet
coûts de sanction.Nousmontronsque,si les sanctionsimpośeesaux individus
sont une pure pertesociale,la politique utilitariste optimaleconsisteà utiliser
un mécanismede sanctiondichotomiquesatisfaisantle principe de la sanction
maximale. Si les sanctionssontpécuniairesmaisqu’imposerdessanctionsim-
plique un coût en ressourcesuffisammentélevé, la sanctionmaximalepermise
devrait également̂etre impośeeavec uneprobabilit́e positive. Commejustifica-
tion possibledesanctionslimit ées,nousanalysonsla politiquededissuasionop-
timaleavecunefonctiondebien-̂etrerawlsienne.Le sanctionmaximaleestdans
ce casinférieureà celle d’une politique utilitariste, mais elle est impośee plus
fréquemment.

Abstract:
Westudytheproblemof deterringundesirablebehavior in a moralhazardframe-
work with risk averseindividuals,noisyinformationandcostlysanctions.Wefind
that,if sanctionsareapureloss,autilitariansocietyshoulduseabang-bangpenal-
ty schemesatisfyingthe maximumpenaltyprinciple. If sanctionsaremonetary
but imposingsanctionsinvolvesa sufficiently large resourcecost,the maximum
feasiblesanctionshouldalsobeimposedwith positiveprobability. As a possible
justificationfor endogenouslylimiting sanctions,we derive the optimal penalty
schemeundera Rawlsianwelfarefunction. Themaximumsanctionactuallyim-
posedis thensmallerthanin theutilitariancase,but it is imposedmorefrequently.
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on
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Abstract. We study the problem of deterring undesirable behavior in
a moral hazard framework with risk averse individuals, noisy information and
costly sanctions. We …nd that, if sanctions are a pure loss, a utilitarian society
should use a bang-bang penalty scheme satisfying the maximum penalty prin-
ciple. If sanctions are monetary but imposing sanctions involves a su¢ciently
large resource cost, the maximum feasible sanction should also be imposed with
positive probability. As a possible justi…cation for endogenously limiting sanc-
tions, we derive the optimal penalty scheme under a Ralwsian welfare function.
The maximum sanction actually imposed is then smaller than in the utilitarian
case, but it is imposed more frequently. [JEL D8, K1]

Keywords. Deterrence, optimal enforcement, moral hazard, maximal
penalty, Rawls’ criterion.

1. Introduction

This paper studies the problem of deterring undesirable behavior in a framework
characterized by risk aversion, noisy information and costly sanctions. Due to imper-
fect information, any sanction scheme involves risk-bearing costs. Imposing sanctions
also involves a resource cost, assumed to be increasing in the magnitude of sanctions.
For a given information structure, the issue is therefore to determine how sanctions
should vary with respect to the likelihood of undesirable behavior, taking into ac-
count risk-bearing costs and the resource costs of imposing sanctions. We …nd that,
if the sanctions incurred by individuals are a pure social loss, a utilitarian society
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should use a bang-bang penalty scheme irrespective of the individuals’ attitude to-
wards risk. Speci…cally, when penalties are imposed, they are set as high as possible;
furthermore, they are used as seldom as possible — ie, only when the likelihood of
undesirable behavior is particularly high. When sanctions are not a pure loss but
involve a su¢ciently large resource cost, the optimal sanction scheme is quasi bang-
bang and the maximum feasible penalty is imposed with positive probability. In
either case, the maximum feasible sanction is a binding constraint and it follows that
allowing harsher maximum penalties would be welfare improving.

Our analysis puts in a new light Becker’s (1968) well known maximum penalty
principle. The original argument assumes risk-neutral individuals, monetary sanc-
tions and stochastic monitoring as de…ned by a probability of detecting delinquents.
Due to the risk-neutrality assumption, deterrence depends only on the expected …ne.
Varying the probability of detection is socially costly because it requires resources,
whereas …nes are costless in a utilitarian perspective as they are pure transfers. To
minimize social costs subject to maintaining compliance, the probability of punish-
ment should therefore be reduced as much as possible and the …ne raised to the max-
imum feasible level. Under risk-neutrality, this result can be generalized to costly
penalties (e.g. prison rather than …nes) if social costs are roughly proportional to
the sanctions born by individuals, and to the case where innocents can be mistakenly
punished.1 It can also be generalized to risk aversion, provided complete deterrence
is achieved and ex post information is perfect. The argument still holds because
sanctions are then never actually imposed. However, the standard view is that the
argument brakes down when there is risk aversion combined with incomplete compli-
ance or with a possibility of erroneous penalization. In such cases, there is a tradeo¤
between detection costs and risk-bearing costs with the result that it may not be
optimal to impose the maximum feasible sanction.2

The main objective of this paper is to show that this line of reasoning is not
always correct. For that purpose, we start with a model that is, in some sense,
the dual of Becker’s original framework. First, we take the information structure as
given; hence, information costs are ignored. Secondly, information is noisy; that is,
even if an individual conforms to the prescribed standard of behavior, there is some
probability that he will be penalized. Thirdly, agents are risk averse so that any
incentive compatible penalty scheme (given that information is noisy) generates risk-
bearing costs for the individual. Finally, imposing sanctions implies a real resource
cost. If the information structure is su¢ciently rich, deterrence can be achieved by
many di¤erent sanction schemes in terms of the likelihood of undesirable behavior.

1See Shavell (1987), Kaplow (1990), Polinsky and Shavell (1992) and Shavell and Kaplow (1994).
2See Polinsky and Shavell (1979) and Kaplow (1992). There are many other explanations for

non-maximal sanctions, but these ususally rely on more complex enforcement games than considered
here. A useful survey is Garoupa (1997).
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For instance, deterrence may be possible by punishing harshly but very seldom, or by
imposing light sanctions more frequently. This suggests that there could be a tradeo¤
between risk-bearing costs and the resource costs associated with sanctions. However,
we show that these two sources of costs interact in a peculiar way. In essence, risk
aversion is relevant as a possible explanation for non-maximal sanctions only if the
sanction imposed on an individual provides a su¢ciently large payback to the rest of
society. When the payback is negligible, the best utilitarian deterrence scheme is to
penalize infrequently and harshly, irrespective of the degree of risk aversion and of
the possibility of penalizing the innocent.

To illustrate, suppose a barely monetized peasant economy. Abstracting from cor-
poral punishment, the only feasible sanctions take the form of destroying a peasant’s
wealth, say by burning a part of his crops: because means of transport are primitive,
it is not possible to seize an individual’s crop so as to redistribute it to the rest of
society. The magnitude of a sanction is the amount of crop destroyed and peasants
are risk averse in the usual sense: they prefer a certain crop to a random one with the
same expected value. Suppose also that the act of destroying crops is itself costless;
ie, the social resource cost of a sanction is simply the loss born by the individual in
terms of the amount of crop destroyed. Then the best enforcement policy, from the
point of view of maximizing the expected utility of the peasants’ themselves, is to
punish infrequently but, if one is to be punished, to destroy one’s crops to the fullest
extent allowable. If in addition the act of destroying crops requires resources, it could
then be preferable to impose less than maximal sanctions. However, this would arise
not because of the peasants’ risk aversion, but only because enforcement costs could
be increasing disproportionately fast with the magnitude of sanctions. By contrast,
in a modern monetary economy where “crops” can be seized at modest collection
costs, the loss incurred by the penalized individual is compensated by a payback to
the rest of society. It is only in this case that risk aversion matters in the design of
the optimal sanction scheme. Nevertheless, if collection costs are su¢ciently large,
the best utilitarian scheme still requires imposing the maximum feasible penalty with
positive probability, even though it may also impose less than maximal sanctions with
some probability.

The tale we have just told may contain an element of sociological or historical
truth. As a crude generalization, it may be that sanctions tend to be extreme in so-
cieties where means of transferring wealth are limited. Still, even in such societies, it
is safe to say that one does not always observe enforcement systems where maximum
feasible sanctions (whatever that may mean) are actually imposed. One possibility
is that maximum allowable penalties refer to non-utilitarian considerations. As em-
phasized in Ehrlich (1982), there may be other objectives than utilitarian e¢ciency,
for instance justice as avoidance of legal error or justice as ex post equality under
the law. In the situation considered in the present paper, avoiding legal error per se
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means less frequent penalties and therefore harsher sanctions if deterrence is to be
maintained. Thus, it does not provide an endogenous upper bound on sanctions.3

But such an upper bound may be explained by a concern for the ex post distrib-
utional consequences of legal error. As an alternative, in order to endogenize the
maximum penalty actually imposed, we analyze the optimal penalty scheme under a
Rawlsian welfare function. Such a scheme seeks to maximize the ex post utility of
the most penalized individual, subject to providing the required deterrence. When
sanctions are a pure loss, the optimal minimax penalty scheme is bang-bang, as in the
utilitarian case, but the sanction imposed is now the smallest one compatible with
deterrence. Of course, the sanction must now be imposed more frequently so that,
in a sense, there is a greater probability of legal error. Interestingly, an individual is
then punished whenever it is more likely than not that he has misbehaved. When
sanctions are not a pure loss, the “standard of proof” is lower still and individuals
face an even greater probability of sanction.

Most of the literature on optimal enforcement, with or without costly sanctions,
has dealt with dichotomous penalty schemes; that is, either the individual is not
penalized or he is penalized (possibly erroneously) and the issue is to determine the
magnitude of the sanction, given the tradeo¤ with detection costs. By contrast,
we abstract from monitoring costs but assume that more complex information is
obtained with respect to the individual’s behavior. The problem is then to determine
a penalty schedule in terms of what is observable about the individual. Our framework
is therefore similar to the standard principal-agent setting with moral hazard. One
di¤erence is that there is no participation constraint with respect to the agent. By
the mere fact of being a member of society, one must partake in the “penalty-game”.
Also, since the optimal penalty scheme is designed so as to maximize the utility
of the agent or representative individual, a sanction scheme can be interpreted as
self-imposed for the sole purpose of inducing optimal behavior.

The remainder of the paper is organized as follows. In the next section, we present
the model. In section 3, the optimal penalty scheme is derived for the case where
sanctions are a pure loss. In section 4 we assume a positive return on sanctions.
Section 5 derives the optimal maximin sanction scheme. In section 6 we discuss
several extensions and conclude.

2. The Model

Society is composed of a large number of identical individuals, each of whom can
undertake one of two possible actions. By choosing the action a0 rather than a1, an
individual generates an external bene…t b but incurs a private cost c. When everyone
does the same, each individual’s utility is u(w) ¡ c + b where u(w) is the utility of

3This point is also made in Shavell and Kaplow (1994).
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wealth function, assumed strictly concave, and where the cost and per capita bene…t
from the action are expressed in utility terms. Assuming b > c, the action a0 is
therefore the socially desirable one, although everyone has an incentive to free-ride
by choosing a1. This saves the private cost and has negligible e¤ect on the per capita
bene…t because of the large number of individuals in society.

Behavior is unobservable, but for each individual it is possible to observe a signal
with positive density functions fi(x) on the interval [0; x], where i is 0 or 1 depending
on the individual’s choice of action. The signal satis…es the monotone likelihood ratio
property (hereafter MLRP):

d

dx

µ
f1(x)

f0(x)

¶
> 0; x 2 (0; x): (1)

Because the densities have common support, the signal never reveals perfectly an
individual’s behavior, but the socially undesirable action appears relatively more
likely when larger values of x are observed.

Assuming MLRP is without loss of generality. Suppose the actual information
structure consists of a multidimensional signal. Then x can be de…ned as any increas-
ing function of the likelihood ratio of a1 relative to a0 in terms of the multidimensional
signal. Such an x is a su¢cient scalar statistic of the available information; if density
functions exist, they satisfy (1). Also, the underlying signal need not consist only of
pure information. For instance, it may be that both actions produce an observable
random level of external harm, so that the external bene…t b can be interpreted as
the di¤erence between the expected harm under a1 and under a0. The underlying
signal would then include the actual harm caused by the individual, as well as other
possible evidence.

Society’s problem is how to enforce the socially desirable action (or deter the
more harmful one) by penalizing individuals on the basis of what is observable, and
to decide whether the …rst-best action is in fact worth implementing in this second-
best world. Let the penalty schedule be denoted by s(x), this being understood as a
monetary equivalent from the point of view of the individual. When the sanction is
a …ne, T denotes the average per capita amount levied from sanctions and which can
be returned to individuals as a lump-sum payment. A utilitarian society wishing to
implement a0 looks for the sanction scheme that maximizes the expected utility of
the representative individual. This problem is written as

max
s(x);T

Z x

0

u(w + T ¡ s(x))f0(x) dx subject to

Z x

0

u(w + T ¡ s(x))f0(x) dx¡ c >
Z x

0

u(w + T ¡ s(x))f1(x) dx ; (2)
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T ·
Z x

0

h(s(x))f0(x) dx; (3)

0 · s(x) · w ¡ w + T : (4)

The …rst condition is the incentive compatibility constraint. It states that one
is better o¤ undertaking a0 rather than a1. In the next constraint, the lump-sum
amount T that can be paid back depends on a function h describing the return on
sanctions. We assume h(0) = 0 and marginal return h0(s) 2 [0; 1) for all s. When the
return on sanctions is identically zero, penalties can be interpreted as nonmonetary.
Even when the marginal return on sanctions is positive, there is always a dead-weight
loss from imposing sanctions and perfectly costless …nes are speci…cally excluded.
The condition h0 < 1 re‡ects collection expenses, prosecution costs or any other
“transaction costs” in the sense that an increased disutility to penalized individuals
is not entirely compensated by a pay-back to the rest of society.4 For the main part
we assume h0 ¸ 0, although one could also argue that there are cases where the return
is actually negative — the total marginal resource cost is then greater than the loss
born by the individual. This possibility is discussed brie‡y in section 6.

The third constraint states that sanctions are nonnegative and bounded above.
The maximum feasible penalty consists in driving an individual’s utility of wealth
down to u(w), where the minimum allowable wealth w or wealth equivalent is taken
as exogenous. Since individuals have initial wealth w and are paid back T , this
translates into the upper bound on sanctions described in the constraint. We assume
that u(w) and u0(w) are …nite. For the time being, this is simply interpreted as
describing a situation where allowable sanctions are limited.

To simplify notation, write the likelihood ratio as R(x) = f1(x)=f0(x). A like-
lihood ratio ranges from less than to greater than unity and we denote by x¤ the
realization of the signal satisfying R(x¤) = 1. Writing the respective cdf’s as F0 and
F1, we assume

[F0(x
¤)¡ F1(x¤)][u(w)¡ u(w)] > c: (5)

As will become obvious in the next section, this condition guarantees that allowable
penalties are su¢cient to implement the required action, given the informativeness
of the signal.

Let u denote the expected utility of wealth under the optimal sanction scheme.
Because information is imperfect and individuals are risk averse, u < u(w). From a
utilitarian point of view, the …rst-best action is worth implementing only if the net
bene…ts of the action are greater than the welfare loss due to the deterrence system;

4In Polinsky and Shavell (1992), such costs are taken as proportional to the sanction and are
referred to as variable enforcement costs as opposed to the …xed costs pertaining to the monitoring
system.
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that is, only if u¡c+b > u(w). The value of u clearly depends on the cost of sanctions,
through the return function h(s), and it may also depend on the maximum feasible
sanction as de…ned by the lower bound w.5 A basic result of the present paper is
that these two considerations are related: when the dead-weight loss of sanctions is
large (h0 su¢ciently small), the maximum feasible sanction constraint is binding. As
a consequence, an exogenous decrease in w increases u and may make the …rst-best
action worth implementing when otherwise it would not be.

3. Nonmonetary Sanctions

We …rst examine the case where sanctions are a pure loss. As suggested above, the
real issue here is not, strictly speaking, whether sanctions are pecuniary as opposed
to other forms (exile, imprisonment, etc.), but whether the imposition of sanctions
generates a net revenue that can be redistributed. In the present case, sanctions are
equivalent to destroying wealth and the return T is zero irrespective of the level of
sanctions. Our …rst proposition states that the optimal scheme is bang-bang and that
it involves the maximum feasible sanction (all proofs are in the appendix).

Proposition 1. When h(¢) ´ 0, the optimal sanction satis…es s(x) = 0 if x · xc
and s(x) = w ¡ w if x > xc, where xc is de…ned by

[F0(xc)¡ F1(xc)][u(w)¡ u(w)] = c, xc 2 (x¤; x): (6)

The result is represented in …gure 1. MLRP implies …rst-order stochastic domi-
nance, which means that F0 ¡ F1 is positive over the interval (0; x); it also implies
that this expression is quasiconcave so that it reaches a maximum at x¤. Equation (6)
is the incentive compatibility condition for a bang-bang scheme using the maximum
feasible penalty. Because of the quasiconcavity, the equation has two solutions but
only xc > x¤ is relevant since it implements the required action with a smaller prob-
ability of sanction.Enforcing the prescribed action is also possible with less extreme
bang-bang schemes, such as the one with the threshold bx and the sanction bs in the
…gure. As should be obvious, the optimal scheme described in proposition 1 is the
one with the smallest probability of sanction among all such binary schemes. This
statement can be generalized to all feasible sanction schedules, whether bang-bang or
not.

Corollary 1. When h(¢) ´ 0, the solution to the optimal sanction problem minimizes
Pr[s(x) > 0 j a0] over all feasible functions s(x) implementing a0.

5More generally, it will of course also depend on the degree of risk aversion and on the informa-
tiveness of the signal.
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Both propositions taken together amount to Becker’s maximum penalty principle:
sanctions are imposed as seldom as possible but, when they are, individuals are
punished as hard as possible. For instance, if x represents the external harm caused
by the individual, no sanction should be imposed if the harm is smaller than some
critical level, but the individual should be penalized to the fullest extent possible
whenever the harm is greater than the threshold. From a statistical point of view,
the optimal scheme is like a Neyman-Pearson e¢cient test (minimizing the probability
of “rejecting” the hypothesis a0 when in fact a0 is true), except that the degree of
con…dence constraint of the test has been replaced by an incentive compatibility
condition.

The surprising part of these results is that, irrespective of the individuals’ degree
of risk aversion, the sanction is either maximal or zero. In a principal-agent setting
with a risk-neutral agent facing a liability limit, the optimal contract is a bonus
scheme penalizing the agent to the extent of his liability limit when information is
unfavorable.6 Why is the optimal scheme similar to what would obtain under risk
neutrality? The explanation lies in the nature of sanctions. Because they are pure
losses, sanctions can be of no gain to anyone; since redistribution is impossible, there
are therefore no opportunities for risk-sharing. Formally, the result follows from the

6To be precise, this is true whenever the quality of information and the liability limit are such
that the …rst-best is unattainable (e.g., Kim, 1995, and Demougin and Fluet, 1998).
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fact that the optimization problem is linear in the disutility imposed on individuals.
To see this, write the disutility of sanctions as ±(x) = u(w)¡u(w¡s(x)). The original
optimization program can then be reformulated as:

min
±(x)

Z x

0

±(x)f0(x) dx subject to

Z x

0

±(x)f0(x) dx+ c ·
Z x

0

±(x)f1(x) dx; (7)

0 · ±(x) · u(w)¡ u(w): (8)

This problem being linear in the decision variable, its solution is bang-bang. From
this, it is straightforward to obtain the optimal s(x) and this will of course also be
bang-bang.

Another similarity with the standard Beckerian result is that the optimal scheme
minimizes the expected resource cost of providing deterrence. Equivalently, it maxi-
mizes the expected wealth of the representative individual.

Corollary 2. When h(¢) ´ 0, the optimal scheme minimizes
R x
0
s(x)f0(x) dx over all

feasible functions s(x) implementing a0.

The intuition for the latter result is as follows. The optimal scheme uses the most
extreme outcomes: the sanction is either zero or maximal; furthermore, it involves
the smallest probability of imposing the maximal sanction, which also implies the
largest probability of no sanction. Therefore, all other schemes satisfying the incentive
compatibility condition as an equality must be less risky. By a stochastic dominance
argument, since these other schemes are not preferred, it must be that the bene…ts
of a smaller risk are not enough to make up for a smaller expected wealth.

Clearly, the upper bound on sanctions is a binding constraint in the solution to
the optimal sanction problem. It follows that relaxing this constraint (an exogenous
decrease in w) will increase the expected utility of the representative individual. This
can be checked directly by noting that

u = u(w)¡ [u(w)¡ u(w)][1¡ F0(xc)]: (9)

A smaller w increases the loss when the individual is penalized, but it is easily shown
that this is more than compensated by the decrease in the probability of imposing
the sanction.7

7As noted earlier, u will in general also depend on the informativemess of the signal and on the
degree of risk aversion. A more informative signal is essentially equivalent to an upward shift in
the F0 ¡ F1 curve of …gure 1 (see Demougin and Fluet, 1999); this allows a smaller probability
of sanction and therefore increases u. On the other hand, changes in risk aversion are irrelevant
here since what matters is the utility di¤erence between u(w) and u(w) compared to the disutility
cost c. Any utility of wealth function can be normalized so as to equal u(w) and u(w) at w and w
respectively.
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4. Costly Monetary Sanctions

With a positive return on sanctions, an individual’s wealth for a realization x of the
signal is w+ T ¡ s(x), where T is the overall per capita amount raised. The revenue
generated by sanctions introduces a trade-o¤ that did not exist when sanctions were
pure losses. Modifying s(x) over some interval now changes T , which in turn a¤ects
the individual’s utility in all other states of the world. By contrast, when sanctions
were pure losses, changes in s(x) over some states could only a¤ect utility in those
states. Risk aversion is relevant to this trade-o¤ and the consequence, in general, is
a more gradual optimal sanction schedule.

The fact that sanctions generate revenue implies that the required action can be
implemented by punishing less harshly. To see this, consider bang-bang schemes even
though these may not be optimal here. With no sanction if x · bx and a sanction
equal to bs · w¡w+T if x > bx, the resource and incentive compatibility constraints
are

T = (1¡ F0(bx))h(bs): (10)

[F0(bx)¡ F1(bx)][u(w + T )¡ u(w + T ¡ bs)] = c; bx 2 (x¤; x): (11)

Equation (10) is the total return on sanctions. Suppose the maximum feasible sanc-
tion bs = w ¡ w + T . In equation (11), the di¤erence in utility between the sanction
and no-sanction states is then equal to u(w+T )¡u(w). Because T > 0, the wedge is
greater than in proposition 1. From …gure 1 it is easily seen that this implies bx > xc,
which means that the individual is punished less often. Expected utility therefore
improves in two ways: although the sanction is the same in the sense that utility is
brought down to the allowable minimum, the individual is punished less often; fur-
thermore, when he is not punished, he is better o¤ due to T > 0. Obviously, one could
reduce bs slightly from the maximum feasible level in such a way that the individual
is punished both less often and less harshly than when sanctions are a pure loss.

Sanctions remain costly in the present situation since the marginal return on
sanctions is less than unity. We impose no conditions on the curvature of the return
function h(s) because none seems particularly convincing. A convex return function
amounts to economies of scale in the imposition of sanctions, which is not unrea-
sonable in some situations. With su¢cient convexity, the optimal scheme could be
bang-bang with the maximum feasible penalty as in proposition 1. This follows be-
cause large sanctions are then relatively less costly, abstracting from risk aversion
considerations. On the other hand, a concave return function is also not unreason-
able. For instance, it may be that small sanctions are monetary while larger ones
tend to be nonmonetary or involve a larger marginal dead-weight loss. Concavity in
the return function tends to reinforce the e¤ect of risk aversion. The formulation of
the next proposition takes both possibilities into account.
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Proposition 2. When h0 > 0, the optimal sanction s(x) is nondecreasing and s(x) =
0 with positive probability; if h0 is su¢ciently small, s(x) = w¡w + T with positive
probability for some x > x¤. In the range, if one exists, where s(x) 2 (0; w¡w+ T ),

ds

dx
= ¡

µ
¸R0

1 + ¸(1¡R)

¶µ
u00

u0
+
h00

h0

¶¡1
> 0 (12)

where ¸ is a positive constant such that 1 + ¸(1¡R) > 0 in that range.

Individuals are never penalized for small values of the signal. This feature follows
from the assumption that h0 < 1 and it is similar to the positive deductible provision
in optimal insurance contracts when there are administrative costs.8 At interior
solutions, the sanction is increasing in the value of the signal, a standard result given
that the likelihood ratio R(x) is strictly increasing. Thus, if the signal amounts to
the external harm caused by an individual, there should be no penalty for small
levels of harm but otherwise the penalty should be increasing in the harm done. The
inequality in (12) requires that at interior solutions

u00(w + T ¡ s(x))
u0(w + T ¡ s(x)) +

h00(s(x))

h0(s(x))
< 0: (13)

This condition is a concavity requirement for an interior solution to obtain in some
range. If there are “economies of scale” in the imposition of sanctions (ie, h00 > 0)
and if these are always large relative to risk aversion, the solution is bang-bang with
s(x) equal to zero or to the maximum feasible sanction.

The main point of the proposition is the result concerning the possibility that the
maximum penalty constraint be binding. As just seen, the optimal scheme is always
bang-bang and the constraint is therefore binding if the concavity requirements do not
hold. Abstracting from this case, the proposition states that the maximum feasible
penalty is imposed with positive probability whenever sanctions are su¢ciently costly.
The optimal scheme is then quasi bang-bang, with no sanction for small values of
x, increasing sanctions over an intermediate range and maximum feasible penalty
for large values. From the principal-agent literature (see Mirrlees, 1974), it is well
known that “limited liability” constraints may be binding when likelihood ratios are
unbounded. The point made here is that, when transaction costs are su¢ciently
large, the constraint is necessarily binding even with a bounded likelihood ratio. As
in the case where sanctions are a pure loss, individuals could then be made better-o¤
ex ante if the maximum feasible penalty constraint were relaxed.9

8See Raviv (1979) and Huberman, Mayers and Smith (1983). These papers do not consider ex
ante moral hazard.

9If in…nite penalties were allowed, it would be possible to implement the action with an arbitrarily
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5. Maximin Penalty Schemes

As noted earlier, there are many explanations for the fact that maximal feasible
sanctions are seldom observed, but most rely on a more complex enforcement frame-
work than the one described here. For instance, limiting the magnitude of sanctions
may reduce avoidance activities on the part of delinquents (Malik, 1990). When en-
forcement is delegated, non-maximal sanctions may prevent overenforcement when
enforcers are concerned with cost-e¢ciency (Bose, 1995). Also, limited sanctions are
useful in preventing the corruption of enforcers given that higher sanctions are likely
to induce greater bribes (Becker and Stigler, 1974).10 In a repeated game context,
when sanctions are costly and society cannot commit, non-maximal sanctions can
be interpreted in terms of the tradeo¤ between reputation building for deterrence
purposes and the ex post cost of imposing sanctions (Boadway et al., 1996).

Abstracting from these extensions, non-maximal sanctions are usually attributed
to risk-bearing costs and to the resource costs associated with sanctions. From the
preceding sections, these arguments clearly have limited explanatory power in the
present context. Our individuals are risk averse, they are erroneously penalized and
sanctions are costly. Nevertheless, the maximal sanction is imposed with positive
probability whenever sanctions are su¢ciently costly. The fact that observed sanc-
tions are limited could also be interpreted in terms of a social “disutility” for the mag-
nitude of sanctions, but then such considerations must necessarily be non-utilitarian.
If the maximum allowable sanction corresponds to a social norm — say, a moral re-
luctance to impose harsher sanctions — that norm will have an opportunity cost from
a utilitarian point of view. A strong reluctance to impose harsh sanctions implies a
lower expected utility u; furthermore, since enforcement costs are increased, it means
that society will in some cases prefer to forego the bene…ts from implementing the
desirable action, even though the representative individual would be better-o¤ if the
norm were relaxed and the action implemented. One could also analyze the norm
itself as the result of a tradeo¤ between non-welfarist considerations and utilitarian
considerations pertaining to u.

This section examines the case where society’s concern for the harshness of sanc-

small probability of sanction. However, this may not be optimal. From (10) and (11) it can be veri…ed
that, for any return function h, as bs ! w ¡ w + T where w is …nite but u(w) = ¡1,

u ! u(w) +
c

lim
x!x

R(x) ¡ 1

The limit is the …rst-best outcome only if the likelihood ratio is unbounded above. A best scheme
is then pure threat and sanctions are (almost) never imposed. Otherwise, a more gradual scheme
may do better even though in…nite sanctions are allowed.

10In hierarchical agencies, limiting the stakes is a standard collusion-proofness device (Tirole,
1992).
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tions — or the fact that they are erroneously imposed — is formalized through a
welfare function satisfying Rawl’s criterion. Ex post, the worst-o¤ individual is the
one who is the most penalized. A Rawlsian enforcement policy therefore seeks to
minimize the maximum sanction imposed on individuals, subject to the incentive
compatibility and resource constraints; equivalently, it maximizes the ex post utility
of the most penalized individual. Formally, the optimal maximin scheme solves:

max
s(x);T

min
x
u(w + T ¡ s(x))

subject to (2), (3) and (4). The constraints are the same as before, with the lower
bound w interpreted as a physically feasible minimum; given the assumption on the
informativeness of the signal, the constraint s(x) · w ¡ w + T will in fact never be
binding.

Proposition 3. Let s(x) be the optimal Rawlsian sanction and de…ne sm = maxx s(x).
When h0 > 0, the sanction is nondecreasing and s(x) = 0 with positive probability;
furthermore, there exists xc 2 (0; x¤) such that s(x) = sm for all x > xc. In the range,
if one exists, where s(x) 2 (0; w ¡ wm + T ),

ds

dx
= ¡ R0

(1¡R)

µ
u00

u0
+
h00

h0

¶¡1
> 0: (14)

The overall form of the sanction schedule is similar to the one obtained with a
utilitarian welfare function and the same remarks apply with respect to the concav-
ity requirements for non bang-bang solutions. The di¤erence is that the maximum
sanction actually imposed, driving one’s utility down to u(w + T ¡ sm), is now en-
dogenous. The Rawlsian scheme also di¤ers from the utilitarian one in the fact that
the maximal sanction is imposed more frequently. In the utilitarian policy, the lower
bound w is reached (if at all) only for some x > x¤. In the Rawlsian policy, the
minimum w + T ¡ sm is reached for all values of the signal greater than some xc,
where xc < x¤. The di¤erence between the two schemes is seen most clearly when
there is zero return on sanctions.

Proposition 4. When h(¢) ´ 0, the optimal Rawlsian sanction satis…es s(x) = 0 if
x · x¤ and s(x) = sm if x > x¤, where sm is de…ned by

[F0(x
¤) ¡ F1(x¤)][u(w)¡ u(w ¡ sm)] = c: (15)

When sanctions are a pure loss, the optimal Rawlsian sanction is bang-bang, as in
the utilitarian case, but it now involves the lightest sanction consistent with enforcing
the desired behavior (see …gure 2). Because individuals are penalized less than in the
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utilitarian scheme, they must of course be punished more frequently. The sanction
is now imposed whenever it is more likely than not that the undesirable action has
been chosen.

0 x* x
_ x

x̂

0 1F (x) - F (x)

c

mu(w) - u(w - s  )

c
^u(w + T) - u(w)

Figure 2

The …gure is also useful in understanding the e¤ect of a positive return on sanc-
tions. Consider the problem of determining the optimal Rawlsian sanction, subject
to the restriction that the scheme be bang-bang. Assume the sanction is positive
only for x > bx and denote by bw the net wealth of a penalized individual, where these
satisfy

T = (1¡ F0(bx))h(w ¡ bw + T ); (16)

[F0(bx)¡ F1(bx)][u(w + T )¡ u( bw)] = c: (17)

Suppose bx = x¤. Comparing with the preceding proposition, we must have bw > w¡sm
because T > 0. Now consider a small variation in bx around x¤. This has only a second-
order e¤ect on F0 ¡ F1 because that expression reaches a maximum at x¤. However,
from (16), an increase in bx reduces T . To maintain incentives, bw must therefore
decrease and the penalized individual is made worse o¤. Conversely, decreasing bx
penalizes more often and increases T . From (17), this allows bw to increase so that
the penalized individual is better o¤. The argument can be extended to non marginal
changes in bx. Thus, when there is a return on sanctions, the optimal critical bx for
a bang-bang scheme under the Rawlsian criterion should satisfy bx < x¤ as depicted
in …gure 2, in contrast to what was obtained with a utilitarian welfare function. The
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reason is that levying more …nes makes it possible to maintain a su¢cient wedge
between sanction and no-sanction states, without requiring a harsh penalty. A non
bang-bang scheme may be preferable still because it may allow bw to be increased
further.

Consider now whether or not the …rst-best action should be implemented. With
a Rawlsian welfare function, implementing the action is worthwhile only if no one
is made worse o¤; that is, only if u(w ¡ sm) ¡ c + b ¸ u(w). When this condition
holds, even the most penalized individual is ex post at least as well o¤ as without
implementation. Recalling that u is the expected utility of wealth under the best
utilitarian enforcement policy, it is easily seen that u(w ¡ sm) < u, otherwise utili-
tarians would in fact prefer the Rawlsian scheme.11 Thus, a Rawlsian society is less
likely to implement the …rst-best action than a utilitarian one.

6. Concluding Remarks

So far we have assumed h0 ¸ 0. As noted earlier, there are cases where the mar-
ginal return on sanctions is negative, at least in some range. Thus, …nes may involve
only limited collection expenses while sanctions greater than the individual’s …nan-
cial wealth (imprisonment, etc.) imply substantial costs. Obviously, imposing the
maximum feasible sanction may not be optimal if the marginal return is positive at
low sanction levels but negative at high levels. However, suppose as in Shavell (1987)
that all sanctions are nonmonetary and that imposing sanctions is itself costly, in
addition to the loss born by the individual. Let this additional cost be denoted by
k(s), with k(0) = 0 and k0 > 0. Suppose also that the cost of imposing sanctions is
…nanced by a per capita levy

t =

Z x

0

k[s(x)]f0(x) dx; (18)

so that at x an individual’s wealth equivalent is w ¡ t¡ s(x). Finally, suppose that
the utility of wealth function has non-increasing absolute risk aversion. It can then
be shown that a su¢cient condition for the results in proposition 1 to hold is

k00(s)

k0(s)
· ¡u

00(w)

u0(w)
all s > 0: (19)

That is, the optimal scheme is then bang-bang with a sanction either equal to zero
or to the maximal feasible level w ¡ w ¡ t. The optimal scheme also minimizes the

11Since the Rawlsian s(x) is nondecreasing,
R x

0
u(w + T ¡ s(x))f0(x) dx > u(w ¡ sm). Hence,

u(w¡sm) ¸ u would contradict the fact that u is de…ned with respect to the best utilitarian policy.
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probability of imposing a sanction, subject to the incentive compatibility condition;
furthermore, it minimizes the per capita expected resource cost

Z x

0

fs(x) + k[s(x)]gf0(x) dx:

The condition (19) is satis…ed if the marginal cost of imposing sanctions does not
increase too fast with the level of sanctions, compared with the representative indi-
vidual’s risk aversion.

The analysis can be extended in several directions. For instance, adverse selection
can be introduced by assuming more than one type of individual, where types di¤er in
the private cost of undertaking the more bene…cial action or in the expected external
bene…ts that this action generates. As in a some of the literature on optimal enforce-
ment, one can then examine the case where it is not be desirable to implement action
a0 for some types. With noisy information, since types and choice of action are not
be observable, sanctions are erroneously imposed for two reasons: upon observing the
signal x, it is not known whether an individual undertook a0 rather than a1 nor in fact
whether he should have undertaken a0 rather than a1. All the previous results hold
in this set-up. A somewhat more sophisticated deterrence policy for such a situation
would be to allow individuals the opportunity to self-report their choice of action.
In the optimal separating scheme, those who report a1 are imposed a non-random
sanction. Those who do not (and have in fact chosen a0) face a random sanction s(x)
in terms of the likelihood of having undertaken a1. Again, the results of the present
paper hold with respect to the optimal penalty schedule s(x) designed for those who
should be deterred.

Appendix

Proof of proposition 1: Set T = 0 and ignore constraint (3) since it is irrelevant
here. Omitting the argument x for brevity, the Lagrangean of the principal’s problem
is

Z x

0

u(w ¡ s)f0 dx+ ¸
Z x

0

u(w ¡ s)(f0 ¡ f1) dx

+

Z x

0

[´s + »(w ¡ w ¡ s)]f0 dx: (20)

where ¸, ´(x) and »(x) are nonnegative multipliers and where for all x

´(x)s(x) = »(x)[w ¡ w ¡ s(x)] = 0: (21)
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Along the optimal path,

¡u0(w ¡ s(x))'(x) + ´(x)¡ »(x) = 0 (22)

where
'(x) = 1 + ¸(1¡R(x)): (23)

¸ cannot be such that ' is everywhere positive, otherwise ´ > 0 and therefore s = 0
everywhere, which is inconsistent with (2). Since ' cannot be everywhere negative
either, there exists xc such that '(xc) = 0, which requires R(xc) > 1 so that xc 2
(x¤; x). Given MLRP, '0 < 0 and xc is unique. The rest of the proof follows using
(21), (22) and MLRP.

Proof of corollary 1: Allowing randomized penalties, let ¼(x) be the conditional
probability of sanction. De…ning s = w¡w, we minimize the probability of sanctions
by solving

min
¼(x)2[0;1]
s(x)2[0;s]

Z x

0

¼f0 dx

subject to (2) now written as
Z x

0

[¼u(w ¡ s) + (1¡ ¼)u(w)](f0 ¡ f1) dx ¸ c: (24)

Write ¸ ¸ 0 for the multiplier of (24). At all x, ¼ and s minimize

Ã = ¼f0 ¡ ¸[¼u(w ¡ s) + (1¡ ¼)u(w)](f0 ¡ f1): (25)

subject to the boundary constraints. Di¤erentiating,

@Ã

@s
= ¸¼u0(w ¡ s)(1¡R)f0; (26)

@Ã

@¼
= f1 + ¸[u(w)¡ u(w ¡ s)](1¡R)gf0: (27)

Given that R(x) is strictly increasing, ¼(x) > 0 in (26) leads to either s(x) = 0 or
s(x) = s except possibly at an isolated point. Similarly, (27) implies that either
¼(x) = 0 or ¼(x) = 1. Combining the two results and using MLRP, the solution is
easily seen to be as in proposition 1.

Proof of corollary 2: Let ¸ ¸ 0 be the multiplier of the incentive compatibility
constraint in the minimum expected sanction problem. Along the optimal path, the
…rst and second order necessary conditions for an interior solution are

1 + ¸[1¡R(x)]u0(w ¡ s(x)) = 0; (28)
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¡¸[1¡R(x)]u00(w ¡ s(x)) ¸ 0: (29)

The condition (28) can hold only when 1¡R(x) < 0, but then this contradicts (29).
Hence, the solution is bang-bang and is easily seen to be as in proposition 1.

Proof of proposition 2: Compared with the proof of proposition 1, the Lagrangean
is now augmented to

Z x

0

u(w + T ¡ s)f0 dx+ ¸
Z x

0

u(w + T ¡ s)(f0 ¡ f1) dx

+

Z x

0

[´s+ »(w ¡w + T ¡ s)]f0 dx+ ¹[
Z x

0

h(s)f0 dx¡ T ]: (30)

where ¹ is a nonnegative multiplier. At all x,

´(x)s(x) = »(x)[w ¡ w ¡ s(x)] = 0; (31)

¡u0(w ¡ s(x) + T )'(x) + ¹h0(s(x)) + ´(x)¡ »(x) = 0; (32)

where '(x) is de…ned as in (23). The …rst-order condition with respect to T is

Z x

0

[u0(w ¡ s+ T )'+ »]f0 dx¡ ¹ = 0: (33)

To prove that the sanction is nondecreasing, let s1 and s2 be the optimal sanctions
at x1 and x2, where x1 < x2. Because the optimal sanction maximizes u'+ ¹h,

u(w + T ¡ s2)'(x2) + ¹h(s2) ¸ u(w + T ¡ s1)'(x2) + ¹h(s1);

u(w + T ¡ s1)'(x1) + ¹h(s1) ¸ u(w + T ¡ s2)'(x1) + ¹h(s2);
leading to

[u(w + T ¡ s2)¡ u(w + T ¡ s1)]['(x2)¡ '(x1)] ¸ 0: (34)

Due to MLRP, '(x2) < '(x1) so that (34) can hold only if s2 ¸ s1.
To prove that the sanction is zero with positive probability, substitute from (32)

in (33) so as to obtain

Z x

0

´(x)f0(x) dx = ¹

Z x

0

[1¡ h0(s(x))]f0(x) dx: (35)

If ¹ = 0, the solution is bang-bang as in proposition 1. But then the LHS of (35)
is zero, which is incompatible with a bang-bang solution. Therefore, ¹ > 0. Since
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h0 < 1, the LHS is then positive and this implies a positive probability of zero
sanctions.

To obtain the expression for s0(x) at interior solutions, set ´ = » = 0 in (32) and
di¤erentiate totally with respect to x so as to get

ds(x)

dx
=

u0'0

u00'+ ¹h00
> 0: (36)

The sign follows from the second-order condition for a maximum and from '0 < 0.
The expression in the proposition follows by substituting for ¹ from (32). From the
latter it is also easily seen that '(x) = 1 + ¸(1¡R(x)) > 0 at interior solutions.

Finally, suppose that s(x) < w ¡ w + T for all x. We show that this leads to a
contradiction if h0 · m form su¢ciently small. Let x0 2 (x¤; x) be such that s(x0) > 0.
Such an x0 necessarily exists, otherwise the sanction would be zero everywhere. From
(32), given ´(x0) = »(x0) = 0,

'(x0) =
¹h0(s(x0))

u0(w + T ¡ s(x0)) · ¹m

u0(w + T ¡ s(x0)) (37)

From (33), given that by assumption » = 0 everywhere,

¹ =

Z x

0

u0(w + T ¡ s(x))'(x)f0(x) dx · u0(w)'(0): (38)

where the inequality follows from '0 < 0 and u00 < 0. Furthermore

T =

Z x

0

h(s(x))f0(x) dx · h(w ¡ w + T ) · m(w ¡ w + T ): (39)

so that
w + T · w ¡mw

1¡m (40)

and therefore

u0(w + T ¡ s(x0)) > u0
µ
w ¡mw
1¡m

¶
: (41)

Combining (37), (38) and (41), we get

'(x0) < "(m)'(0) (42)

or equivalently
1 + ¸(1¡R(x0)) < "(m)[1 + ¸(1¡R(0))]; (43)
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where

"(m) =
mu0(w)

u0
¡
w¡mw
1¡m

¢ (44)

is strictly increasing, with "(0) = 0. Now, for any x00 2 (x0; x),

'(x00) = 1 + ¸(1¡R(x00))

< 1 +

·
"(m)¡ 1

1¡R(x0)¡ "(m)(1¡R(0))

¸
(1¡R(x00))

=
R(x00)¡R(x0) + "(m)[R(0)¡R(x00)]

1¡R(x0)¡ "(m)(1¡R(0)) (45)

The inequality follows from (43), given that R(x00) > R(x0) > 1 > R(0). For m small,
"(m) is small and the last expression in (45) is negative, implying '(x00) < 0. But
then '(x) < 0 for all x ¸ x00. Therefore, for all such x and all s 2 [0; w ¡ w + T ] we
have

¡u0(w + T ¡ s))'(x) + ¹h0(s)) > 0: (46)

This implies s(x) = w ¡ w + T , thus leading to a contradiction.

Proof of proposition 3: The optimization problem can be rewritten as

max
T;bs;s(x)2[0;bs]

T ¡ bs

subject to (2) and (3). The Lagrangean is

T ¡ bs+ ¸
Z x

0

u(w + T ¡ s)(f0 ¡ f1) dx

+

Z x

0

[´s+ »(bs¡ s)]f0 dx+ ¹[
Z x

0

h(s)f0 dx¡ T ]: (47)

where ¸, ´(x) and »(x) are nonnegative. Along the optimal path,

´(x)s(x) = »(x)[bs¡ s(x)] = 0; (48)

¡¸u0(w + T ¡ s(x))(1¡R(x)) + ¹h0(s(x) + ´(x)¡ »(x) = 0: (49)

The …rst-order conditions with respect to T and bs are

1 + ¸

Z x

0

u0(w + T ¡ s)(f0 ¡ f1) dx = 0; (50)
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Z x

0

»f0 dx¡ 1 = 0: (51)

As in proposition 2, adding (50) and (51) and substituting from (49), one shows that
¹ > 0 and that s(x) = 0 with positive probability. The expression for s0(x) is also
derived as in proposition 2. Finally, from (48) and (49), s(x) < bs is possible only if
R(x) < 1 or equivalently x < x¤.

Proof of proposition 4: Solving the same problem as in proposition 3 but with (2)
replaced by T = 0, along the optimal path

¡¸u0(w ¡ s(x))(1¡R(x)) + ´(x)¡ »(x) = 0: (52)

Given MLRP and the de…nition of x¤, the result is then straightforward.
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