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Abstract

Financial returns typically display heavy tails and some skewness, and conditional variance models with these features often outperform more limited models. The difference in performance may be especially important in estimating quantities that depend on tail features, including risk measures such as the expected shortfall. Here, using a recent generalization of the asymmetric Student-t distribution to allow separate parameters to control skewness and the thickness of each tail, we fit daily financial returns and forecast expected shortfall for the S&P 500 index and a number of individual company stocks; the generalized distribution is used for the standardized innovations in a nonlinear, asymmetric GARCH-type model. The results provide empirical evidence for the usefulness of the generalized distribution in improving prediction of downside market risk of financial assets.
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1 Introduction

Substantial progress has been made in the modeling and forecasting of financial asset returns since the ARCH and GARCH models were first developed in Engle (1982) and Bollerslev (1986). A key feature of this progress has been the incorporation of asymmetries and thicker tails into conditional variance models, both through the structures of the models themselves (see for example Engle and Ng 1993, which will be used below) and through the use of thick-tailed distributions for the standardized innovations of the models; Bollerslev (1987) pioneered the use of the $t-$ distribution for this purpose, yielding thicker-tailed predictive densities for asset returns than were available through the GARCH specification alone.

Subsequent literature has explored the use of skewed versions of the Student-$t$ for the conditional distribution. Hansen (1994) used a skewed $t-$ for this purpose, and other skew extensions of the $t-$ distribution have been proposed by Fernandez and Steel (1998), Theodossiou (1998), Branco and Dey (2001), Bauwens and Laurent (2002), Jones and Faddy (2003), Sahu et al. (2003), Azzalini and Capitanio (2003), Aas and Haff (2006) and others. The availability of relatively long data sets has allowed the estimation and exploitation of these effects, and empirical investigation has found that such skew extensions have value in characterizing the pattern of financial returns; see for example Mittnik and Paolella (2003) and Alberg et al. (2008).

The distributions just mentioned use two parameters which together control skewness and thickness of the two tails. Zhu and Galbraith (2009) propose a further extension, in which two parameters control thickness of the two tails and a third allows skewness to change independently of the tail parameters. Because there is the potential that tail thickness differs non-negligibly between the left and right tails, this extension can allow better fitting of the rates of tail decay and therefore can facilitate better estimation and forecasting of downside risk, for which the left tail alone is relevant. With increasingly large data sets describing financial asset returns, this extension offers the potential for further improvement in the subtlety of our fit to data, and therefore in the accuracy of forecasts of quantities related to risk.

The present paper explores the use of this distribution for conditional asset returns, and in particular the application to forecasting downside risk through the expected shortfall, a measure which is sensitive to losses in the extreme tail of the distribution of returns. The generalized asymmetric Student-$t$ (AST) distribution proposed by Zhu and Galbraith (2009)
is to model the standardized innovations from the nonlinear asymmetric NGARCH model of Engle and Ng (1993). We find evidence of both improved fits to financial return data, and improved forecasts of the expected shortfall.

The next section of the paper gives the form of the AST distribution and summarizes results on associated risk measures. Section 3 describes the financial return models and the financial return data that will be used. Section 4 gives results on the core problem of predicting downside risk, in the form of the expected shortfall. A final section concludes.

2 The generalized asymmetric Student-t distribution

We begin with a brief review, from Zhu and Galbraith (2009), of results that characterize the distribution to be used below in modeling standardized innovations.

2.1 The AST density

The AST distribution is defined such that its standard probability density function (location and scale parameters are 0 and 1 respectively) is

\[
f_{\text{AST}}(y; \alpha, v_1, v_2) = \begin{cases} \frac{\alpha}{\alpha^*} K(v_1) \left[1 + \frac{1}{v_1} \left(\frac{y}{2\alpha^*}\right)^2\right]^{-\frac{v_1+1}{2}}, & y \leq 0 \\ \frac{1-\alpha}{1-\alpha^*} K(v_2) \left[1 + \frac{1}{v_2} \left(\frac{y}{2(1-\alpha^*)}\right)^2\right]^{-\frac{v_2+1}{2}}, & y > 0 \end{cases}
\]

where \( \alpha \in (0, 1) \) is the skewness parameter, \( v_1 > 0 \) and \( v_2 > 0 \) are the left and right tail parameters respectively, \( K(v) \equiv \Gamma((v + 1)/2)/[\sqrt{\pi v} \Gamma(v/2)] \), \(^1\) and \( \alpha^* \) is defined as \( \alpha^* = \alpha K(v_1)/[\alpha K(v_1) + (1 - \alpha) K(v_2)] \); as well,

\[
\frac{\alpha}{\alpha^*} K(v_1) = \frac{1-\alpha}{1-\alpha^*} K(v_2) = \alpha K(v_1) + (1 - \alpha) K(v_2) \equiv B.
\]

We can write a general form of the AST density, with location and scale parameters \( \mu \) and \( \sigma \), as \( \frac{1}{\sigma} f_{\text{AST}}(\frac{y-\mu}{\sigma}; \alpha, v_1, v_2) \). As well, a re-scaled version is

\( ^1\Gamma() \) is the gamma function.
useful for computational convenience:

\[
f_{\text{AST}}(y; \theta) = \begin{cases} 
\frac{1}{\sigma} \left[ 1 + \frac{1}{v_1} \left( \frac{y - \mu}{2\alpha \sigma K(v_1)} \right)^2 \right]^{-(v_1 + 1)/2}, & y \leq \mu; \\
\frac{1}{\sigma} \left[ 1 + \frac{1}{v_2} \left( \frac{y - \mu}{2(1-\alpha)\sigma K(v_2)} \right)^2 \right]^{-(v_2 + 1)/2}, & y > \mu,
\end{cases} \tag{3}
\]

where \( \theta = (\alpha, v_1, v_2, \mu, \sigma)^T \).

Figure 1 illustrates AST densities using (3) with various values for \( \alpha, v_1, v_2 \); in each case the location parameter \( \mu \) is 0 and the scale parameter \( \sigma \) is 1. In left-hand-side panels, \( v_1 \) is held constant at 2 while \( v_2 \) varies; in right-hand-side panels, \( v_2 = 2 \) while \( v_1 \) varies. The central panels illustrate the \( \alpha = 0.5 \) case; these densities are of course symmetric in the \( v_1 = v_2 \) cases which are among those depicted.

### 2.2 Downside risk measurement in the AST

The Expected Shortfall (ES) is a measure of risk of loss that has gained increasing prominence in recent financial literature, particularly because (unlike the Value at Risk) it is sensitive to extreme negative returns. \(^2\)

Zhu and Galbraith (2009) show that the expected shortfall for a standard AST random variable \( Y \) at a point in the support of the distribution \( q \), i.e.

\[
ES_{\text{AST}}(q) \equiv E(Y \mid Y < q),
\]

can be expressed as \( ES_{\text{AST}}(q) = \)

\[
-\frac{4B}{F_{\text{AST}}(q)} \left\{ \alpha^2 \left( \frac{v_1}{v_1 - 1} \right) \left[ 1 + \frac{1}{v_1} \left( \frac{q \land 0}{2\alpha^*} \right)^2 \right]^{(1-v_1)/2} - (1 - \alpha^*) \right\}, \tag{4}
\]

with \( a \land b = \min\{a, b\} \) and \( a \lor b = \max\{a, b\} \), and \( B \) is defined as in (2).

\(^2\)An expression for Value at Risk in the AST is given in Zhu and Galbraith 2009, but is not used in the present study.
Now consider estimation of the \( j \)-step-ahead forecast of the conditional ES; \( z_{t+j} = (r_{t+j} - m)/\sigma_{t+j} \) is assumed to be an AST random variable with zero mean and unit variance. Then based on the predicted values \( \hat{m}_{t+j|t} \), \( \hat{\sigma}_{t+j|t} \), \( \hat{\omega}_t = \omega(\hat{\beta}_t) \) and \( \hat{\delta}_t = \delta(\hat{\beta}_t) \), where \( \omega(\cdot) \) and \( \delta(\cdot) \) are defined in (10), we expect at time \( t \) that, conditional on the information available in period \( t \),

\[
\hat{Y}_{AST} \equiv \hat{\omega}_t + \hat{\delta}_t \left( r_{t+j} - \hat{m}_{t+j|t} \right) / \hat{\sigma}_{t+j|t}
\]

should approximately have a standard AST density with parameter \( \hat{\beta}_t \) if the model specification is correct. Therefore, the \( j \)-step-ahead forecast of the conditional ES can be estimated as follows:

\[
ES_{t+j|t}(q) \equiv E_t(r_{t+j} \mid r_{t+j} < q) = \hat{\omega}_{t+j|t} + \hat{\sigma}_{t+j|t} \left[ \frac{ES_{AST}(q_t; \hat{\beta}_t) - \hat{\omega}_t}{\delta_t} \right]
\]

where

\[
q_{t+j} = \hat{\omega}_t + \hat{\delta}_t \left[ q - \hat{m}_{t+j|t} / \hat{\sigma}_{t+j|t} \right].
\]

Note that, in the calculation of the conditional ES, we also need to give the expressions for \( ES_{AST}(q; \beta) \). That is, the downside risk is determined not only by the specification of the conditional mean and NGARCH equations, but also by the distributional choice for the innovations.

### 3 Models and data

In this section, we examine forecasts of the expected shortfall with GARCH-class models and compare performance with error distributions given by the usual Student-\( t \) (ST), the SST (skewed Student-\( t \) in which \( \nu_1 = \nu_2 \) is imposed in the AST), the AST with \( \alpha \) restricted to 1/2, and finally the general AST. Empirical evidence has indicated that daily (for example) financial return data continue to exhibit conditional tail-fatness even after allowing for the GARCH effect (see Bollerslev et al., 1992).

GARCH-class models have been widely and successfully used to model financial asset returns. In general, a return process \( r = \{ r_t \} \) is modeled as

\[
r_t = m_t + \sigma_t z_t, \tag{6}
\]

\(^3\)As noted by Andersen et al (2005), this representation is not entirely general as there could be higher-order conditional dependence in the innovations.
where, following standard usage, \(m_t\) and \(\sigma^2_t\) are the conditional mean and variance of \(r_t\) given the information set available at time \(t - 1\) (i.e., \(m_t = E_{t-1}(r_t)\) and \(\sigma^2_t = E_{t-1}(r_t - m_t)^2\)), and the \(z_t\) are i.i.d. innovations with zero mean and unit variance.

To capture a potential leverage effect, we adopt the non-linear asymmetric GARCH (NGARCH) structure of Engle and Ng (1993). The conditional distribution of the return process is modeled as having an AST distribution. For simplicity, we assume \(m_t = m\), for any \(t\); the return series \(r_t\) is an AST-NGARCH(1,1) process, \(r_t = m + \sigma_t z_t, \quad z_t \sim \text{i.i.d.AST}(0, 1)\), \(\sigma^2_t = b_0 + b_1 \sigma^2_{t-1} + b_2 (r_{t-1} - m - c \sigma_{t-1})^2\).

The parameter \(c\) in the NGARCH equation (7) captures the leverage effect; that is, a positive value of \(c\) gives rise to a negative correlation between the innovations in the asset return and its conditional volatility. The \(j\)-step-ahead forecast of \(\sigma^2_{t+j}\), denoted by \(\sigma^2_{t+j|t}\), is defined as \(\sigma^2_{t+j|t} = E_t(\sigma^2_{t+j})\):

\[
\sigma^2_{t+1|t} = b_0 + b_1 \sigma^2_t + b_2 (r_t - m - c \sigma_t)^2, \quad j \geq 2.
\]

We consider daily returns on the S&P500 composite index and several individual company stocks (Adobe Systems, Bank of America, JP Morgan, Johnson & Johnson, Merck, and Starbucks). The data sets end at December 31 2008; the beginning dates and numbers of observations are given in Table 5.  

### 3.1 Estimation and goodness of fit

The maximum likelihood estimate of the parameter vector \(\phi\), where \(\phi = (m, b_0, b_1, b_2, c, \alpha, \nu_1, \nu_2)\), is obtained by maximizing the log-likelihood function

\[
l_T(\phi; r) = \sum_{t=1}^{T} \left\{ \log \delta - \log \sigma_t + \log f_Y(\omega + \delta \frac{r_t - m}{\sigma_t}; \beta) \right\}, \quad (10)
\]

\[\delta = \sqrt{\frac{\nu_1}{\nu_2}} \quad \text{and} \quad \omega = \frac{\nu_1 - 1}{2 \nu_2}. \]
where \(f_Y(\cdot; \beta)\) is the standard AST density function with the distributional parameters \(\beta = (\alpha, v_1, v_2)'\), \(\omega \equiv \omega(\beta)\) and \(\delta \equiv \delta(\beta)\) denote the mean and standard deviation of \(f_Y(\cdot; \beta)\) respectively; they are given by

\[
E(Y) = 4 \left[ -\alpha^* v_1 K(v_1) + (1 - \alpha)(1 - \alpha^*) v_2 K(v_2) \right] \\
= 4B \left[ -\alpha^* v_1 + (1 - \alpha^*)^2 \frac{v_2}{v_2 - 1} \right], \quad (11)
\]

\[
Var(Y) = 4 \left[ \alpha^* v_1 + (1 - \alpha)(1 - \alpha^*) \frac{v_2}{v_2 - 2} \right] \\
-16B^2 \left[ -\alpha^* v_1 + (1 - \alpha^*)^2 \frac{v_2}{v_2 - 1} \right]^2, \quad (12)
\]

where \(K(\cdot)\) and \(B\) are defined in (1) and (2).  

To examine the significance of asymmetric behavior in the tails, we consider the AST and the nested distribution classes mentioned above: the AST with \(\alpha = 1/2\) to represent asymmetry arising only from different tail behavior, the SST (i.e. AST with \(v_1 = v_2\)), and the ST (i.e. AST with \(\alpha = 1/2\) and \(v_1 = v_2\)). The ML estimates of the parameters and their standard deviations for the S&P 500 index data are displayed in Table 1; for individual company stocks we report below a more limited set of results on fit and forecast performance.

### Table 1: Parameter estimates for AST-NGARCH(1,1) models

<table>
<thead>
<tr>
<th></th>
<th>(m)</th>
<th>(b_0)</th>
<th>(b_1)</th>
<th>(b_2)</th>
<th>(c)</th>
<th>(\alpha)</th>
<th>(v_1)</th>
<th>(v_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AST</td>
<td>.0214</td>
<td>.0096</td>
<td>.8763</td>
<td>.0592</td>
<td>1.011</td>
<td>.4989</td>
<td>6.36</td>
<td>15.98</td>
</tr>
<tr>
<td></td>
<td>(.0115)</td>
<td>(.0019)</td>
<td>(.0127)</td>
<td>(.0061)</td>
<td>(.1016)</td>
<td>(.0169)</td>
<td>(.9154)</td>
<td>(5.622)</td>
</tr>
<tr>
<td>AST, (\alpha=0.5)</td>
<td>.0212</td>
<td>.0096</td>
<td>.8762</td>
<td>.0592</td>
<td>1.011</td>
<td>.4989</td>
<td>6.40</td>
<td>15.73</td>
</tr>
<tr>
<td></td>
<td>(.0113)</td>
<td>(.0021)</td>
<td>(.0125)</td>
<td>(.0065)</td>
<td>(.0957)</td>
<td>(.0169)</td>
<td>(.6765)</td>
<td>(3.899)</td>
</tr>
<tr>
<td>SST</td>
<td>.0220</td>
<td>.0100</td>
<td>.8729</td>
<td>.0599</td>
<td>1.023</td>
<td>.532</td>
<td>8.50</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.0109)</td>
<td>(.0021)</td>
<td>(.0136)</td>
<td>(.0061)</td>
<td>(.0968)</td>
<td>(.0094)</td>
<td>(.9329)</td>
<td></td>
</tr>
<tr>
<td>ST</td>
<td>.0318</td>
<td>.0092</td>
<td>.8755</td>
<td>.0589</td>
<td>1.015</td>
<td>8.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.0108)</td>
<td>(.0020)</td>
<td>(.0132)</td>
<td>(.0064)</td>
<td>(.1002)</td>
<td>(.0092)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5 The ML estimation is implemented in Matlab 7 with the command ‘fmincon’ and initial value \(\phi_0 = (\text{mean}(r), b_0, 0.9, 0.05, 0, 0.5, 6, 6)\), where \(b_0\) is given by the sample variance of return data multiplied by \(1 - b_1 - b_2 = 0.05\).
Following Mittnik & Paolella (2003), we employ four criteria for comparing the goodness of fit of the candidate models. The first is the maximized log-likelihood value ($L$), which can be viewed as an overall measure of goodness of fit. The second and the third are the AICC (Hurvich & Tsai, 1989) and the SBC or SIC (Schwarz, 1978), which are given by

$$AICC = -2L + \frac{2T(k+1)}{T-k-2}, \quad SBC = -2L + \frac{k\log(T)}{T};$$  \hspace{1cm} (13)

$k$ denotes the number of estimated parameters and $T$ the number of observations. The fourth is the Anderson-Darling statistic (Anderson & Darling, 1952), defined as

$$AD = \sup_{-\infty<x<\infty} \sqrt{T} \frac{|F_T(x) - \hat{F}(x)|}{\sqrt{\hat{F}(x)(1 - \hat{F}(x))}},$$  \hspace{1cm} (14)

where $\hat{F}(x)$ denotes the estimated (parametric) cdf of the innovations, and $F_T(x)$ is the empirical cdf of (ex post) innovations, i.e., $F_T(x) = \ell/T$ if there are only $\ell$ ex post innovations $\hat{z}_t = (r_t - \hat{m})/\hat{\sigma}_t$ less than or equal to $x$.

The $AD$ statistic is a reasonable measure of the discrepancy or “distance” between the empirical cdf $F_T(x)$ and the hypothetical distribution $F(x)$; this statistic gives appropriate weight to the tails of the distribution so that it can be used to measure goodness of fit in the tails. In our applications, since the innovations are assumed to have zero mean and unit variance, the estimated cdf of the innovations, $\hat{F}(x)$ in (14), can be expressed as $\hat{F}(x) = F_Y(\hat{\omega} + \hat{\delta}x; \hat{\beta})$, where $F_Y(\cdot; \beta)$ is the cdf of the standard AST with $\beta = (\alpha, \nu_1, \nu_2)^T$, $\hat{\beta}$ is the ML estimate of $\beta$, and $\hat{\omega}$ and $\hat{\delta}$ are given by $\hat{\omega} = \omega(\hat{\beta})$ and $\hat{\delta} = \delta(\hat{\beta})$, which are, respectively, the estimated mean and standard deviation of $F_Y(\cdot; \beta)$. For simplicity we compute the $AD$ statistic as follows:

$$AD = \max_j AD_j, \quad AD_j = \sqrt{T} \frac{|F_T(\hat{z}_{j,T}) - \hat{F}(\hat{z}_{j,T})|}{\sqrt{\hat{F}(\hat{z}_{j,T})(1 - \hat{F}(\hat{z}_{j,T}))}},$$  \hspace{1cm} (15)

where $\{\hat{z}_{j,T}\}_{j=1}^T$ are the sorted (in ascending order) ex post innovations, so $F_T(\hat{z}_{j,T}) = j/T$. 
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Table 2: Goodness-of-fit measures for the AST-NGARCH(1,1) models

<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>AICC</th>
<th>SBC</th>
<th>AD</th>
</tr>
</thead>
<tbody>
<tr>
<td>AST</td>
<td>-6208.6</td>
<td>12435</td>
<td>12417</td>
<td>2.68</td>
</tr>
<tr>
<td>AST, $\alpha = 0.5$</td>
<td>-6208.6</td>
<td>12433</td>
<td>12417</td>
<td>2.71</td>
</tr>
<tr>
<td>SST</td>
<td>-6212.2</td>
<td>12440</td>
<td>12424</td>
<td>4.97</td>
</tr>
<tr>
<td>ST</td>
<td>-6217.2</td>
<td>12448</td>
<td>12434</td>
<td>5.95</td>
</tr>
</tbody>
</table>

Table 2 displays the four measures of goodness-of-fit for the estimated AST-NGARCH(1,1) models on S&P 500 index data; for individual companies, Table 4 below reports the model ranked best by each measure. For the S&P 500, the AD statistic ranks the distribution with full asymmetry as the best; by SBIC full asymmetry and the restriction to $\alpha = 1/2$ are equivalent to five significant digits; the AICC selects the restricted version. No criterion selects the SST or ST. The LR test, $LR = 2(L_u - L^*)$, where $L_u$ and $L^*$ are respectively unrestricted and restricted log-likelihood values, does not reject $\alpha = 1/2$, but does reject the restriction to one tail parameter rather than two.

For individual company data, the general AST again tends to be selected, but there are two cases in which the AICC is the same (to four significant digits) for general AST and SST, and there are two cases in which SST is selected by one of the other criteria. While $\alpha = 1/2$ is not rejected on the S&P 500 data, the restriction is typically rejected in the individual company data (for brevity we do not report all results for individual company data, but we give a summary in Table 4).

4 Prediction performance for downside risk

To predict the downside risk in the period $t + j$ ($j = 1, 2, 3, ...$) using the information available in period $t$, we must give a $j$-step-ahead forecast of the conditional distribution of returns $r_{t+j}$, $\hat{F}_{t+j|t}(r_{t+j})$. We can express the expected shortfall measure of predictive downside risk as follows: conditional on a return lower than $q$ after $j$ periods, the expected return will be $ES_{t+j|t}(q)$. Given models specified in (6) and (7), the conditional distribution
is time-varying only due to the time-varying conditional mean and variance. Therefore forecasting the conditional distribution amounts to estimating the parameters of the model using the data available at time \( t \), and then forecasting the conditional mean \( (m_{t+j}) \) and variance \( (\sigma^2_{t+j}) \) of \( r_{t+j} \). Denote the time-\( t \) ML estimates of these parameters by \( (\hat{m}_t, \hat{b}_{0t}, \hat{b}_{1t}, \hat{b}_{2t}, \hat{c}_t, \hat{\beta}_t^t) \) and the estimates of the \( j \)-step-ahead forecasts of \( m_{t+j} \) and \( \sigma^2_{t+j} \) by \( \hat{m}_{t+j|t} \) and \( \hat{\sigma}^2_{t+j|t} \), respectively. Then, \( \hat{m}_{t+j|t} = \hat{m}_t \) for any \( j \), and \( \hat{\sigma}^2_{t+j|t} \) is obtained by substituting the estimated parameters into (8) and (9),

\[
\hat{\sigma}^2_{t+1|t} = \hat{b}_{0t} + \hat{b}_{1t}\hat{\sigma}^2_t + \hat{b}_{2t}(r_t - \hat{m}_t - \hat{c}_t\hat{\sigma}_t)^2, \\
\hat{\sigma}^2_{t+j|t} = \hat{b}_{0t} + \left[ \hat{b}_{1t} + \hat{b}_{2t}(1 + \hat{c}_t^2) \right] \hat{\sigma}^2_{t+j-1|t}, \quad j \geq 2.
\]

To check predictive performance out-of-sample, we split the sample of S&P index data, retaining in this case \( N = 2000 \) points for out-of-sample evaluation.\(^6\) We then recursively evaluate \( ES_{t+j|t}(q) \), \( N = 2000 \leq t \leq T - j \), for one and five steps ahead: \( j = 1, 5 \). We set the threshold (loss) returns \( q = -1.2\%, -1\%, -0.8\%, -0.6\% \). For each of \( (j, q) \), if the model is correctly specified we expect the average of the observed \( r_{t+j} \)-values \( (r_{N+j}, ..., r_T) \) less than \( q \) should be approximately equal to the \( ES_{t+j|t}(q) \) predicted by the model. If the observed expected shortfall

\[
\hat{ES}_j(q) \equiv \frac{1}{J} \sum_{t=N}^{T-j} r_{t+j} 1\{r_{t+j} < q\}, \text{ where } J = \sum_{t=N}^{T-j} 1\{r_{t+j} < q\} \quad (16)
\]

is lower (higher) than the average predictive ES,

\[
\hat{ES}_j^M(q) \equiv \frac{1}{J} \sum_{t=N}^{T-j} ES_{t+j|t}(q) 1\{r_{t+j} < q\}, \quad (17)
\]

then the model tends to underestimate (overestimate) the risk. This is measured by the mean error, \( ME_j(q) \equiv \hat{ES}_j^M(q) - \hat{ES}_j(q) \). Another important measure of predictive out-of-sample performance is the mean absolute error

\[
MAE_j(q) \equiv \frac{1}{J} \sum_{t=N}^{T-j} \left| ES_{t+j|t}(q) - \hat{ES}_j(q) \right| 1\{r_{t+j} < q\}. \quad (18)
\]

\(^6\)For individual company data, we use half of the sample for out-of-sample evaluation to a maximum of 3000 data points, so that \( N \) is the minimum of \( T/2 \) and 3000.
Table 3 shows the predictive performance for the expected shortfall risk on the S&P 500 data; the entries in the table are the mean errors $100\, ME_j(q)$ and the mean absolute errors $100\, MAE_j(q)$ of the expected shortfall predictions for one and five steps ahead.

From the mean errors $ME_j$, we see that the AST-type models tend to overestimate the risk (have a negative mean error) for larger loss thresholds ($q = -1.2\%, -1\%$), but show mean errors close to zero for the smaller thresholds ($q = -0.8\%, -0.6\%$). The SST- and ST-type models tend to overestimate risk for larger threshold losses, and to underestimate for small thresholds. By the mean absolute errors $MAE_j$, the AST models are uniformly and significantly better than the SST and ST models; the full AST specification is the best choice in each case.

<table>
<thead>
<tr>
<th>$q$</th>
<th>$j = 1$</th>
<th>$j = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ME,MAE</td>
<td>ME,MAE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AST</td>
<td>-.0869, .3673</td>
<td>-.0233, .3675</td>
</tr>
<tr>
<td>AST, $\alpha=0.5$</td>
<td>-.0835, .3766</td>
<td>-.0279, .3720</td>
</tr>
<tr>
<td>SST</td>
<td>-.0464, .3949</td>
<td>-.0041, .3823</td>
</tr>
<tr>
<td>ST</td>
<td>-.0150, .3933</td>
<td>.0229, .3805</td>
</tr>
<tr>
<td>AST</td>
<td>-.0798, .3623</td>
<td>-.0215, .3564</td>
</tr>
<tr>
<td>AST, $\alpha=0.5$</td>
<td>-.0760, .3717</td>
<td>-.0262, .3604</td>
</tr>
<tr>
<td>SST</td>
<td>-.0376, .3905</td>
<td>-.0014, .3707</td>
</tr>
<tr>
<td>ST</td>
<td>-.0056, .3896</td>
<td>.0264, .3688</td>
</tr>
</tbody>
</table>

For each of the six individual companies, the best-performing model in 1-step and 5-step forecasts is recorded in Table 4 (the results are shown as the

---

Note: The entries are the mean errors $ME_j(q) = \hat{ES}_j^M(q) - \hat{ES}_j(q)$ and the mean absolute errors $MAE_j(q)$ defined in (18), multiplied by 100, for the threshold losses (negative returns) $q = -1.2\%, -1\%, -0.8\%, -0.6\%$ and $j = 1, 5$. 

---
1% threshold, but give the same best-performing model at each of the other thresholds examined as well). The general AST gives the best performance in four of six cases, whereas the plain Student-\(t\) performs best in two of six.

Thus both by measures of fit and by forecasting performance for this important measure of downside risk, the AST class of distributions appears to offer the potential to provide useful improvements in model performance.

5 Concluding remarks

Useful measures of downside risk must reflect the potential for extreme outcomes, but measuring and forecasting such risk for financial assets is challenging because of the asymmetry and heavy-tailedness of return distributions. Nonetheless, a great deal of progress has recently been made in treating these features more realistically, with attendant improvements in forecasting power for downside risk measures.

The present paper has attempted further progress on this research program. Using an asymmetric Student-\(t\) distribution with separate parameters to control skewness and the thickness of each tail, we have greater flexibility to use information in a large sample of data, and in particular to avoid constraining the left and right tails to have the same thickness. In doing so we can obtain better estimates of the thickness of the left tail, with attendant potential improvements in forecasting power for risk of loss, measured here by the expected shortfall.

This potential seems to be realizable on available samples of financial return data. Nonlinear, asymmetric GARCH models in which standardized innovations are modeled as arising from the generalized asymmetric Student-\(t\) distribution often, though not always, show improvements in both fit and forecasting power relative to those with more restricted specifications of the distribution of standardized innovations. Whether these improvements would also be visible in asset return series where asymmetry seems to be less important, such as some exchange rate series, remains to be seen.
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Table 4: Preferred model by various criteria

<table>
<thead>
<tr>
<th>Data series</th>
<th>AICC</th>
<th>SBC</th>
<th>AD</th>
<th>$MAE_{-1%,j=1}$</th>
<th>$MAE_{-1%,j=5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S&amp;P 500 composite</td>
<td>B</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>Adobe Systems</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>Bank of America</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>Johnson &amp; Johnson</td>
<td>A/C</td>
<td>A</td>
<td>C</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>JP Morgan</td>
<td>A/C</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>Merck</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>Starbucks</td>
<td>A</td>
<td>C</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
</tbody>
</table>

Model labels:

A: General AST errors
B: AST errors with $\alpha = 0.5$
C: skewed Student-t (SST) errors
D: standard Student-t (ST) errors
### Table 5: List of data samples

<table>
<thead>
<tr>
<th>Company or index</th>
<th>beginning date</th>
<th>end date</th>
<th>no. obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>S&amp;P 500 composite</td>
<td>1990.01.02</td>
<td>2008.12.31</td>
<td>4791</td>
</tr>
<tr>
<td>Adobe Systems</td>
<td>1986.08.14</td>
<td>2008.12.31</td>
<td>5646</td>
</tr>
<tr>
<td>Bank of America</td>
<td>1982.03.19</td>
<td>2008.12.31</td>
<td>6760</td>
</tr>
<tr>
<td>Johnson&amp;Johnson</td>
<td>1961.01.03</td>
<td>2008.12.31</td>
<td>12082</td>
</tr>
<tr>
<td>JP Morgan</td>
<td>1969.03.06</td>
<td>2008.12.31</td>
<td>10052</td>
</tr>
<tr>
<td>Merck</td>
<td>1949.05.04</td>
<td>2008.12.31</td>
<td>15950</td>
</tr>
<tr>
<td>Starbucks</td>
<td>1992.06.29</td>
<td>2008.12.31</td>
<td>4161</td>
</tr>
</tbody>
</table>
Figure 1
AST densities for various parameter values
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