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ABSTRACT

Recent years have seen a significant improvement in the economic
performance of some African countries. The resulting increased dispersion in
income levels across Africa, combined with the pertinence of detecting
regional role models renders an intra-African analysis more attractive. In this
paper I estimate the respective contribution of institutions, geography, and
policies in determining income levels in sub-Saharan Africa. I find that
income per capita in this region can be explained to a large extent with a few
variables: quality of economic institutions, trade, population density in the 19"
century, investment, mineral resources, and a dummy variable for small island
nations. Contrary to other regions in the world, some policy variables remain
significant after controlling for institutions in Africa. Measures of geography
(climate, disease ecology, rainfall) have no direct effect on income levels once

institutional quality is controlled for.



1. INTRODUCTION AND HISTORICAL OVERVIEW

The poor economic performance of sub-Saharan Africa (SSA) since the
1970’s has received considerable attention in recent literature on economic
development. Most growth regressions employed in literature use a near-
global sample of countries and impose the same specification for all regions
save for the inclusion of regional dummies as level or interaction effects (Paul
Collier and Jan Willem Gunning, 1999a). These regional dummies (in this
case an Africa dummy) are at times statistically significant and negative:
although African slow growth can be explained to some extent with a few
variables measuring environment and institutions, the Africa dummy
remained often significant. This clearly suggests a hitherto not captured
element specific to African countries. Accordingly, scholars examined
alternative specifications with the purpose to eliminate the importance of the
Africa dummyl. However, this debate has not, as yet, reached conclusive
results and the factors behind the Africa dummy (usually negative) remain
elusive in much of the current research. Collier and Gunning (1999a) provide
an alternative explanation: it is possible that the persistence of a significant
Africa dummy in the regressions is attributable to inadequate proxies for the
main impediments to growth (high risk, inadequate social capital, and

inadequate infrastructure), which are particularly severe problems in Africa.

One limitation of this identification strategy consists of considering sub-
Saharan Africa as a homogeneous block of countries with under-performing
economies. In reality, disparities in income levels within Africa are vast and
recent years have seen a significant improvement in the economic
performance of the continent’. A few African countries have started to grow

very fast, while others descended into social and economic chaos. The result is

' For example, Sachs and Warner (1997) find a significant “tropics” variable thereby causing the Africa
dummy to become insignificant.
? See table A3.



greater dispersion among countries. For that reason, an intra-African analysis
is today more pertinent than it could possibly have been fifteen years ago.

In this paper, I will review previously proposed growth determinants in a
sample restricted to African countries that allows for investigating possible
heterogeneity in explanatory factors. Idiosyncratic risk, particular to Africa
and not replicated in other developing regions, is best identified in a sample
restricted to Africa. Additionally, the detection of regional role models might
induce significant demonstration effects in the rest of the continent. Within-
continent models may be important because the information is both closer to

hand and more evidently pertinent (Collier and Gunning, 1999b).

Several recent cross-country analyses of economic growth, although not
always specifically targeted at African countries, present conclusions that help
explain Africa’s poor economic performance. There are essentially two
different views for explaining different development outcomes in the long run:
geography and institutions. Both groups are here considered in a broad sense.
Accordingly, the geography strand includes location, climate, ecology, and
even specific precipitation/rainfall variables, while the institutions view is
regarded as including explanations coming from literature on such diverse
topics as economic and political institutions, policies, relative inequality and

even armed conflicts.

Sachs and Warner (1997) refer to the importance of poor economic policies in
Africa (particularly the lack of openness to international markets) and add
geographical factors such as tropical climate and lack of access to seaports as
having also contributed to Africa’s slow growth. Sachs (2001) sums up the
numerous ways in which physical geography might have contributed to the
income gap between tropical and temperate regions. This essay discusses the
importance of production technologies in the tropics lagging behind temperate

zone technology in the critical areas of agriculture and health, and the



difficulty in mobilizing energy resources in tropical economies. A subsequent
paper (Sachs, 2003) shows that geographical and ecological variables (in this
case malaria transmission) have a direct effect on income levels even after
controlling for institutional quality.

A general decline in rainfall in sub-Saharan Africa in the latter half of the 20"
century has also received some attention in the literature. Barrios et al. (2003)
explore this avenue empirically in an economic growth framework and find
that this decline of rainfall can be imputed with between 13% and 36% of the

income gap of Africa relative to other developing countries.

The explanations advanced by the institutions view are necessarily
heterogeneous due to broad definition of institutions herein considered.

Mauro (1995) finds that corruption lowers investment, thereby lowering
economic growth (an index of ethnolinguistic fractionalization, henceforth
ELF, is used as an instrument for corruption). ELF is highly correlated with
corruption and other institutional variables and the author assumes that ELF is
exogenous to economic variables. A related finding is that corrupt, unstable
governments invest less on education: it is possible that education expenditure
provides less corruption opportunities (Mauro, 1993).

A different strand of the literature links ELF to poor growth and public goods
outcomes. Easterly and Levine (1997) report that ethnic diversity helps
explain cross-country differences in public policies, political stability, and
other economic indicators. The authors argue that Africa’s low growth record
is associated with low schooling, political instability, underdeveloped
financial systems, distorted foreign exchange markets, high government
deficits, and insufficient markets. ELF is suggested to help explain a
significant part of Africa’s poor performance in these proximate causes for
economic growth. More recently, Alesina and La Ferrara (2004) contributed
considerably to the flourishing ELF literature. Apart from resolving problems

involved with correctly measuring ELF, they find evidence that ELF has more
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negative effects at lower levels of income, and less negative effects in
democracies. This negative effect is partly channelled through public goods,
as social planners tend to choose smaller provision of public goods in the
presence of a larger number of ethnic groups.

Elbadawi and Sambanis (2000) argue that ELF is less responsible for Africa’s
civil wars than previously assumed. They find that political instability in
Africa is mostly due to high levels of poverty (reducing the opportunity cost
of rebel labour), failed political institutions (ethnic groups might not feel
adequately represented at national level), and economic dependence on natural
resources (increasing the incentive for loot-seeking). Interestingly, the authors
suggest that ELF and natural resource dependence might work as threshold
variables: up to a point natural resources add to the incentive for loot-seeking,
passing this point provide sufficient resources for the government to set up
capable security forces and to buy support. The same reasoning holds for the
ELF variable, as it is easier to start and support rebellions in polarized
societies (with ELF indices around 0.5) than in highly fragmented societies
(with ELF indices closer to 1) where it is certainly easier for the government
to divide them’.

This argument has remarkable implications since polarized societies are much
more frequent in the Americas than in Africa. Typically, Latin American
societies are polarized into two main ethnic groups: Europeans/Africans in
Brazil and the Caribbean, and Europeans/Amerindians in much of remaining
Latin America. In comparison, African societies tend to be much more
fragmented into numerous “tribes” with a median ELF index of 0.71 for sub-
Saharan Africa.

Barro (1999) and Easterly (2000) discuss the effects of relative income
inequality on economic growth. Barro (1999) finds that higher inequality
tends to retard growth in poor countries. Among the advanced explanations

for this causality, credit-market imperfections (the poor have limited access to

3 See figure 1.1.



credit) and socio-political unrest (disruptive activities in general cause
uncertainty and non-productive efforts such as criminal activities and
defensive efforts) seem particularly pertinent for a study on African economic
performance. A related line of research is found in Easterly (2000). He finds
econometric evidence that supports the Engerman and Sokoloff (1997) thesis
that tropical commodity exporters are more unequal than other societies, and
concludes that a high share of income for the middle classes and relatively

low ethnic polarization distinguishes economic success stories from failures.

Finally, some authors prefer to emphasize institutions as an encompassing
framework instead of focusing on more specific institutional factors (e.g.
corruption). It is impossible to be exhaustive when referring to research on the
link between institutions and economic development, so here I refer two
recent papers that add to this subject: Acemoglu et al. (2004) argue that factor
endowments may have affected growth outcomes indirectly through
institutions, as colonial powers set up different sets of institutions according to
local characteristics regarding climate and disease environment. According to
their thesis, institutions that encourage economic growth emerge when
political institutions allocate power to groups with interests in broad-based
property rights enforcement, when they create constraints on power-holders,
and when there are relatively few rents to be captured by those who hold the
political power.

Levine (2005) also focuses on the importance of secure property rights and
presents two different views that help explain why property rights differ
greatly among different countries: legal traditions and factor endowments. He
concludes that the law view and the endowments hypothesis are not
contradictory and that indeed both are statistically significant when used
simultaneously.

Perhaps the most comprehensive review of Africa’s problems is available in

Collier and Gunning (1999b) and Collier and Gunning (1999a). The authors



go over the existing literature and identify four factors as being particularly
important: the lack of openness to international trade; a high-risk

environment; a low level of social capital; and poor infrastructure.

It is in this framework that the present paper proposes to add to the research
on African development. Contrary to popular belief, income differences
among African nations are not smaller than in other continents and this
provides the starting point for this paper. To my knowledge, this is the first
time that econometric analysis is conducted with a sample that is deliberately
restricted to sub-Saharan African countries in order to identify the specific
degrees of influence that explanatory factors have in this region.

For that purpose, the paper is structured as follows. The next section discusses
African economic performance in space and time. Section 3 presents the data
and descriptive statistics. The results of my level regression analysis are given

in section 4 and section 5 concludes.

2. ECONOMIC PERFORMANCE IN AFRICA

Prior to 1885 the colonization of Africa by European powers had been nearly
impossible. In the early 19" century, European presence in the African
mainland was restricted to the Capeland (Dutch/British); Bathurst, Freetown,
and Accra (British); Senegambia (French); and Angola and Mozambique
(Portuguese). With the exception of Capeland, this European presence was
confined to coastal bases or narrow coastal strips. The reasons for Africa’s
immunity to European overseas power projection were primarily geographical
(very high European mortality rates owing to tropical diseases) and
demographic (the demographic imbalance favouring native populations could
not be offset with the military technology of the day). Improved disease

control and new military technology (magazine rifles, maxim gun) changed



the power balance dramatically in the latter half of the 19" century and led to
the partition of much of Africa in the Congress of Berlin (1884-5).

African agriculture had developed very slowly in the centuries running up to
the 19" century. This is mostly due to low-yielding crops and relative absence
of mammals suitable for domestication in SSA. As big and domesticated
mammals are important for food production and animal traction, their
inexistence in SSA resulted in larger reliance on human slavery for transport
duties on the continent. Tropical Africa formed a formidable barrier to the
propagation of crops and livestock from Europe/Asia into more temperate
regions of Southern Africa. Diamond (1997) presents an excellent overview of
the geographical factors that impeded faster agricultural productivity growth
in pre-20™ century Africa. Subsequent European colonization gradually
removed some of the constraints that African agriculture had previously faced.
This is particularly the case of new livestock and crops, but also the
monopolization of violence by the colonial state resulting in widespread
pacification across SSA.

Thus, the experience of previous centuries in Africa seems to be of limited
relevance for explaining present day differences in economic performance
among African nations (Collier and Gunning, 1999b). This situation contrasts
with the history of the western hemisphere, where massive demographic shifts
from the 16™ century onwards shaped the American nations of today and
explain to a large extent differential economic performance in the Americas”.
The earliest available estimates on income levels in sub-Saharan Africa come
from Maddison (2003). His estimates for 1950 GDP per capita in Africa show
a coefficient of correlation of 0.43 with 2003 data on income levels for the
same countries. Therefore, present-day differences economic performance are
to a large extent the result of developments in the 20" century, with the first

half of the century (colonization) carrying less weight than the latter half

4 See for example Engerman and Sokoloff (1997).



(post-independence) in explaining current economic performance. Dispersion
of income levels in African countries has increased markedly since 1950.

The wealthiest countries in Africa in 1950 were southern African (South
Africa, Namibia), small island nations (Mauritius, Seychelles), or otherwise
oil producing with a relatively small population (Gabon)’. This trend persists
to the present: in 2003, the countries with highest per capita income levels
were situated in Southern Africa (South Africa, Botswana, Namibia,
Swaziland), small island states (Mauritius, Seychelles, Cape Verde), or
combined significant oil production with low population (Equatorial Guinea,
Gabon).

Less obvious are the common denominators for Africa’s poorest nations in
1950: Botswana, Lesotho, Guinea, Guinea-Bissau, Burundi, Malawi, and
Ethiopia (including Eritrea). No clear trend is visible as these countries differ
widely in size, location and colonizing entity. Regarding income levels in
2003, two new and post-colonial explanatory factors for poor economic
performance emerge: armed conflicts and poor policies. Among the seven
poorest countries, five were particularly affected by wars of different nature:
Ethiopia, Guinea-Bissau, Democratic Republic of the Congo (henceforth DR
Congo), Burundi, and Sierra Leone. The two remaining countries, Tanzania
and Malawi, although generally peaceful, are well known for persistently poor
economic policies (poor macroeconomic environment, socialism, etc.’).
Individually, Botswana’s extraordinary performance in the period 1950-1990
with an average annual increase in GDP per capita of 10% should be
highlighted. Unparalleled are the growth rates in Equatorial Guinea over the
1996-2004 period (with an average annual growth rate in GDP per capita of
39.3%). Equatorial Guinea’s growth rates are a direct result of coupling
significant oil revenues with a relatively small population. Other countries that

did particularly well include Swaziland (9.3% per annum) and Guinea-Bissau

® See table A3.
% See for example Collier and Gunning (1999a).
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(8.9%) in the period to 1973, and the small island nations of Cape Verde
(7.8%) and Mauritius (5.5%) during the 1970’s and 1980’s. Since 1996 the
highest growth rates in sub-Saharan Africa were observed for Equatorial
Guinea, Mozambique (6.4% per annum), and Chad (5.7%). The latter recently
joined the restricted group of oil producing African countries, while
Mozambique is converging to pre-1973 levels of income following two dismal
decades characterized by civil war and poor economic policies.

African economic performance was generally much more encouraging up to
the early 1970’s. Indeed, only four countries registered a decline in income
levels during the 1950-1973 period: Niger (-0.4% per annum), Chad (-0.4%),
Sudan (-0.2%), and Benin (-0.1%). These countries are situated in, or in the
vicinity of, the Sahel region. At first glance, this seems to support the rainfall
hypothesis, as the Sahel region was the worst hit by the generalized lack of
rainfall in the second half of the 20" century. However, a more careful
examination shows that rainfall started to decline only in the 1970’s and was
more pronounced in the western Sahel region (Mauritania, Senegal, The
Gambia) than in these particular countries’. All four countries had more
precipitation in the period 1950-1970 than in the previous half century, in
accordance with the wider African trend of particularly high levels of
precipitation in the 1950’s and 1960’s. Consequently, the relative and absolute
economic decline of these four countries preceded the climatic change.

The two decades starting in the mid-1970’s witnessed a completely different
outlook as economic regress became much more widespread. Income levels
fell in 29 out of 47 African countries in our sample. Of all countries, the most
dramatic drops were observed for Angola (-2.9% per annum), Mozambique (-
2.4%), and former Zaire (-2.2%). As a result, by 1990 the GDP per capita for
Angola was about half of its 1973 level. Although African growth rates have

recovered in recent years, the economic decline persisted for some African

" For data on precipitation levels, see Barrios et al. (2003).
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countries. The worst hit countries in 1996-2004 are: Guinea-Bissau (-4.8% per
annum), Zimbabwe (-3.7%), and DR Congo (-3.3%).

What do these countries have in common? It is manifest that these countries
suffered from poor economic policies (almost all), civil war (Angola,
Mozambique, DR Congo), and/or persistent political instability with a strong
negative impact on economic activity (Guinea-Bissau). Additionally, some of
these countries lost most of their European or Asian populations, which until
then had contributed considerably to their relative prosperity (Angola,

Mozambique, Zimbabwe).

Table A4 offers a different perspective on economic performance in Africa.
Panel A presents aggregate data for African sub-regions, whereas panel B
clusters the countries in accordance with the nationality of the colonizer. This
exercise might be useful as it permits some insight into the “horserace”
between natural endowments and legal origin. Several authors conducted
research on the relative merits of the law view and the endowments hypothesis
for explaining development in the long run®.

Panel A shows that only two groups of African countries stand out from the
crowd: Southern Africa and the small island nations. The latter exhibit higher
income levels than the rest of the continent and the gap has been increasing
steadily since the 1970’s. This group combines countries that successfully
invested in service industries (Mauritius, Seychelles, Cape Verde) with oil
producing countries (particularly Equatorial Guinea). So far and from this
group, only Sdo Tomé and Principe and the Comoro islands have failed to
follow this path.

Southern Africa had in the period 1950-90 income levels that approximately
doubled the African average. The 2003 data, from a different source, shows an
even wider income gap. Although South Africa carries much weight in

explaining this regional difference, it is by no means the only country in the

¥ For a recent paper on this subject, see Levine (2005).
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region with a GDP per capita significantly above average African income
levels. Indeed, at any moment since 1950 most Southern African countries
had income levels above the median African GDP per capita. The 1950 data
show that Southern African relative prosperity had been mostly confined to
South Africa and Namibia, and to a lesser extent to Angola and Mozambique,
yet this region includes several small countries that achieved very high growth
rates over sustained periods (Botswana, Swaziland, Lesotho). In fact, by 2003
only landlocked Zambia and Malawi were relatively poor by African
standards.

As for the rest of the continent, the narrow range is remarkable, with income
levels in 2003 ranging from 1051$ in Eastern Africa to 1258% in Western
Africa. It is worth mentioning that the Sahel Region as a whole is the only one
to escape the general trend of declining income levels in the 1973-90 period.
This is the more surprising considering that this region was the worst hit by
the relative drought of the 1970’s and 1980’s. In fact, this region was the
worst performing in the period 1950-73 characterized by abundant rainfall.
Conversely, Eastern Africa has been persistently the poorest part of Africa.
One possible explanation here advanced is that this region combines unusually
low natural resource endowments with large populations.

It is impossible to dissociate SSA’s economic fortunes from those of its most
populous country, Nigeria. The broader African trends are replicated and even
amplified in Nigeria: fast growth in the period to 1973, economic regression
in the 1970’s and 1980’s, and moderate growth since. As a result, Nigerian
GDP per capita fell below the median African income level in 2003. However,
it should be noted that the 2003 estimates use a different source, and as such
are not directly comparable to the historical statistics as estimates from
different origins vary considerably. This note of caution is particularly

pertinent in the case of estimates for African countries.
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Panel B shows the same countries in the same periods, but now grouped
according to the identity of the colonizer. The control group “Other” includes
countries that were never colonized (Liberia, Ethiopia, Eritrea), countries that
were the single SSA colony of a European power (Equatorial Guinea was a
Spanish colony), and countries where the identity of the colonizer is not
obvious (South Africa, Somalia, Namibia, Cameroon). This control group,
strongly influenced by South Africa’s economy, is by far the most prosperous.
The gap in income levels is clearly evident with the 2003 data, although the
historical data exhibits a much more mitigated disparity, particularly before
1990.

Remarkable is the similarity between English and French speaking countries.
Throughout all the second half of the 20™ century, the difference in GDP per
capita between these two groups of countries never reached 10%. By 2003,
both groups of countries diverged by less than 1% in their income levels.

The Portuguese speaking countries exhibit relatively high levels of income
since 1950. The exception is the period 1973-90 when civil war, poor policies,
and the exodus of European populations caused strong economic contraction
in Angola and Mozambique. This result does not necessarily mean that
Portuguese colonial authorities were more competent than others at promoting
economic growth. Rather, it is likely the result of the bulk of Portuguese
colonization in Africa being situated in economically more viable Southern
Africa (94% of Portuguese speaking African populations are concentrated in
Angola and Mozambique).

Former Belgian colonies are persistently poorer than other African countries.
However, with only three countries in this group it is difficult to reach
substantive conclusions and the relatively benign economic outlook of
present-day Rwanda confirms that having been colonized by Belgium was not
necessarily a curse.

This survey suggests that there is little evidence that the entity of the

colonizer, or for that matter the origin of the legal system, significantly

14



impacts the economic performance of African nations. On the other hand, it is
possible that others forces (geographical factors, location, disease ecology)
mask the role played by colonial administrations. Consequently, the entity of
the colonizer will be included as control variables in section four.

On the whole, the picture that emerges is that in the period to 1950 location
was important. Only small islands and coastal Southern Africa exhibit
systematically higher income levels. Landlocked Southern African countries
(Malawi, Zambia) were comparatively poorer. In the second half of the 20"
century peace (or the lack thereof) and policies became increasingly

important, as these could not be assured any longer by the colonial state.

3. THE DATA AND DESCRIPTIVE STATISTICS

Appendix A contains the data on the variables used in this paper. Table Al
presents the complete list of variables used, together with their respective
definitions and sources, while the descriptive statistics for the same variables

can be seen in table A2.

Tables A3 to A7 present new data specifically constructed for this paper.
Tables A3 and A4, already discussed in the previous section, present data on
GDP per head for countries presented individually or grouped according to
geographical or historical attributes. Although it is normal that GDP estimates
from different sources vary, nowhere are the discrepancies more felt than in
SSA. This is particularly notorious for Guinea and Congo, to name just two
examples. Most alternative GDP data (IMF, 2001 data from Maddison (2003),
2000 data from the World Penn Tables) show that Congo has relatively high
levels of income for African standards. On the contrary, the IMF and
Maddison (2003) coincide in considering Guinea relatively poor whilst the

Human Development Report 2005 and the World Penn Tables advance
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estimates that are well above the African median country. These discrepancies
point to considerable error in the variable for GDP estimates.

Table A5 presents data on rainfall levels from Barrios et al. (2003). This time
series data on the average annual rainfall for 289 states, islands, and territories
is taken from (IPCC Intergovernmental Panel on Climate Change, 2001).
Shown is the variation in precipitation in the decades since 1950, with all
precipitation levels being compared to average rainfall levels in the period
1900-1949. The data is obtained by calculating the variation for individual
countries and subsequently computing the regional averages. The relatively
“wet” decades of 1950 to 1970 are clearly visible in the first two columns.
The climatic outlook altered significantly in the 1970’s for the Sahel Region
and Western Africa. These two regions suffered from considerably lower
levels of rainfall in most of the 1970-1998 period. This general decline of
rainfall is more recent in Southern Africa and simply inexistent in Central and
Eastern Africa. The regression analysis uses the estimates obtained for the

1970-1998 period, visible in the last column.

Considering the importance of armed conflicts for explaining Africa’s poor
economic performance, an updated variable that measures these conflicts is
clearly needed. Unfortunately, even the recent literature presents data on
length and intensity of conflicts that refers to the late 1990’s at best. For
example, Murdoch and Sandler (2002) present time varying (quinquennial)
data on the number of years of civil wars for the 1955-1990 period. This data
is not appropriate for level regressions that have GDP per capita in 2003 as the
response variable. Accordingly, table A6 presents a new effort at measuring
the number of years of armed conflicts between 1990 and 2003. Low-intensity
conflicts, or regionally limited conflicts, without significant nationwide
economic impact were not included (Ghana, Kenya, Mali, Namibia, and
Nigeria). The first column presents the countries considered in Collier and

Gunning (1999a) to have had civil wars in the 1990’s (prior to 1998). The
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second column presents estimates based on information from Kinder and
Hilgemann (2003), while the third column presents estimates based on
information from the Peace Pledge Union. Naturally, different authors might
characterize the very same conflict using different criteria and thus reach
different conclusions. Therefore, when these two sources differ the mean was
adopted as estimate for the length of the conflict. According to these new
estimates, the countries that are most affected by recent armed conflicts are:

Sudan, Angola, Sierra Leone, Niger, and Liberia.

Finally, table A7 presents estimates on the fraction of the population that is
European or from European descent. Several authors find that these
populations might have impacted economic development (Acemoglu et al.,
2001; Vaz Silva, 2005). Additionally, table A4 shows that Southern Africa has
substantially higher income levels than other African regions. It is possible
that this difference might be partially explained with more significant
European settlements in this region. In order to examine this hypothesis,
European settlements is included as additional control variable. Following the
methodology and reasoning adopted in Vaz Silva (2004), the highest fraction
of the population from European descent was adopted as opposed to the
fraction on a particular moment in time. This approach seems reasonable since
it allows for a more accurate measurement of the impact European settlements
had on institutions and economic performance. Even if European populations
left the ex-colonys, it is likely that their presence had some long-lasting effects
in the country.

On the whole, European settlements are far less common in Africa than in the
western hemisphere. Only six African countries had at any point in time
European minorities that composed at least 5% of the total population: South
Africa (22%), Mauritius (17%), Angola (9%), Zimbabwe (7%), Namibia

(6%), and Sao Tomé and Principe (5%). These countries are either island
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nations or situated in more temperate Southern Africa, and have been

relatively prosperous for African standards since 1950.

4. ECONOMETRIC ANALYSIS

4.1 Explaining institutional development in Africa

Before we turn to level regression analysis with income levels as the
dependent variable, it is important to explore the determinants of institutional
development in Africa. Apart from its intrinsic interest, this scrutiny might be
useful insofar as it allows the identification of viable instruments for
institutional quality, which can be used in subsequent instrumental variable

(IV) regression analysis.

The estimates from this analysis are reported in appendix B. Table B1 shows
in panel A the independent variables related to the settlement hypothesis first
proposed by Acemoglu et al. (2001). The underlying assumption is that in
places where the disease ecology was benign, Europeans established
settlement colonies with growth inducing institutions such as secure property
rights (e.g. South Africa). Conversely, where the disease environment was less
favourable, Europeans would set up an “extractive state” whose institutional
framework was primarily designed for the conservation of power in the hands
of a small colonial elite. Column (1) uses the original Log European settler
mortality variable (henceforth ESM), while the remaining equations test the
alternative measures proposed in Vaz Silva (2004).

All variables have coefficients with the expected sign, but the ESM variable is
not statistically significant. In addition, the climate variable shown in equation
(4), although marginally significant, bears little explanatory power. The best
fits are obtained with the land variable in column (2) and with the disease
variable in column (3).

18



Panel B examines the importance of colonial origin or geographic location for
institutional development. Column (1) reports the coefficients of the colonial
dummies, and it is visible that all are statistically insignificant. Whatever the
reasons for better or worse governance across Africa, the entity of the
colonizer does not seem to matter. Column (2) adds dummy variables for the
two economically more successful regions in Africa. The results suggest that
Southern African countries have indeed better institutions and the magnitude
of the coefficient (0.48) corresponds to almost one standard deviation in the
institutions variable. It is possible to argue that location influenced the
institutional development in the colonies. In order to examine this hypothesis,
column (3) adds the location dummies as control variables to the original
specification in equation (1). As a result, the coefficients for the colonial
origin dummies move in the expected direction: the French and the Belgian
colonial dummies improve slightly, while the British and the Portuguese
colonial dummies fall somewhat. This is certainly due to the fact that Britain
and Portugal shared Southern Africa between them, whereas Belgian and
French colonies were situated in more tropical (and poorer) parts of Africa.
However, all colonial dummies remain statistically insignificant at the same
time as the Southern Africa remains significant even after controlling for

colonial origin.

Panel A in table B2 examines other explanatory factors that are often referred
in literature on institutions and growth. The two measures of ELF included in
columns (1) and (2) are not found to be statistically significant determinants of
institutional quality. Column (3) shows that the impact of armed conflicts on
institutions is large, negative, and significant (-0.07 per year of conflict). Oil
exports and mineral exports have different impacts on institutions: the effect
of major oil exports on institutional development is large and adverse, but
mineral exports do not seem to affect national institutions significantly.

Column (4) also shows that landlocked countries do not suffer from
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considerably worse governance than their coastal counterparts, once natural
resources are controlled for. If being landlocked affects economic
performance, as often suggested in literature, its effects must run through
different channels of causation (e.g. difficulty of trade).

Finally, panel B in table B2 puts it all together as all variables previously
found to be significant determinants of institutional quality are included in the
same specification. The land, oil, and war variables remain significant with
the anticipated signs and cause the Southern Africa dummy to disappear. The
inclusion of the disease variable, as in column (2) adds little to the equation
obtained in column (1).

These results seem to confirm the “natural resource curse” since oil exporting
African countries have significantly worse institutions. These estimates
suggest that vast oil resources alone are responsible for Nigeria’s institutions
poor ranking (-1.1). Were it not for oil, Nigeria could expect to see its
governance improve to African average (approximately to the level of
Rwanda -0.64). War also affects economic institutions adversely, the
estimated impact being large and negative. The long civil war in Sudan
explains this country’s poor institutions (-1.25). Excluding the impact of war,
Sudan could expect to have institutions more on the level of Ethiopia’s (-
0.55), recently very popular with western aid donors. Perhaps more surprising
is the large and positive coefficient of the land variable. This last result
suggests that sparsely populated African countries developed better
institutions than densely populated ones. Nevertheless, the next section will
show that the land variable has direct effects on income levels even after
controlling for institutions. This finding casts some doubts on the direction of

causality and the underlying theory.

20



4.2  Explaining economic development in Africa

The next step is to examine determinants of economic development in SSA.
For that purpose, the ordinary least squares regressions in tables C1 and C2

have the following specification:

(1) logyi=o+ Bilnsi+ P2Landlocki + iy + &,

where yi is income per capita in country i in 2003, Insi is the measure of
institutional development, Landlocki is the dummy variable for landlocked
location, ¥iis a vector of other covariates, and € is a random error term. This
design permits the scrutiny of variables that might plausibly be correlated with
economic outcomes once institutional quality and geographic location are
controlled for. Although geographic location is here proxied by landlocked
status, other geography variables will be considered as potential determinants
of economic performance. Landlocked location is often found to have a
negative impact on economic development through higher transaction costs
and this effect is exacerbated in Africa, as this continent has a particularly
high proportion of landlocked countries. Adam Smith noted this negative
effect on commerce and communication as early as 1776.

Panel A in table C1 presents additional geography- and demography-related
controls. Column (2) shows that the land variable remains significant and
positive after controlling for institutions. While this result eliminates one
possible instrument for institutional quality in subsequent IV regressions, it
also opens new questions as it not entirely clear why more land available per
inhabitant in 1850 should have a direct impact on economic performance
today. One possible explanation is that this variable, being positively
correlated to present-day population densities, is capturing the effect of
overall population size or population density on income levels. Column (3)

reports that population size is indeed negatively correlated to income levels in
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SSA and its coefficient is significant at the 5% level. Population density,
reported in equation (4) is not statistically significant. These results reflect the
fact that African GDP are to a large extent determined by the extraction of
natural resources. Increased population merely depresses the overhead wealth
created by these activities without the creation of “endogenous” growth.
Additionally, it might be easier to measure correctly an increased population
than to measure the new economic activities created by these larger
populations as these are in Africa often employed outside the formal economy
(e.g. subsistence farming). The statistical effect is to increase the denominator
in the GDP per capita calculus without the corresponding increase in the
numerator.

Columns (5) to (7) present three other geography-related variables. Although
all have the “correct” sign, none of these variables is significant at the 10%
level once institutions and landlocked location are controlled for. Several
recent papers reach the conclusion that geography has little or no direct effect
on income as its role operates predominantly or exclusively through the
choice of institutions (Acemoglu et al., 2001; Easterly and Levine, 2002;
Rodrik et al., 2002). On the other hand, Sachs (2003) maintains that malaria
transmission, itself strongly affected by ecological conditions, has a direct
effect on the level of per capita income even after controlling for institutional
quality.

Perhaps more surprising is the negligible impact that reduced rainfall in Africa
had on income levels. However, caution is advised as the methodology used in
Barrios et al. (2003) diverges substantially from the methodology used in this
paper: they use an economic growth framework versus level regression
analysis here, a different set of control variables, and different data sources for
GDP per capita. It is important to note that the equations in Dry Times in
Africa do not include institutions as control variable and that the data for

income levels comes from the World Penn Tables (6.1) instead of Maddison
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(2003). The differences in estimates for GDP per capita are very pronounced
for some African countries.

Panel B shows the same basic specification with new covariates. According to
equation (1), European settlements had a significant and positive direct impact
on income. Nevertheless, it is important to examine this hypothesis with
additional controls, as Europeans settled in the most temperate parts of the
African continent and the direction of causality cannot be established with this
equation alone. Column (2) reports the coefficients of the colonial entity
dummies. Although the institutions variable remains significant, the colonial
dummies are statistically insignificant suggesting that the origin of the
colonizer does not have a direct impact on levels of income (through
infrastructure for example). The results in table B1 had already shown that the
origin of the colonizer is not strongly related to institutional quality in African

countries.

Table C2 replicates the model specification seen in table C1 with new
regressors. The first two columns show that oil and mineral exporting are both
statistically significant at the 5% level and have the predicted (positive) sign.
Conversely, columns (3) and (4) demonstrate that ELF does not have a linear
relationship with income once institutions are controlled for (regardless of
which measure of ELF we use). Column (5) adds regional dummies for the
two regions that exhibit the best economic performance in Africa. Both
coefficients are statistically and quantitatively relevant. This last result
suggests that the relative prosperity of these regions cannot be explained
uniquely with better institutions, but that other forces might be at play.
Remarkable is equation (6): the coefficient on war is negative and large (4 log
points or 4% per year of armed conflict) but is not significant at the 10%
significance level after taking the effects of institutions and landlocked
location into account. It is possible that the usually devastating effect of armed

conflicts on economic activity is here incorrectly measured (error in the
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variable) or that the institutions variable already incorporates the effects of
armed conflicts. Interestingly, the inclusion of the war variable in this
equation causes the institutions variable to be not significant at the 10% level.
On the plus side, this result allows us to explore the war variable as instrument
for institutions in subsequent IV regressions, as this variable is statistically
related to institutional quality and does not seem to be related to income
otherwise than through its effect on institutions.

Finally, panel B in table C2 adds the policy variables trade (as a percentage of
GDP), investments (idem), schooling, and log illiteracy rates. All of them are

significant at the 5% or 1% significance levels and have the anticipated signs.

Table C3 brings all this together in more inclusive ordinary least squares
regressions. The identification strategy here proposed is to include a large
number of regressors and to test successively for the exclusion of not relevant
determinants. For that purpose, we include in the basic specification all
controls found to be significant in tables C1 and C2. The exception is the
European settlements variable since the coefficient of this variable was not
longer significant after controlling for small island or Southern African
location (not shown). Both regional dummies remained significant at the 10%
or 5% significance level in this regression. Since most Europeans settled in
Southern Africa, the Europeans variable was effectively capturing the effect
of other forces that cause this part of Africa to have higher incomes. European
populations outside of temperate Southern Africa had little or no impact on
national levels of income.

Column (1) reports the coefficients in the most inclusive model specification.
The independent variables in this equation explain 80% of the variability in
income levels across SSA and only institutions, the mineral dummy, and the
small island dummy are significant (at the 5% level). Remarkably, the

southern Africa dummy has now the “wrong” sign and is insignificant
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suggesting that this positive regional effect can be sufficiently explained with
the remaining independent variables.

Replacing the land variable with log population (as in the second column)
adds nothing to the model. The R-squared drops somewhat and only two
determinants remain significant.

Column (3) repeats equation (1) with the exclusion of the Southern Africa
dummy. The F-test for excluded variables does not reject the null hypothesis
and the overall cost to the model is negligible. Considering the high
correlation between schooling and illiteracy rates, it might be irrelevant to
include both proxies of human capital in the same specification. Accordingly,
equation (4) excludes log illiteracy rates from the model. Again, the F-test
does not reject the null hypothesis and the R-squared remains virtually
unchanged at 0.79.

Column (5) excludes the oil-exporting dummy with very similar results and
column (6) tests the exclusion of the land variable. However, the F-test for
this last exclusion easily rejects the null hypothesis and the R-squared now
falls more markedly to 0.71. It seems that the land variable, although
individually insignificant, carries considerable joint explanatory power within
this specification.

Equation (7) tests instead the exclusion of the schooling variable, and in this
case the null hypothesis is not rejected while the cost to the R-squared is much
more mitigated. Hence, the specification in column (7) will serve as our basic

regression in the IV regression analysis.

Table C4 reports the instrumental variable estimates. For ease of comparison
the original OLS estimates are shown in column (1). Column (2) presents the
estimates obtained with war as instrument for our measure of institutions. The
coefficient of institutions increases slightly to 0.73 suggesting that the
attenuation bias due to measurement error more than offsets reverse causality

and omitted variables biases. The other coefficients of interest are not
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significantly affected by instrumenting for institutions. Using log European
settler mortality rates as instrument for institutions as in column (3) clearly
affects the precision of the estimates. All our explanatory variables have now
p-values above 0.1 and the sample size drops to 25 observations. Column (4)
basically reproduces equation (2) with the only difference that trade is now
instrumented by landlocked status. The coefficient of trade doubles but once

again the precision of the estimates is visibly affected.

In table CS5, 1 show the 36 African countries for which no data is missing,
along with actual levels of income and their predicted income levels from the
regressions. The results are that the restricted OLS regression (with six
independent variables) presents very similar estimates to the ones obtained
with the unrestricted OLS regression (nine independent variables): the median
deviation from observed values (median y-¥) increases moderately from 21.4
to 22.8 and the difference for the average deviation is even smaller (34.1
versus 34.0). The benefit of IV regression analysis in this particular case is not
obvious, as the estimates do not differ significantly from the OLS estimates.
The last column presents estimates for the IV regression with instruments for
institutions and trade, even if this regression presents the largest departure to
the actual values for GDP per capita. Overall, the best estimates are obtained

with OLS or IV with only institutions being treated as endogenous.

The predicted GDP per capita levels are particularly accurate for Sierra Leone,
the Central African Republic, Senegal, DR Congo, and Burkina Faso. It is
important to note that this group of countries includes three countries that are
located in arid or semi-arid areas (Central African Republic, Senegal, Burkina
Faso), yet their levels of income are correctly predicted without accounting for
reduced rainfall. This provides further evidence for the small importance of
precipitation levels for explaining income in Africa. On the other hand,

deviations are particularly large for South Africa, Gabon, Guinea, Congo,
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Zambia, Madagascar, Tanzania, and Malawi. South Africa and Gabon are
atypical countries for Africa: South Africa is singular owing to its heavy
reliance on white taxpayers and Gabon combines large oil wealth with a
relatively small population (inadequately proxied by the oil dummy). As for
Guinea and Congo, the problem seems to lie in the measurement of their GDP
per capita. The predicted income for Guinea ranges from 900$ to 1000$
(actual value is 2097$), while the fitted values for Congo (1400$-2000%)
overestimate the observed GDP per capita of 965$.

It is possible that the predicted levels of income are closer to the real levels for
these two countries than is suggested by the “real” values of GDP per capita
used in the Human Development Report, considering the substantial
discrepancies in the measurement of GDP from different sources.

As for the remaining four countries (Zambia, Malawi, Tanzania, and
Madagascar), the predicted values systematically overestimate the actual
income levels. Here the main culprit seems to be the institutions variable. All
four countries are credited with relatively good institutions in the reports of
survey institutes and international organizations, although these do not
translate into higher growth rates. One possibility is that responses on the
quality of governance in these four countries overrate the “true” quality of

economic institutions in these countries.

S.  CONCLUDING REMARKS

In this paper I argue that differences in income per capita across African
countries can be explained to a large extent with a few variables: quality of
economic institutions, trade, population density in the 19" century,
investment, mineral resources, and a dummy variable for small island nations.
One striking difference to other regions in the world is the significance of

policies (trade, investment) for level regressions with income per capita as the
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dependent variable. Illiteracy rates and schooling are also statistically and
quantitatively significant in some of the regressions.

Rodrik et al. (2002) argue that policies should be viewed as a flow variable, in
contrast to institutions, which is a stock variable. Accordingly, institutions are
the cumulative outcome of past policy actions and their relative quality
already contains all the relevant information about the impact of policies.
They conclude that policy variables should be employed in growth regressions
and measures of institutional quality should be used in level regressions. This
argument works well with worldwide samples but in this paper we saw that
some policy variables remain significant in an African sample even after
controlling for institutions. History is likely to be responsible for this finding:
whereas the societal and economic structure of American nations was largely
shaped prior to the 19" century, the economic performance of African regions
remained remarkably levelled until the end of the colonization period (coastal
Southern Africa is here the exception). Policy actions started to diverge more
markedly once colonial administrations withdrew and their outcomes
influence present income levels in Africa. It seems likely that in the case of
Africa more time is required until measures of institutional quality fully
reflect past policy actions.

Equally surprising is the importance of the land availability variable for
explaining levels of income in SSA. This variable is statistically related to
present population density but bears more explanatory power than the latter.
To some extent, this reflects the findings in Acemoglu et al. (2002). Although
at present population density and income are negatively correlated in Africa,
high population densities around the equator suggest that in the past these
regions had higher levels of agricultural productivity. European presence
reversed this trend as their crops, livestock, and technology proved more
suitable to temperate regions further away from the equator. Part of this
causality also flows via institutions, as these low population density regions

attracted more European settlers (Acemoglu et al., 2001).
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Finally, we see the importance of institutional quality for economic
performance in the long run confirmed. The estimated magnitude of the
coefficient on the institutions variable (around 0.7) is very similar to the
estimated impact of better governance on economic performance found for the
western hemisphere using the same measure of institutional quality (Vaz
Silva, 2005). This means that, if Nigeria could improve its institutional
framework by one standard deviation (to approximately the level of Gabon),
then its level of income would rise over time to 1560$ (an increase of more
than 50%). The same can be said of Kenya: a one standard deviation
improvement in institutional quality (to the level of Senegal or Ghana) could
cause its GDP per capita to rise by 50% to 15408.

In this paper we also identified a new instrument for institutions. Our measure
for armed conflicts is negatively related to the quality of economic institutions
but does not seem to affect income levels otherwise than through institutions.
However, the case for IV regression analysis applied to an African sample is
not evident as the coefficient on institutions changes little with
instrumentation (from 0.67 to 0.73).

One final word of caution is necessary in this context. It is never easy to
estimate correctly levels of economic or institutional development, and the
more so for African countries. Estimates vary substantially depending on the
source we adopt, and causing the adopted proxies for Africa’s growth
constraints to be at times deficient. The poor data quality for African countries
ultimately bears the risk that the effects of some of Africa’s idiosyncratic

difficulties are not captured in regression analysis.
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Fgure 1.1: FLF and support for rebellions
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Appendix A: Data
Table A1

Definitions and Sources of Country Level Yariables

Variable

Definition and Source

Log GOP per capta (PRF) in 2003
Incthtions

Population of European descent
Ayailabity of land

Disease environment

Climate

Log European settler martalty rate

Trade
Log Adut iiteracy ratein 2003

Durnimy for former French colony
Durmmy for former Briish colony
Durmimy for farmer Portuguese colany
Dumimy for former Belgian colony
Dutmimy for oil exporting

Investment
=choaling

Dummy for mineral exparts
Average Bhnolinguistic: fractionalization
Ethnolinguistic fractionalization in 1960
Dummy for small island nation
Dummy for Southern Africa
Landiocked
War

Riain

Log Papulation
Log Population density

Matural logarithm of GOP per captain USD (PPFYin 2003, Source: Human Development Report 2005,

Average of four aggregate indicatars (Government Effectiveness, Regulstary Guality, Rule of Lave, Contral of Corruption)
aver the 1996-2004 period, Source; Agaregate Govermance Indicators 1396-2004 (Warld Bank),

See table &7 for data construction and sources.

The data for this variable (LAY iz & direct result of the division of total land area considered by FAQ to be sutable for
aricultural use by the estimated populstion around 1530,k is e=sentially a measure of population densty with the
difference that total land area iz corrected for desert areas unsutable for agricuture. Source: Yaz Siva (2004).

Thiz variable reflects data on incidence rates from the tropical diseases malaria, yellow fever and dengue. For allthree
dizeases shown, the numbers correspond o the fraction of the papulation living in areas with the respective diseasein
1950, Saurce; Yaz Siva (2004).

The estimates correspond tothe fraction of land area that is stusted wihin a particular type of the Koeppen-Geiger climate
zones. Inthis case, only temperate zones were considered (C.0, and Htype). Source; Yaz Sitva (2004),

Matural logarithm of the estimates for mortalty rates European seftlers could face overseas during the 15t century.
Source: Acemogi ef al. (2001).

Thiz variahle measures trade az a percentage of the GORin 2000, Saurce: World Penn Tables.,

Matural logarithm of the: percentage of the papulation aged 15 and ahove that is iiterate. Source: Human Development
Report 2005,

This variable is equalto one if the country is exclusively & former French colony and zero atherwise,

This variable is equalto one if the country is exclusively & former British colony and zero atherwise,

This varisfle is equalto one if the cauntry is & former Portuguese colony and zera otherywise.,

This variable is equalto ane if the country is a farmer Belgian colony and zero otherwise.

Thiz: varisble is equal to one if the courtry iz 2 significant of producer. This is the caze of Angola, Cameroon, Chad Canga,
Equatarial Guines, Gaban, and Migeria,

This variable measures investment a3 a percentage of the GOP inthe 1997-2004 period. Source; IMF.

Thiz variahle shovws estimates far the cambined gross enralment ratio far primary, secundary, and tertiary education in
200203, Source; Human Development Report 2003,

This variahle is equalto 1 if the country's mineral exports exceed 1.5% ofthe GOP. The data refers to 1393 or the clogest
year with available data. Source: World Bank.

AVELF i & composite indicator that results from the average of 5 different measures of ethnic and linguistic
fractionalization. Source: Easterly and Levine (1937).

ELFE0 iz an index of ethnalinguistic fractionalization in 1980, £ messures the probabilty that twa randomly selected
pecple fram & given country wil not belang to the same ethnolinguistic group. Saurce: Tavior and Hudson (1972).

This variahle i equalto 1 if the country is & smallistand nation and zero atherwise,

This variahle is equalto 1 if the country is stuated in Southern Africa and zera otherwise.

This variable is 1 if the courtry is landlocked and zera otherwize.

See table AG for deta construction and sources.

Thiz variable shovws the varigtion in average rainfall in 197098 relative to average rainfallin the period 1900-49,

Saurce: Bartios et al, (2003).

Matural logarithm of the total population. Source: Maddizon (2003).

Matural logarithm of the population density.,
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Appendix A: Data

Table A2 Descriptive Statistics
Yariable Chaervations Mean Standard Deviation Meian Minimm Maximum
Log GOP per capta (PP7) in 2003 46 74 0.4 74 B3t 9.9
Insti.fions i Q8 05 {58 204 073
Fapulation af Eurapean descent 4 o 004 00 0 02
Availabty of land {0 0.8 0.4 009 0 an
[lizease enviranment 4 07 0.1 09 00 106
Climate 43 018 0.3 000 000 1
European setter martaity rate by 50574 Ba01 0 155 240
Trade 46 1152 kil b5 i 185
Attut literacy rate in 2003 46 08 058 B3 81 i
Cummy for farmer French colony 48 0.3 043 0 0 1
Dutmmy far former Brtish calany 4 0.3 048 0 0 1
Durmmy for former Partuguese calany 4 01 03 0 0 1
Cummy far former Belgian colony 4 0/ 0.4 0 0 1
Dummy for ol exporting 4 015 0% 0 0 1
Investment §2 Pk 1041 1928 18 B8.31
Schooing 46 5035 1837 {15 2 i3]
Dummy for rinersl exparts 4 014 0.3 0 0 1
Auerage Bmainguistic fractionalization i 0! 0.4 07 0 1
Bttnolinguistc fractionalizatian in 1950 i 084 0.5 o 00 04
Dummy for small iland nation 48 013 03 0 0 1
Cummy for Sauthern Atrica 4 02 04 0 0 1
Landacked i 0.3 048 0 0 1
War 48 21 39 0 0 14
Rain { 38 54 21 42 102
Population (i thausand) 48 14502 56 W05 875 i 133882
Fapulation denaty 48 1358 10849 B 23 fa0.54
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Appendix A: Data

Table &4 Income levels in Sub-Saharan Africa

Panel & 1930 1973 1940 2003

Setofcourtries  Populsion GOP GDPpercapta  Populsion GO GDPpercapta  Popdsfion  GOP GDPpercapta  Popdsfion  GOP  GOP per capta

Sahel T8 10982 Bd3 A 2065 764 41286 320 i BOIB0  TZBET 1212
Westemn Aftica 48869 385 [ 8362 115200 1350 141925 153891 1120 W BEL 1258
Centrdl Africa L7035 1644 B4l 478 3903 852 freEz  SB19S g 8237 1m0 1082
Eastern Africa S mn 0 ST TRUE m 162419 116508 M4 L0 23056 1041
Southern Aftica Mg 52090 1528 59279 154085 59 943 20M44 24 12072 568833 5083
Smal iskand stetes 1074 1473 1438 1802 #I 240 U2 8454 32 A wig 8273
Tatal Africa 183044 152855 B35 4024 Mooe7 1306 506857 580626 114 100403 12530 A2
Median M 14 974 123
Panel B 1950 1973 1940 2003
Erfiy of colonizer ~ Populsion GO GDPpercapta  Populsion  GOP GDPpercapta  Popsfion  GOP GDPpercapta  Popdsfion GO GOP per capta
Brtain [ - il 140805 157733 1122 23090 40870 1007 N a0 134
France I M 7Ed 5379 SEETT 1066 BSIT0 BUET &3 1315 162 1317
Belgim 1837 9916 40 g\ ML 784 S026 29925 B P - 746
Portuigal 1147 116% 1049 17097 30489 1783 2182 169 104 % 4h0e2 1543
Cther 4399 5072 1153 7238 141006 1950 o419 208166 1867 14314 248046 4162
Tatal Africa 183144 152855 B35 4024 Mooe 1306 506857 580626 1146 100403 M0 A2
Median 769 122 007 132

Sources: Human Development Repart 2005 for 2003 GOP per capta data.

Maddizan (2003) far histarical statistics and Papulation 2003 data.

Papulation shown is combined population for the region and GORGDR per capita shown i ageregate GOPIGOP per capta for the region.
Mo dlata is available for Somalia 2003 GOP and Liberia 2003 GOP.

Sahel Gambia, Maurtania, Senegyl, Chiad, Burking Faso, Mali, Miger,

iestern Africa; Ghana, Guinea, Togo, Cte o'hvaire, Benin, Nieria, Guines-Bissau, Sierra Leane, Lieria.

Central Aftica: Gahan, Cameroon, Rivands, Central African Republc, Conga, DR Canga, Burundi.

Eastern Arica: Dibouti, Sudsn, Unanda, Kenya, Eritrea, Madagascar, Bthiopia, Tanzania, Somalia.

Southern Atrica: South Africa, Botawana, Namidia, Swaziland, Lesatho, Zimbabwe, Angola, Mazambique, Zambiz, Malawi.

Small island stetes: Exuatorial Guinea, Maurtius, Seycheles, Cape Yerde, Comoro lslands, 550 Tomé and Principe.

Brtizh colonies: Maurtiug, Botsveana, Seycheles, Swaziland, Lesctho, Zimbalwwe, Nigeria, Sierra Leone, Zambia, Malawd, Ghana, Sudsn, Ugands, Kenya, Tanzania, The Gambia.

French colonies: Central African Republic, Guinea, Togo, Cite dhvoire, Berin, Gabon, Dibowli, Conga, Comoro lslands, Madagascar, Maurtania, Senegal, Chad, Burking Fasn, Mai, Niger,

Belgian colanies: Rwanda, Democratic Republic Canga, Burundi.
Portuguese calonies: Cape Yerde, Guines-Bissau, S50 Tomé and Princin, Angols, Mozambioue.
Cther: Equatorial Guines, South Africa, Somalia, Mamibia, Cameraon, Liberia, Ethiopia, Ertrea.
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Appendix A: Data
Table A5 Regional variation in rainfall

et of countries 190 190 1970% 1980 19309 1970-19%%

Smal isfand states 0% 00% A% 3% A% 3%
Sauthem Africa A% 0% 104% 3% B3 0%

Central Afica 3% T3 3% 0% 2% 1T
estern Africa % 3% A% 1A% JTER 6%
Eastern Africa 2% 104% 0% 4% B2% 25%
el 199%  38%  193% 204%  (10% 16EN
Total Africa b.6% 2% A% 63 8% 4k

Source: Barrios et gl (2003).

Data shawn is unweighted average variation in rainfal for constituent countries in the decade(s), and shows decadal
averace relafivetothe 1900-1949 average rainfall

Sahet Gambia, Maurtania, Seneqal, Chad Burking Fazo, Mal Niger,

Wiestern Aftica; Ghana, Guines, Toga, Cote dlvaire, Benin Nigeria, Guinea-Bissau, Sierra Leone, Liveria.

Certral Aftica: Gabon, Cameraon, Rwanda, Certral Aftican Republic, Congo, DR Congo, Burundi,

Eastern Aftica: Dibauti sudan, Uganda, Kenya, Ertrea, Madagascar, Ethionia, Tanzania, Somali.

Southern Africa; South Africa, Botswana, Namibia, Swaziand Lesatho, Zimbalwe, Angola, Mozambioue, Zambia, Malawi,
Sl island states; Ecuatorial Guines, Maurtius, Seychelles, Cape erde, Comato lslands, 80 Tome and Princine.
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Appendix A: Data
Table A6

Wars and armed conflicts 1990-2003

Caurtry

Angola
Benin
Botzwana
Burkina Fasao
Burundi
Cameraan
Cape Verde
Central African Republic
Chiad
Camora lslands
Cango
Ciite divaire
Dijibouti
Equatorial Guinea

Eritrea
Ethiopiz
Gahan
Gambiz
Ghana
Guines
Guinea Bissau
Kenya
Lezatha
Liberia
Madagascar
Malzrwi
MWl
Mauritanis
Mauritiuz
Mozamhbigue
Maimitaiz
Miger
Migetia
Fevvands
580 Tomé and Principe
Senegal
Seycheles
Sierra Leone
Samalia
Saouth Africa
Sudan
Swraziland
Tanzania
Togo
Jgands
Dem. Rep. Congo
Zambia
Zimbabwe

C&F199

Aflaz PFU
1975-2002 1975-2002
1994 1985-
1996-97
1990-95
1997 1993-95, 19457~
2002
1991-94 1991
1965-91,1998-99  1995-2002
1968-91,1998-99  1995-2002
1994
1995-1993
1990~
1990-95 1990-96, 2000-
1990-95
1976-1992 19811992
1999
1992-97 1991-
1997-
1992-94 1992, 1994-33
199295 1960-2001
1991-2001 1991-2001
1992, 15997 1985-
19831994
1983- 1954-
1990 1391
1995-95 1940-
1938- 1995-

Arlopted

I I — T R R = — T R R O T T — RN O =T O O R — - T — T — T — Ty

—= - =
B o W Do m o W oo

(=1 = - =]

Motes

Civil war, power strugale for natural resources

Ethrnic: conflict

Rebellion
Civil wear and factional struggles

Ethnic violence and aftermath 1993-95, 1997- ; civil war 1397
Civil war and aftermath 2002-
Civil wear 1991-34

Wifar 1965-91 , interstate war 1993-99
War 1968-91, interstate war 1995-99

Ethnic dizputes

Civil war and aftermath
Ethnic: violence

Civil vwar 1990-95, rebel insurgency and cross-border conflicts 2000-
Country divided in 2002

Regionial civil wear

Civil wear

Caprivi strip separatists (1999)

Regional civil wear

Recurrert ethnic, religious and poltical conflicts
Ethinic: conflict and aftermath

Separatist conflict

Civil war and aftermath

Civil vear and factional struggles
Paltical viclence

Civil wear

Unrest
RehelBthnic vialence
Civl wear

Sources: Collier and Gunning (1999a), Kinder and Hilgemann (2003), and Peace Pledge Union.

rote: C&G 99 show countries congidered by Collier and Gunning to hawe had civil vwar in the 1990's,

Wahen differert sources diverge on lenght of conflict, the average was uzed.

37



Appendix A: Data
Table A7

European populations in Africa

Fraction of Population of Eurapean descent

Country

Enuatarial Guinea
Mauritius
South Africa
Seychelles
Botzvvana
Gahan
Hlamibia
Cape Verde
Swvaziland
Lesctha
Zimbabere
Angils
Ghana
Catmeroon
(Guines
Djibalti
Sudan
(Gambia
Mauiritaria
Camara lelands
Togo
Senegal
Ciite dlvaire
|ganda
Fewvanca
Sa0 Tamé and Principe
Chad
Burkina Fazo
Mozambioue
Benin
Certral African Republic
Higeria
Kenya
Mali
Canga
Zamhia
Erftrea
Miger
Madagazcar
Ethiagia
Guinga-Biszau
Diem. Rep. Canga
Burund
Tanzania
Malzeivi
Sierra Leong
Libetia
Somalia

AJR data Cther sources Adopted Hotes
000 000 a0 Lesz than 1000 Eurapeans (masthy Spanish) in 2005
INF} oo INF} LJR estimate for 15975, 2% in 2005
02 01 0z AJR estimate for 1900, 10% in 2001

0.0
ooz no2
000 0o 0o 10700 (mastly French) in 2005
01.04-0.08 .06
0o 0o
0o 003
0oo nao Buropeanz, Azian, and cther are 0.3%
ooy oo AJR estimate for 15900
0o 0o 0 200000 Europeans in 1973, Most left in the: same year
000 000 a0 Europesns are lezs than 1%
noo ij] nao Europesns are lezathan 1%
000 0oo 0o
003 French, Arak, Ethiogian, and talian are 5%
.00 000 0o
000 000 a0 Man-African are 1%
0.00 0.a0 0o
0ao 0o
no0 i nao Europesns and Syrian-Lebaness are less than 1%
no0 0o0 nao Buropeans and Lebanese are 1%
a0 a0 040 20000 Euragesns befare 2004
noo i nao Europeans, Azian, and Arab are 1%
000 0oo 0o
i3] 005 4000 (mathy Portuguese) in 1975
100 i nao 1000 Buropeans (mastly French in 2005
000 000 0o
0o 0 150000 Europeans left in 1975
000 0.0 a0 5500 Europeans in 2005
000 000 0.0
000 0oo 0o
om 0o AJR esfimate for 15900
.00 000 0.0
.00 0.oa a0 Europesns are lessthan 0.3%
0o 0 Mozt settlers left by end of 1960'
0o
noo i} nao 1200 Buropesns (mostly French) in 2005
000 0o
000 0o
no0 nao Europeans and Mulatto are less than 1%
om 0o AJR estimate for 15900
no0 nao 3000 Buropesns in 2005
o0 nao Lszian, Europeans, and Arab are 1%
1] 003 Mast settlers left by end of 1960'
no0 nao Small numbers of Europeans in 2005
000 0o
0.0

Mote: AJR estimates are for 1975 unless otherwize stated. Cther sources relies mostly on C18 World Factbook data for present-day unless otherwize stated.
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Appendix B: Institutional development in Africa

Table B1 Determinants of institutional quality in Africa l
() 2) (3) 4 (3) (8) (7] (8)
Pangl & Dependert variable iz insttutions
Log European seffler mortalty 013
(0.1)
Ayaiahilty of Land 043 045 .23 044
(0.06) (0.06) (0.05) (0.08)
Disease enviranment 078 .36 0584 04
(022 (0.26) (030 (0.3
Climate 04 0.4 026 007
(020 (02N (0.35) (020
R-zquared 009 0.4 018 0.04 0.3 0.3 014 0.37
MNumber of ohservations o 40 43 43 18 iy 43 8
Panel B Dependert variable is insttutions
Dummy for Belgian colony 044 0.6
(0.49) (046
Durmmy for Briish colony 033 027
(0.36) (033
Dummy far French calany 016 03
(0.34) (0.3
Dummy for Poruguese calony - 0.03 009
(041 (042
small island state dumimy 028 036
(0.3 (037
southern Africa dummy 0.4 052
(022 (0.26)
R-squared 012 012 023
MNummber of ohservations 45 43 43

Mote; heteroskedactic-conzistent standard errors are in parentheses.
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Appendix B: Institutional development in Africa

Table B2 Determinants of institutional quality in Africa ll
(1) (2] (3 4 (3)
Panel & Dependent variable iz institutions
Lverage Ethnolinguistic fractionalization  -0.15
(0.3)
Ethnalinguistic fractionslization in 1960 105
(052
Wz 007 007
(002 (002
Cummy for ol exporting -0.46 -0.38
(0.1 (0.2
Dumimy far mineral exports 102 007
(02N (024
Landlocked -1m .03
(018 (IRE)]
R-zquared om 0.0005 027 008 0.33
Mumber of chaarvations 47 ar 43 43 43
Panel B Dependent variable iz insttutions
Lvailabilty of Land 042 0.44
(aon (aon
Southern Aftica dummy 105 017
(019 (019
Durmmy for oil exparing -0.44 0.3
(013 (INE)]
Wiz 005 -0.04
(002 (@
Dizease environment 1,35
(0.3)
F-zouared 0.49 0.56
Mumber of ohaeryvations 40 Kh

Mote: heteroskedastic-conzistert standard errors are in parentheses.
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Appendix C: Explaining economic development

Table C1 Determinants of GOP per capita in OLS regres=sions
(1 (2 (3 (4 (3] () (7]
Panel & Dependent variable is Log GOP per capta in 2003
In=titutions .72 039 (). 55%s= 0.7 (.45 054 0.7g*
(0.32) (0.43) (0.34) (030 (0.3 (0.39) .32
Landlocked -0.41 % 053 -0.26 - 42 -0.34 -0.35 -0 46
(022 (022 019 (023 (023 [0.25) 023
Availability of Land .45+
(0.23)
Log Populstion 0.2
(0.1]
Log Populstion density -0.07
(0.08)
Dizeaze environmert 037
(0.39)
Climate 0z
(]
Fain .01
.o
R-zuared 023 0.3 0.35 0.24 K] 015 026
Mumber of ohzervations 46 | 46 45 L # 45
Panel B Dependent variable is Log GOP per capta in 2003
In=tittions [ 50ras [) Ggas
(0.32) (0.37)
Landlocked 037 -0.38
(0.22) (0.28)
Europeans 5:5%
(1.43)
Durmtmy for Belgian colony -0.58
(0.87)
Dumimey for Britizh calony -0.4
(0.65)
Dummy for French colony -0.66
(067
Dumtmy for Portuguese colony 061
(0.74)
R-stuared 024 024
Mumber of chzervations 46 46

Mote: heterozkedastic-consiztert standard errors are in parertheses, Significance st the 1%, 5%, and 10% levels are
denoted respectively by " " gng "
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Appendixz C: Explaining economic development

Table C2 Determinants of GDP per capita in OLS regressions Il
(1) () (3 (4) () ()
Panel & Dependent variable is Log GOP per capita in 2003
Institutions 0.96* 0.7g 059 0.94* [0.5%* 0.E
(0.235) (0.31) (0.33) (0.24) (0.235) (0.4
Landlocked -025 -0.5% -0.5% -0.34 -0.334* -0.394*
(021 2 0.24) (021 (017) (022
Durmimey for oil exporting .89+
[0.44)
Dummey far mineral exports 5%
(022
AWELF -0.43
(0.3
ELFE0 0.35
(0.41]
Small island state dummy 1274
(053]
Southern Africa dummy [ Eg**
(0.27)
Wiar -0.04
(0.04)
R-zquared 0.34 0.2 0.27 0.47 0.43 0.25
Mumber of ohzeryations 46 46 45 35 46 46
Panel B Dependert variable iz Log GOP per capta in 2003
Institutions 065 0.54 0.7 0.3
0.3 [0.28) (0.24) [0.335)
Landlocked 0.1 -0 3 -0 -0.26
(022 (017) (021 (022
Trade .01
(0.004)
Log iliteracy rate -0.54*
(0.2
Investment .04
(0.02)
Schooling 0.03
(0.01)
R-zrjuared 0.4 051 047 043
Mumber of ohzeryations 46 46 42 46

Mote: heteroskedastic-conzistent standard errors are in parentheses, Significance ot the 1%, 9%, and 10%
levelz are denoted respectively by ", " and ",
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Appendix C: Explaining economic development
Table C3 Determinants of GDP per capita in OLS regressions lll

1] (2] (3) (4) (3) (6) (7)
Panel & Dependent variable is Log GOP per captain 2003
Institutions 0 63 0.7 I 063 053 0g 0™
02N (0.24) (0.26) (0.29) (0.21) (0.2) (0.24)
Trade 0,003 0,004 0.0 0004 Ooos* ooor Qo0aM
003 (0003 (000 (0003 (000 (000 (000
Avalabity of land 015 012 018 017 019
(0.23) 0.2 (INEY (017 (0.19)
Log Population 106
(0.08)
Log iteracy rate 018 007 016
(0.31) (0.26) (0.26)
Investment 003 00 003 002 003 002 003
(0.02) (0.02) (0.02) (0.02) (0.m) (0.02) (0.0
Schodling 0,008 0007 0,008 0.009 001 0.01#
0009 (0009 (0009 (0007 (0008 (0007
Dummy for i exporting 0.28 043 0.3 0.2
(0.32) (0.32) (0.32) (0.32)
Oummy far mingral exports 0 g* 057 056+ 0594 0F1™ 0.64* I
(0.25) (0.23) (0.26) (020 (0.26) (0.22) (0.29)
Smallisland state dummy 0.9 042 095" 107 094 058 106"
(0.44) (0.38) (042) (0.3 (030 (0.35) (0.33)
sauthern Aftica dummy 014 103
(0.3 (0.26)
Fest for excluded variables 0.6 0.3 12 1613 24
R-atuared 03 0.4 079 079 0.78 0.1 0.76
Number of ohservations i LY, 3k 3k 3k 2 i

Nite: heteraskedastic-consistert standard errars arein parentheses. Significance atthe 1%, 5%, and 10% levels are denoted

rESpEE’[WEl‘f h'j" "tlll utgul A "
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Appendix C: Explaining economic development
Table C4 Determinants of GDP per capita in IV regressions

\) 2 6 4

Panel & Dependent variable iz Log GOP per capita in 2003
Institutions TR 0.73% 04 Qigas
(0.24) (037 (1.41) (043)
Trae 0.005* 0.005* 0,008 0.01#
(0.002) (0.002) (0.004) (0.006)
Availahity of land 019 015 07 007
(0.19) (0.25) (193) (0.28)
Investmert 0,03 003 0.004 0.03*
(0.01) (@0 (0.01) (0.01)
Dummy for mineral exparts 0 B 0.6aH 0.51 0.71%
(0.29) (0.28) (153) (0.3)
small island state dummy 1.08* 1.01# 092 068
(0.33) (043) (2.09) (054)
Estimation method LS Iy Iy It/
Inztrumerts g Log ESM W
Landlock
Wumber of obagrvations ki ki P i

Note: heteroskedastic-consistent standard errors are in parentheses. Significance atthe 1%, 5%, and
10% levels are denated respectively by ™ " and "+,
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Appendix C: Explaining economic development

Table C5 Predicted values versus actual values
Actual GOP per  Precicled inincluzive Devistion  Precictad in restricted Deviation Frecictedinly  Dewision  Predicted inlv - Devislion  Average
Country captain 2003 OLS regrezsion in % OLS regrezsion in % regression (2) in % regression (4] in%  devistionin %
Erquatorial Guinea 19780 13652 Rl 15157 234 14317 26 12669 B0 25
Marttius 11287 12211 g2 12328 892 12505 108 15200 T 157
South Africa 10346 4933 518 4110 0.3 4306 534 4321 582 572
Botswana ard 10215 172 11448 ki) 11408 04 9618 104 25
Gabon £397 2527 05 1691 136 1681 737 1624 46 T0E
Maibia fi1a0 4929 202 4860 24 47 238 5291 144 200
Cape Yere 5214 BE13 %3 £324 3 224 194 321 21 174
Timbabywe 443 1588 350 1330 456 1204 474 1257 435 441
Angla 2344 1855 2048 1966 -8 1894 192 2820 203 191
Ghana 23 1967 124 2408 78 2457 98 3558 580 21
Cameraon 2118 2376 122 1803 144 1801 150 1678 208 157
Guinea 097 909 6.7 1003 522 290 528 927 558 S44
Gambia 1838 1476 206 1789 -38 1803 30 2448 kil 148
Togo 1695 21 04 2479 42 2431 464 2750 fi2.1 464
Senegal 1648 1311 204 1528 73 1544 63 1617 19 an
Clte divore 1478 924 374 1021 3048 1003 320 1173 205 02
Uganda 1457 1463 04 1167 194 173 195 958 -2 185
Ruvana 1268 230 24 a6 2304 76 09 BE7 458 2
Chad 1210 1638 15 1621 M0 1601 23 1246 30 22
Burkina Faso 1174 934 204 1134 17 1199 2 1006 143 96
Mozambicue 7 1285 150 1433 By 1486 jd] 1277 143 240
Benin 115 1265 135 1296 162 1309 174 1149 30 125
Central Aftican Republic 1089 952 A28 115 24 1094 05 953 125 70
Migeria 1050 1807 435 102 &0 1067 16 175 14 155
Kerya 1037 949 85 59 472 ik 191 a3 26 166
Mal 834 1136 143 1475 454 1476 485 1435 444 ikl
Congo 965 1808 874 1467 520 1410 461 1936 1068 731
Zaimhia 877 2411 1749 2792 2184 2790 2181 73 2162 20639
Miger B3 581 <304 723 134 704 157 582 03 225
Madagascar ] 1316 g27 1242 535 1241 534 1205 459 S5
Ethipia Fil 953 M0 1080 ] 1089 S04 45 287 42
Glinga-Bissau Fil 726 24 il n2 340 181 a7 4 197
Dem. Rep. Congo £37 24 048 734 85 631 09 549 212 95
Tanzania 21 107 783 1068 720 1085 s 82 420 £59
Malawi £05 172 37 a7a 17 969 f0.2 958 £33 ity
Sierra Leane 548 550 04 569 18 247 02 498 41 34
Exguation [3)intable C3 (1710 table C4 (2)intable C4 (4)intable C4
Rverage 2909 2588 340 2638 kIS 2607 3] 2620 k#]
Median 1239 1390 14 1399 223 1360 %3 1252 Ha

Sources: Human Development Report 2005 for 2003 GOP per capita data. Mot shawn are courtries for which data is missing.
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