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#### Abstract

We start by presenting a reduced-form multiple default type of model and derive abstract results on the influence of a state variable $X$ on credit spreads, when both the intensity and the loss quota distribution are driven by $X$. The aim is to apply the results to a concrete real life situation, namely, to the influence of macroeconomic risks on credit spreads term structures.

There has been increasing support in the empirical literature that both the probability of default (PD) and the loss given default (LGD) are correlated and driven by macroeconomic variables. Paradoxically, there has been very little effort from the theoretical literature to develop credit risk models that would include this possibility. A possible justification has to do with the increase in complexity this leads to, even for the "treatable" default intensity models.

The goal of this paper is to develop the theoretical framework needed to handle this situation and, through numerical simulation, understand the impact on credit risk term structures of the macroeconomic risks. In the proposed model the state of the economy is modeled trough the dynamics of a market index, that enters directly on the functional form of both the intensity of default $\lambda$ and the distribution of the loss quota $q$ given default. Given this setup, we are able to make periods of economic depression, periods of higher default intensity as well as periods where low recovery is more likely, producing a business cycle effect. Furthermore, we allow for the possibility of an index volatility that depends negatively on the index level and show that, when we include this realistic feature, the impacts on the credit spread term structure are emphasized.
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## 1 Introduction

Recent empirical studies show that there is a significant systematic risk component in defaultable credit spreads. See Frye (2000a), Frye (2000b), Frye (2003), Altman, Resti, and Sironi (2004), Düllmann and Trapp (2000) or Elton and Gruber (2004). The model underlying the Basel II internal ratings-based capital calculation (see Basel Committee (2003) and Wilde (2001) measures credit portfolio losses only, that is, portfolio losses that are due to external influences and hence cannot be diversified away. This gives us an illustration of what are the main concerns in practice and point out the need of a realistic model for systematic risk. The purpose of this study is to present a reduced-form multiple default model ${ }^{1}$, that analyzes the influence of macroeconomic risks on the credit spread's term structure at the firm level.
The current theoretical literature considers models where only the default intensity, or equivalently, the probability of default ( PD ) is dependent on a state variable assuming that the loss given default (LGD) is either fixed or at least independent of default intensities. See Wilson (1997), Saunders (1999), JP Morgan (1997), Gordy (2000), or Schönbucher (2001). We take that analysis one step ahead and consider the situation in which the same state variable influences both PD and LGD, making these two quantities dependent of one another.
Both PD and LGD are key in accessing expected capital losses and measuring the exposure of portfolios of defaultable instruments to credit risk. In accessing capital at risk it is of extreme importance not to ignore the interdependence between PD and LGD, since this would lead to underestimation of the true risk beard by portfolio holders.
Eventually, we are interested in the case where our state variable is a representation of macroeconomic risks. As a proxy of the macroeconomic condition we consider a market index. It is well known that market uncertainty and its level are negatively correlated. See, for instance, Gaspar (2001) and a recent study by Giese (2005). That is, periods of recession (low index level) tend to be also periods of high uncertainty (high index volatility) reflecting some sort of market panic, while periods of economic boom are perceived as safe periods and, thus, have low uncertainty. In setting up the dynamics of the market index we incorporate this realistic feature by allowing the index local volatility to depend negatively on the index level.

In terms of the PD and LGD, we concretely take the default intensity and the recovery (given default) to depend on the market situation (the index level). With the PD dependence we try to account for the fact that under bad economic periods it is reasonable to expect more defaults, while with the LGD dependence we try to account for the fact that if the entire market is down, the market value of any firms assets should be lower, and debt holders should recover less if a default occurs.

The main contributions of this study can be summarized as follows.

- We derive abstract results for a multiple default reduced-form model when the default events are modeled by a doubly stochastic marked point process (DSMPP), where both intensity and the marks density depend on a state variable $X$.
- We propose a model for the influence of macroeconomic risks on credit spreads.
- Using a concrete model, we are able to simulate realistic behaviors of credit spreads term structures.

The rest of the paper is organized as follows.

[^0]- In Section 2 we concretize our reduced-form multiple default model and justify the modeling choices, which involve modeling all the needed variables under the risk-neutral measure $\mathbb{Q}$. We start by describing the setup for the default-free and defaultable bond market and we continue by deriving the abstract results. Finally, we discuss the relation between the risk-neutral assumptions and the objective $\mathbb{P}$-assumptions.
- In Section 3 we introduce the macroeconomic model, presenting the index dynamics and justifying the assumptions about its influence of such risks on the intensity and recovery processes using empirical facts. We derive qualitative results on the influence of the market index on credit spreads.
- In Section 4 we give a concrete model for the intensity and recovery dependence and simulate their impacts on credit spread term structures.
- Section 5 concludes, summarizing the main results and pointing out directions for future research.


## 2 The Setup and Abstract Results

We consider a financial market living on a filtered probability space $\left(\Omega, \mathcal{F}, \mathbb{Q},\left(\mathcal{F}_{t}\right)_{0 \leq t \leq T}\right)$ where $\mathbb{Q}$ is the risk-neutral probability measure.

The probability space carries a multidimensional Wiener process $W$ and, in addition, a doubly stochastic marked point process (DSMPP), $\mu(d t, d q)$, on a measurable mark space $(E, \mathcal{E})$ to model the default events.

The filtration $\left(\mathcal{F}_{t}\right)_{0 \leq t \leq T}$ is generated by $W$ and $\mu$, i.e. $\mathcal{F}_{t}=\mathcal{F}_{t}^{W} \vee \mathcal{F}_{t}^{\mu}$.
We, now, introduce the details.

### 2.1 Default-free bond market

We assume the existence of a liquid market for default-free zero-coupon bonds, for every possible maturity $T$. We denote the price at time $t$ of a default-free zero-coupon bond with maturity $T$ by $p(t, T)$.

In order to describe the default-free bonds market we use Heath-Jarrow-Morton (HJM) framework, modeling directly, under the martingale measure $\mathbb{Q}$, the dynamics of the instantaneous forward rates, $f(t, T)$. There is a one-to-one correspondence between zero-coupon bond prices and forward rates, so by assuming existence of zero-coupon bond prices for all maturities we also guarantee existence of forward rates for all maturities. We recall the fundamental relation:

$$
\begin{equation*}
f(t, T)=-\frac{\partial \ln p(t, T)}{\partial T} \Leftrightarrow \quad p(t, T)=\exp \left\{-\int_{t}^{T} f(t, s) d s\right\} \tag{1}
\end{equation*}
$$

## Assumption 2.1. (Default-free forward rates)

The dynamics of default free forward rates, under the martingale measure $\mathbb{Q}$, are given by

$$
\begin{equation*}
d f(t, T)=\alpha(t, T) d t+\sigma(t, T) d W_{t} \tag{2}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha(t, T)=\sigma(t, T) \int_{t}^{T} \sigma^{*}(t, s) d s \tag{3}
\end{equation*}
$$

where $\sigma(\cdot, T)$ is a row vector of regular enough adapted processes, $W$ is $a \mathbb{Q}$-Wiener process.
The default free short-rate is $r(t)=f(t, T)$ and the default free zero-coupon bond prices are denoted by $p(t, T)$. No arbitrage and the fundamental relation in (1) give use the bond prices dynamics as

$$
\frac{d p(t, T)}{p(t, T)}=r(t) d t+\eta(t, T) d W(t)
$$

where $\eta(t, T)=-\int_{t}^{T} \sigma(t, s) d s$.

### 2.2 Defaultable bonds market

In addition to the risk-free bond market mentioned above, we consider a defaultable bond market. We assume that each company on the market issues a continuum of bonds with maturities $T$.

Assumptions 2.6 below characterize the default events and the dependence of both the default intensity and the recovery rate distribution on an abstract stochastic state variable $X$.

Assumption 2.2. There exist an underlying stochastic state variable $X$, whose dynamics under the risk neutral measure $\mathbb{Q}$ are given by

$$
\begin{equation*}
d X_{t}=\alpha_{X}\left(t, X_{t}\right) d t+\sigma_{X}\left(t, X_{t}\right) d W_{t} \tag{4}
\end{equation*}
$$

where $W$, is the same as in (2). ${ }^{2}$

### 2.2.1 Concepts and Assumptions

In Assumption 2.6 we will define the basic multiple default setup. A multiple default setup is based on the observation that whenever the obligor defaults, the company is not liquidated but instead reorganized. The firm and its claims continue to live and operate. However, the face value of the claims is reduced by a fraction $q$. Behind this model is the intuition that, given a distress situation for the obligator's business, the debt holders are willing to accept the renegotiation of their claims (accepting to lose some fraction $q$ of the face value of the claims) in order to avoid a process of bankruptcy, which is typically costly, and allowing the firm to continue operating. ${ }^{3}$ It is possible that a whole sequence of defaults is taking place, every time the company reducing the face value of the debt and the bondholder accepting the conditions of the deal.

Definition 2.3. The loss quota is the fraction by which the promised final payoff of the defaultable claim is reduced at each time of default. We denote the loss quota by $q$.

[^1]Definition 2.4. The remaining value, after all reductions in the face value of the defaultable claim due to defaults in the time interval $[0, t]$, is denoted $V(t)$.
Definition 2.5. $\bar{p}(t, T)$ is, at time $t$, the price of a defaultable zero-coupon bond with maturity $T$. The payoff at time $T$ of the bond is, thus, $V(T)$ the remaining part of the face value of the bond after all reductions due to defaults in the time interval $[0, T]$, i.e.,

$$
\bar{p}(T, T)=V(T)
$$

## Assumption 2.6.

1. We assume that default happens at the following sequence of the stopping times $\tau_{1}<\tau_{2}<$ $\ldots$... where $\tau_{i}$ is the time of the $i$-th jump of our point process.
2. At each default time $\tau_{i}$ the jump size, $q_{i}$ mark or loss quota, is drawn from the mark space $E=(0,1)$.
3. We assume that there is no total loss at default, i.e., the loss quota $q_{i}<1$ for all $i=$ $1,2, \cdots$.
4. We assume that both:
(i) the arrivals of default times $\left(\tau_{i}\right)_{i \geq 1}$
(ii) the distribution of the loss quotas given default $\left(q_{i}\right)_{i \geq 1}$
depend upon our stochastic state process $X$.
Given that at each default time $\tau_{i}$ the final claim amount is reduced by a loss quota $q_{i}$ to $\left(1-q_{i}\right)$ times what it was before, we obtain

$$
\begin{equation*}
V(t)=\prod_{\tau_{i} \leq t}\left(1-q_{i}\right) \tag{5}
\end{equation*}
$$

where $q_{i}$ is the stochastic marker to the default time $\tau_{i}$.
According to risk-neutral valuation, the price at time $t$, of the defaultable bond with maturity $T$ equals to

$$
\bar{p}(t, T)=\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} V(T) \mid \mathcal{F}_{t}\right]
$$

or, equivalently,

$$
\begin{equation*}
\bar{p}(t, T)=p(t, T) \mathbb{E}^{T}\left[V(T) \mid \mathcal{F}_{t}\right] \tag{6}
\end{equation*}
$$

where $\mathbb{E}^{T}\left[\cdot \mid \mathcal{F}_{t}\right]$ denote conditional expectation under the $T$-forward measure.
Definition 2.7. We define the instantaneous defaultable forward rate, $\bar{f}(t, T)$, similarly to its risk-free equivalent

$$
\begin{equation*}
\bar{f}(t, T)=-\frac{\partial}{\partial T} \ln \bar{p}(t, T) \tag{7}
\end{equation*}
$$

The defaultable short rate is defined as $\bar{r}(t)=\bar{f}(t, t)$.

Using the above definition we also have

$$
\begin{equation*}
\bar{p}(t, T)=V(t) \exp \left\{-\int_{t}^{T} \bar{f}(t, s) d s\right\} \tag{8}
\end{equation*}
$$

where recall that $\bar{p}(t, t)=V(t)$ and $V(t)$ is given in (5).
Definition 2.8. The short credit spread $s(t)$ is defined as the difference between the defaultable and non-defaultable short rates

$$
s(t)=\bar{r}(t)-r(t)
$$

Definition 2.9. The forward credit spread $s(t, T)$ is defined as the difference between the defaultable short rate and non-defaultable forward rates

$$
s(t, T)=\bar{f}(t, T)-f(t, T)
$$

### 2.2.2 Existence of intensity

We start by giving the abstract definitions of a Marked Poisson Point Process, a Cox Process and our Doubly Stochastic Marked Poisson Process (DSMPP). To introduce the definitions we need first to define the following filtrations.

## Notation 1. (Filtrations)

- We call the filtration generated by $W(t)$ the background filtration $\left(\mathcal{F}_{t}^{W}\right)_{t \geq 0}$, and

$$
\mathcal{G}^{W}=\bigvee_{t \geq 0} \mathcal{F}_{t}^{W}
$$

is the information set containing all future and past background information.
In our setup it will be assumed that all the default-free processes are adapted to $\left(\mathcal{F}_{t}^{W}\right)_{t \geq 0}$.

- The full filtration is reached by combining $\left(\mathcal{F}_{t}^{W}\right)_{t \geq 0}$ and the filtration $\left(\mathcal{F}_{t}^{\mu}\right)_{t \geq 0}$ which is generated by MPP $\mu$

$$
\mathcal{F}_{t}=\mathcal{F}_{t}^{W} \vee \mathcal{F}_{t}^{\mu}
$$

- We define the filtration generated by all the information concerning the background process $X$, and our only past information on our MPP $\mu$

$$
\mathcal{G}_{t}^{W}=\mathcal{G}^{W} \vee \mathcal{F}_{t}^{\mu}
$$

## Definition 2.10. (DSMPP)

- We call the Marked Point Process $\hat{\mu}$ an $\mathcal{F}_{t}^{\mu}$ - Marked Poisson Process if there exists a deterministic measure $\hat{\nu}$ on $\mathbb{R}_{+} \times E$ such that

$$
\mathbb{P}\left(\hat{\mu}((s, t] \times B)=k \mid \mathcal{F}_{s}^{\mu}\right)=\frac{(\hat{\nu}((s, t] \times B))^{k}}{k!} e^{-\hat{\nu}((s, t] \times B)}, \quad \text { a.s. }, \quad B \in E .
$$

- We call a counting process $N=\left(T_{n}\right)$ adapted to right-continuous filtration a $\mathcal{G}_{t}^{W}$ - Cox Process if there is an $\mathcal{G}^{W}$-measurable random measure $\nu$ satisfying

$$
\mathbb{P}\left(N(s, t]=k \mid \mathcal{G}_{s}^{W}\right)=\frac{(\nu((s, t]))^{k}}{k!} e^{-\nu((s, t])}, \quad \text { a.s } \quad k \in \mathbb{N}
$$

- We call the Marked Point Process $\mu$ an $\mathcal{G}_{t}^{W}$ - DSMPP if there exists a $\mathcal{G}^{W}$-measurable random measure $\nu$ on $\mathbb{R}_{+} \times E$ such that

$$
\mathbb{P}\left(\mu((s, t] \times B)=k \mid \mathcal{G}_{s}^{W}\right)=\frac{(\nu((s, t] \times B))^{k}}{k!} e^{-\nu((s, t] \times B)}, \quad \text { a.s. }, \quad B \in E
$$

Our goal is to construct a Marked Point Process such that its compensator is allowed to depend on our stochastic state variable $X$ (which in general means that its conditional default distribution as well as intensity are both allowed to depend on $X_{t}$ ), and conditional on the realization of the state variable it is $\mathcal{G}_{t}^{W}$-DSMPP. In other words, we want to prove the existence of MPP such that its compensator $\nu$ is allowed to depended on our stochastic state variable $X$, so we can write

$$
\begin{equation*}
\nu(d t, d q, \omega)=\nu\left(t, d q, X_{t}\right), \quad \mathbb{Q}-a . s \tag{9}
\end{equation*}
$$

We define the compensated point process $\tilde{\mu}(d t, d q)$ as

$$
\tilde{\mu}(d t, d q)=\mu(d t, d q)-\nu\left(t, d q, X_{t}\right)
$$

The following Theorem shows that the DSMPP with compensator of the form (9) exists.

## Theorem 2.11.

Assume that $\nu$ admits intensity and define $\nu\left(d t, d q, X_{t}\right)=M_{t}\left(d q, X_{t}\right) d t, \mathbb{Q}$-a.s where $M_{t}(d q, x)$ is a deterministic measure on $E$ for any fixed $x$ and $t$.
Let $\hat{\nu}(d t, d q)=m_{t}(d q) d t$ be a deterministic compensator for some Marked Poisson Process $\hat{\mu}$. Assume that:
(i) $M(t, d q, x)$ is measurable w.r.t. $\mathcal{G}^{W}$
(ii) $M(t, d q, x)$ is absolutely continuous w.r.t. $m(t, d q)$ on $\mathcal{E}$, that is,

$$
M_{t}(d q, x) \ll m_{t}(d q)
$$

Then, there exists a $\mathcal{G}_{t}^{W}$-DSMPP $\mu$, such that its compensator is of the form (9).
Proof. We fix $\left(\Omega, \mathcal{F}, \mathbb{P},\left(\mathcal{F}_{t}\right)_{0 \leq t \leq T}\right)$ and a Marked Point Process $\mu$ with the compensator

$$
\hat{\nu}(d t, d q)=m_{t}(d q) d t
$$

and, as before, $\mathcal{G}_{t}^{W}=\mathcal{G}^{W} \vee \mathcal{F}_{t}^{\mu}$.
Since $M_{t}(x, d q)$ is absolutely continuous w.r.t $m_{t}(d q)$ on $\mathcal{E}$, then according to the RadonNikodym Theorem for every $t$ there exists a $\mathcal{E} \times \mathcal{G}^{W}$-measurable nonnegative function $\varphi_{t}(q, x)$, $\varphi: E \times R_{+} \rightarrow R_{+}$, such that

$$
M(t, x, A)=\int_{A} \varphi(t, q, x) m(t, d q), \quad \text { for all } \quad A \in \mathcal{E}
$$

or

$$
M(t, x, d q)=\varphi(t, q, x) m(t, d q)
$$

We define the process $L_{t}$ as

$$
\left\{\begin{aligned}
d L_{t} & =L_{t-} \int_{E}\left\{\varphi\left(t, q, X_{t}\right)-1\right\}\left\{\hat{\mu}(d t, d q)-m_{t}(d q) d t\right\} \\
L_{0} & =1
\end{aligned}\right.
$$

We notice that $\varphi\left(t, q, X_{t}\right) \in \mathcal{G}_{0}^{W}$. Define the new measure on $\mathcal{G}_{t}^{W}, 0 \leq t \leq T$ as

$$
d \mathbb{Q}=L_{t} d \mathbb{P}
$$

According to the Girsanov transformation the $\mathbb{Q}$-compensator of the new process is exactly

$$
\nu(d t, d q)=\hat{\nu}(d t, d q)\left(1+\varphi_{t}\left(q, X_{t}\right)-1\right)=\varphi_{t}\left(q, X_{t}\right) m_{t}(d q) d t=M_{t}\left(d q, X_{t}\right) d t
$$

First, we would like to show that the $\mathbb{Q}$-distribution of $\nu$ is the same as the $\mathbb{P}$-distribution. We note that $\mathcal{G}_{0}^{W}=\mathcal{G}^{W}$ and that

$$
\left.\frac{d \mathbb{Q}}{d \mathbb{P}}\right|_{\mathcal{G}_{0}^{W}}=L_{0}=1
$$

thus, $\mathbb{P}=\mathbb{Q}$ on $\mathcal{G}_{0}^{W}$.
Second, we would like to show that

$$
\begin{equation*}
\mathbb{P}\left(\mu((s, t] \times B)=k \mid \mathcal{G}_{s}^{W}\right)=\frac{(\nu((s, t] \times B))^{k}}{k!} e^{-\nu((s, t] \times B)}, \quad \text { a.s. } \quad B \in E \tag{10}
\end{equation*}
$$

We prove (10) using characteristic functions. Define the stochastic process

$$
Y_{t}=\int_{0}^{t} \int_{E} q \hat{\mu}(d t, d q)
$$

Changing the measure we obtain that

$$
\mathbb{E}^{\mathbb{Q}}\left[e^{i u Y_{t}} \mid \mathcal{G}_{0}^{W}\right]=\mathbb{E}^{\mathbb{P}}\left[L_{t} e^{i u Y_{t}} \mid \mathcal{G}_{0}^{W}\right]
$$

Define $Z_{t}=L_{t} e^{i u Y_{t}}$, then the dynamics of $Z_{t}$ is

$$
\begin{aligned}
d Z_{t}= & L_{t} \int_{E}\left\{e^{i u\left(Y_{t-}+q\right)}-e^{i u Y_{t-}}\right\} \mu(d t, d q) \\
& +L_{t-} e^{i u Y_{t}} \int_{E}\left(\varphi\left(t, q, X_{t}\right)-1\right)\left\{\hat{\mu}(d t, d q)-m_{t}(d q) d t\right\} \\
& +\int_{E} L_{t-}\left(\varphi\left(t, q, X_{t}\right)-1\right)\left\{e^{i u\left(Y_{t-}+q\right)}-e^{i u Y_{t-}}\right\} \hat{\mu}(d t, d q) \\
= & \int_{E} Z_{t-} \varphi\left(t, q, X_{t}\right) m_{t}(d q)\left(e^{i u q}-1\right) d t+\int_{E} Z_{t-}\left(e^{i u q}-1\right) \varphi\left(t, q, X_{t}\right) \tilde{\mu}(d t, d q) \\
& +\int_{E} Z_{t-}\left(\varphi\left(t, q, X_{t}\right)-1\right) \tilde{\mu}(d t, d q)
\end{aligned}
$$

where $\tilde{\mu}=\hat{\mu}(d t, d q)-m_{t}(d q)$.

We notice also that $Z_{0}=1$, then

$$
\begin{aligned}
Z_{t} & =1+\int_{0}^{t} \int_{E} Z_{s-} \varphi\left(s, q, X_{s}\right) m_{t}(d q)\left(e^{i u q}-1\right) d s+\int_{0}^{t} \ldots \tilde{\mu}(d s, d q) \\
& =1+\int_{0}^{t} \int_{E} Z_{s-}\left(e^{i u q}-1\right) M_{s}\left(d q, X_{s}\right) d s+\int_{0}^{t} \ldots \tilde{\mu}(d s, d q)
\end{aligned}
$$

Denote $\xi_{t}=\mathbb{E}^{\mathbb{P}}\left[Z_{t} \mid \mathcal{G}_{0}^{W}\right]$, then

$$
\xi_{t}=1+\int_{0}^{t} \int_{E} \xi_{s}\left(e^{i u q}-1\right) M_{s}\left(d q, X_{s}\right) d s
$$

thus since $\xi_{t}$ does not depend on $q$ and $M_{s}\left(d q, X_{s}\right)$ is $\mathcal{G}_{0}^{W}$-measurable

$$
\xi_{t}=e^{\int_{0}^{t} \int_{E}\left(e^{i u q}-1\right) M_{s}\left(d q, X_{s}\right) d s}
$$

Note that $\nu\left(d t, d q, X_{t}\right)=M_{t}\left(d q, X_{t}\right) d t$ is $\mathcal{G}^{W}$ measurable.
The result follows from the fact that the characteristic function of the process

$$
\bar{Y}_{t}=\int_{0}^{t} \int_{E} q \bar{\mu}(d t, d q)
$$

where $\bar{\mu}$ is a Market Poisson Process with compensator $\bar{\nu}(t, d q)$ is given by

$$
\mathbb{E}\left[e^{i u \bar{Y}_{t}}\right]=\exp \left\{\int_{0}^{t} \int_{E}\left(e^{i u q}-1\right) \bar{\nu}(t, d q)\right\}
$$

In our application we would like to model separately the dependence of the intensity process and of the loss quota distribution on our state variable $X$. This allows us, not only to include empirically observed facts in both quantities but it also makes the interpretation of the results more straightforward. To model the loss quota distribution, in the context of our DSMPP, we need the notion of a stochastic kernel.

Definition 2.12. $K$ is a stochastic kernel from $\mathbb{R}_{+}$to $E$, i.e. from $\left(\mathbb{R}_{+}, \mathcal{B}_{+}\right)$to $(E, \mathcal{E})$, if it is a mapping from $R_{+} \times \mathcal{E}$ into $R_{+}$such that:

- $K(\cdot, A)$ is measurable for all $A \in \mathcal{E}$
- $K(t, \cdot)$ is a measure on $E \forall t$

If $K(t, E)=1$, then the kernel is called a probability distribution.
In our case $K$ will be stochastic only to the extent that $X$ is stochastic. That is, conditional on the state variable realization we will have a deterministic loss quota distribution.
The ideal construction procedure can then be described as follows.
Remark 2.13. Construction procedure We construct our $D S M P P \mu$ as follows.

1. We specify our Wiener driven stochastic state variable $X$.
2. We specify the intensity $\lambda\left(t, X_{t}\right)$ as a function of our state variable.
3. We specify the instantaneous conditional loss quota distribution as a function of the state variable $K\left(t, d q, X_{t}\right)$.
4. Finally, we construct the stochastic compensator $\nu$

$$
\begin{equation*}
\nu\left(d t, d q, X_{t}\right)=K\left(t, d q, X_{t}\right) \lambda\left(t, X_{t}\right) d t \tag{11}
\end{equation*}
$$

A compensator representation as in (11) has the additional advantage of satisfying a needed consistency requirement. Indeed, it allows us to value credit derivatives that do not depend on recovery in a consistent way with those that do depend upon recovery. Without the separation result we would have to model at once the whole compensator $M_{t}\left(d q, X_{t}\right)$, which is not very intuitive and we would not know how to derive in a consistent way key ingredients that depend exclusively upon $\lambda\left(t, X_{t}\right)$, like the implied survival probability, the price default digital payoffs or the price defaultable bonds with zero recovery.
Before we go on to the abstract results, we note that Theorem 2.11 suffices to guarantee the existence of a DSMPP $\mu$ with a compensator of the form (11), as we can simply set

$$
M_{t}\left(d q, X_{t}\right)=K\left(t, d q, X_{t}\right) \lambda\left(t, X_{t}\right)
$$

and notice that $M_{t}(d q, x)$ is a measure for fixed $t$ and $x$.

### 2.3 Abstract results

In this section we derive the main results concerning the short and forward credit spreads given the setup above.
Proposition 2.14. Consider a $T$-defaultable claim $\mathcal{X}$. For the purpose of computing expectations, and in particular its price at time $t \leq T$

$$
\mathbb{E}_{t}^{\mathbb{Q}}\left[e^{\int_{t}^{T} r s_{d} s} V(T) \mathcal{X}\right]
$$

it is equivalent to use the following two dynamics for the remaining value process
(i)

$$
\begin{align*}
\frac{d V(t)}{V(t-)} & =-\int_{0}^{1} q \mu(d t, d q)  \tag{12}\\
V(t) & =v
\end{align*}
$$

(ii)

$$
\begin{align*}
\frac{d V(t)}{V(t-)} & =-q^{e}\left(t-, X_{t-}\right) d N_{t}  \tag{13}\\
V(t) & =v
\end{align*}
$$

where $\mu$ is a DSMPP with compensator $\nu\left(t, X_{t}\right)=\lambda\left(t, X_{t}\right) K\left(t, d q, X_{t}\right) d t, N$ is a Cox process with intensity $\lambda\left(t, X_{t}\right)$ and we define

$$
q^{e}\left(t, X_{t}\right)=\int_{0}^{1} K\left(t, d q, X_{t}\right)
$$

Proof. Using the $V$ dynamics in (i) we get,

$$
\begin{aligned}
\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s}\right. & \left.V(T) \mathcal{X} \mid \mathcal{F}_{t}\right]= \\
& =V(t) \underbrace{\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} \mathcal{X} \mid \mathcal{F}_{t}\right]}_{\pi(t, \mathcal{X})}-\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} \int_{t}^{T} \int_{0}^{1} q V_{s-} \mu(d q, d s) \mathcal{X} \mid \mathcal{F}_{t}\right] \\
& =V(t) \pi(t, \mathcal{X})-\mathbb{E}^{\mathbb{Q}}\left[\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} \int_{t}^{T} \int_{0}^{1} q V_{s-} \mu(d q, d s) \mathcal{X} \mid \mathcal{G}_{t}^{W}\right] \mid \mathcal{F}_{t}\right] \\
& =V(t) \pi(t, \mathcal{X})-\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} \mathbb{E}^{\mathbb{Q}}\left[\int_{t}^{T} \int_{0}^{1} q V_{s-} \mu(d q, d s) \mathcal{X} \mid \mathcal{G}_{t}^{W}\right] \mid \mathcal{F}_{t}\right] \\
& \left.=V(t) \pi(t, \mathcal{X})-\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} \int_{t}^{T} V_{s-}\left\{\int_{0}^{1} q K\left(s, d q, X_{s}\right)\right\} \lambda\left(s, X_{s}\right) d s \mathcal{X}\right] \mathcal{F}_{t}\right] \\
= & V(t) \pi(t, \mathcal{X})-\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} \int_{t}^{T} V_{s-} q^{e}\left(s, X_{s}\right) \lambda\left(s, X_{s}\right) d s \mathcal{X} \mid \mathcal{F}_{t}\right]
\end{aligned}
$$

Using the $V$ dynamics in (ii) we get,

$$
\begin{aligned}
\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s}\right. & \left.V(T) \mathcal{X} \mid \mathcal{F}_{t}\right]= \\
& =V(t) \underbrace{\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} \mathcal{X} \mid \mathcal{F}_{t}\right]}_{\pi(t, \mathcal{X})}-\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} \int_{t}^{T} V_{s-} q^{e}\left(s, X_{s}\right) d N(s) \mathcal{X} \mid \mathcal{F}_{t}\right] \\
& =V(t) \pi(t, \mathcal{X})-\mathbb{E}^{\mathbb{Q}}\left[\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} \int_{t}^{T} V_{s-} q^{e}\left(s, X_{s}\right) d N(s) \mathcal{X} \mid \mathcal{G}_{t}^{W}\right] \mid \mathcal{F}_{t}\right] \\
= & V(t) \pi(t, \mathcal{X})-\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} \mathbb{E}^{\mathbb{Q}}\left[\int_{t}^{T} V_{s-} q^{e}\left(s, X_{s}\right) d N(s) \mathcal{X} \mid \mathcal{G}_{t}^{W}\right] \mid \mathcal{F}_{t}\right] \\
= & V(t) \pi(t, \mathcal{X})-\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} \int_{t}^{T} V_{s-} q^{e}\left(s, X_{s}\right) \lambda\left(s, X_{s}\right) d s \mathcal{X} \mid \mathcal{F}_{t}\right]
\end{aligned}
$$

The results follows from comparing the final expressions on both cases.
Proposition 2.15. Given Assumption 2.6, and under the martingale measure $\mathbb{Q}$.

1. The short credit spreads, $s(t)$, have the following functional form

$$
\begin{equation*}
s(t)=\lambda\left(t, X_{t}\right) q^{e}\left(t, X_{t}\right)>0 \tag{14}
\end{equation*}
$$

where

$$
q^{e}\left(t, X_{t}\right)=\int_{0}^{1} q K\left(t, d q, X_{t}\right)
$$

can be interpreted as the locally expected loss quota (which is positive for $q>0$ ).
2. Then the forward credit spread $s(t, T)$ takes the form

$$
\begin{equation*}
s(t, T)=\frac{\mathbb{E}_{t}^{\mathbb{Q}}\left[\left\{r(T)+\lambda\left(T, X_{T}\right) q^{e}\left(T, X_{T}\right)\right\} e^{-\int_{t}^{T}\left\{r(s)+\lambda\left(s, X_{s}\right) q^{e}\left(s, X_{s}\right)\right\} d s}\right]}{\mathbb{E}_{t}^{\mathbb{Q}}\left[e^{-\int_{t}^{T}\left\{r(s)+\lambda\left(s, X_{s}\right) q^{e}\left(s, X_{s}\right)\right\} d s}\right]}-f(t, T) \tag{15}
\end{equation*}
$$

Proof. The time $t$ price of the defaultable zero-coupon bond with maturity $T$ is equal to

$$
\begin{equation*}
\bar{p}(t, T)=\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} V(T) \mid \mathcal{F}_{t}\right], \tag{16}
\end{equation*}
$$

where $V(T)$ is the residual of the face value after multiple defaults up to time $T$.
Making use of Proposition 2.14, instead of $\frac{d V(t)}{V(t-)}=-\int_{0}^{1} q \mu(d t, d q)$ with our DSMPP $\mu$ (these dynamics follow directly from (5)), we use

$$
\frac{d V(t)}{V(t-)}=-q^{e}\left(t-, X_{t-}\right) d N_{t}
$$

where $N$ is the Cox process with intensity $\lambda\left(t, X_{t}\right)$.
For every fixed $t$, define $Z(u)$ as follows

$$
Z(u)=e^{\int_{t}^{u} q^{e}\left(s, X_{s}\right) \lambda\left(s, X_{s}\right) d s} V(u)
$$

We note that then the dynamics of $Z(u)$ take the form

$$
d Z(u)=-Z_{u-} q^{e}\left(u-, X_{u-}\right)\left\{d N_{u}-\lambda\left(u, X_{u}\right) d u\right\}, \quad u \geq t, \quad t \text {-fixed }
$$

and $Z(u)$ is a $\mathbb{Q}$-martingale conditional on the filtration $\mathcal{F}_{t}^{W}$. Thus,

$$
\mathbb{E}^{\mathbb{Q}}\left[Z(T) \mid \mathcal{F}_{t}^{W}\right]=Z(t)
$$

The price of a defaultable bond is then can be found as

$$
\begin{aligned}
\bar{p}(t, T) & =\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} V(T) \mid \mathcal{F}_{t}\right]=\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} e^{-\int_{t}^{T} q^{e}\left(s, X_{s}\right) \lambda\left(s, X_{s}\right) d s} Z(T) \mid \mathcal{F}_{t}\right] \\
& =\mathbb{E}^{\mathbb{Q}}\left[\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} e^{-\int_{t}^{T} q^{e}\left(s, X_{s}\right) \lambda\left(s, X_{s}\right) d s} Z(T) \mid \mathcal{G}_{t}^{W}\right] \mid \mathcal{F}_{t}\right] \\
& =\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} e^{-\int_{t}^{T} q^{e}\left(s, X_{s}\right) \lambda\left(s, X_{s}\right) d s} \mathbb{E}^{\mathbb{Q}}\left[Z(T) \mid \mathcal{G}_{t}^{W}\right] \mid \mathcal{F}_{t}\right] \\
& =\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r_{s} d s} e^{-\int_{t}^{T} q^{e}\left(s, X_{s}\right) \lambda\left(s, X_{s}\right) d s} Z(t) \mid \mathcal{F}_{t}\right] \\
& =V(t) \mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r(s) d s} e^{-\int_{t}^{T} q^{e}\left(s, X_{s}\right) \lambda\left(s, X_{s}\right) d s} \mid \mathcal{F}_{t}\right] \\
& =V(t) \mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T}\left\{r(s)+q^{e}\left(s, X_{s}\right) \lambda\left(s, X_{s}\right)\right\} d s} \mid \mathcal{F}_{t}\right] .
\end{aligned}
$$

Using the basic relations between defaultable bond prices and defaultable forward rates in (7) we can, thus, write

$$
\begin{equation*}
\bar{f}(t, T)=\frac{\mathbb{E}_{t}^{\mathbb{Q}}\left[\left\{r(T)+\lambda\left(T, X_{T}\right) q^{e}\left(T, X_{T}\right)\right\} e^{-\int_{t}^{T}\left\{r(s)+\lambda\left(s, X_{s}\right) q^{e}\left(s, X_{s}\right)\right\} d s}\right]}{\mathbb{E}_{t}^{\mathbb{Q}}\left[e^{-\int_{t}^{T}\left\{r(s)+\lambda\left(s, X_{s}\right) q^{e}\left(s, X_{s}\right)\right\} d s}\right]} \tag{17}
\end{equation*}
$$

Finally using that $\bar{f}(t, t)=\bar{r}(t)$ in the above expression we obtain

$$
\bar{r}\left(t, r_{t}, X_{t}\right)=r(t)+q^{e}\left(t, X_{t}\right) \lambda\left(t, X_{t}\right) .
$$

The result follow from $s(t)=\bar{r}(t)-r(t)$ and $s(t, T)=\bar{f}(t, T)-f(t, T)$.

From the proof of the previous Proposition results also a nice formulation for the defaultable bond prices.
Corollary 2.16. Under the conditions of Proposition 2.15 we have

$$
\begin{equation*}
\bar{p}(t, T)=V(t) \mathbb{E}_{t}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} \bar{r}_{s} d s}\right] \tag{18}
\end{equation*}
$$

It is obvious from (15) that the expression of the forward credit spread looks quite messy. This happens because we choose to present it under the martingale measure $\mathbb{Q}$. The next lemma give us two simpler representations at the cost of using forward measures.

Lemma 2.17. The forward credit spread, $s(t, T)$, has the following representation, equivalent to (15)
(i)

$$
s(t, T)=-\frac{\partial}{\partial T} \ln \left(\mathbb{E}_{t}^{T}[V(T)]\right)
$$

where $\mathbb{E}_{t}^{T}[\cdot]$ stands for expectation under the $T$-forward measure.
(ii)

$$
s(t, T)=\overline{\mathbb{E}}_{t}^{T}[\bar{r}(T)]-\mathbb{E}_{t}^{T}[r(T)]
$$

where $\overline{\mathbb{E}}_{t}^{T}$. stands for expectation under the measure $\overline{\mathbb{Q}}^{T}$ where we have

$$
L^{T}=\frac{d \overline{\mathbb{Q}}^{T}}{d \mathbb{Q}}=\frac{V(0) e^{-\int_{0}^{T} r_{s}+\lambda\left(s, X_{s}\right) q^{e}\left(s, X_{s}\right) d s}}{\bar{p}(0, T)} \text { on } \mathcal{F}_{T} .
$$

Proof. To prove ( $i$ ) we note that

$$
\begin{aligned}
\bar{p}(t, T) & =\mathbb{E}_{t}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r(u) d u} V(T)\right] \\
& =p(t, T) \mathbb{E}_{t}^{T}[V(T)]
\end{aligned}
$$

From the definition of the forward defaultable rate and the forward credit spread we also have

$$
\begin{aligned}
\bar{p}(t, T) & =V(t) e^{-\int_{t}^{T} \bar{f}(t, u) d u} \\
& =V(t) e^{-\int_{t}^{T} f(t, u) d u} e^{-\int_{t}^{T} s(t, u) d u}=V(t) p(t, T) e^{-\int_{t}^{T} s(t, u) d u}
\end{aligned}
$$

Comparing we realize $V(t) e^{-\int_{t}^{T} s(t, u) d u}=\mathbb{E}_{t}^{T}[V(T)]$, differentiating w.r.t. $T$ and solving for $s(t, T)$ we get

$$
s(t, T)=\frac{\partial}{\partial T} \ln \left(\frac{V(t)}{\mathbb{E}_{t}^{T}[V(T)]}\right)=\underbrace{\frac{\partial}{\partial T} \ln (V(t))}_{0}-\frac{\partial}{\partial T} \ln \left(\mathbb{E}_{t}^{T}[V(T)]\right) .
$$

To prove (ii) we start by noting that it is a well known fact that for the risk-free rates $f(t, T)=$ $\mathbb{E}_{t}^{T}[r(T)] .{ }^{4}$
Thus, it remains to show that

$$
\bar{f}(t, T)=\overline{\mathbb{E}}_{t}^{T}[\bar{r}(T)]
$$

[^2]Using $\bar{r}(t)=r(t)+q^{e}\left(t, X_{t}\right) \lambda\left(t, X_{t}\right)$, equation (17) becomes

$$
\bar{f}(t, T)=\frac{\mathbb{E}_{t}^{\mathbb{Q}}\left[\bar{r}(T) e^{-\int_{t}^{T}\left\{r(s)+\lambda\left(s, X_{s}\right) q^{e}\left(s, X_{s}\right)\right\} d s}\right]}{\mathbb{E}_{t}^{\mathbb{Q}}\left[e^{-\int_{t}^{T}\left\{r(s)+\lambda\left(s, X_{s}\right) q^{e}\left(s, X_{s}\right)\right\} d s}\right]}
$$

Since $\frac{\bar{p}(t, T)}{V(t)}=\mathbb{E}^{\mathbb{Q}}\left[e^{-\int_{t}^{T}\left\{r(s)+q^{e}\left(s, X_{s}\right) \lambda\left(s, X_{s}\right)\right\} d s} \mid \mathcal{F}_{t}\right]$ we have

$$
\bar{f}(t, T) \frac{\bar{p}(t, T)}{V(t)}=\mathbb{E}_{t}^{\mathbb{Q}}\left[\bar{r}(T) e^{-\int_{t}^{T}\left\{r(s)+\lambda\left(s, X_{s}\right) q^{e}\left(s, X_{s}\right)\right\} d s}\right]
$$

For the r.h.s the following holds

$$
\begin{aligned}
& \mathbb{E}_{t}^{\mathbb{Q}}\left[\bar{r}(T) e^{-\int_{t}^{T}\left\{r(s)+\lambda\left(s, X_{s}\right) q^{e}\left(s, X_{s}\right)\right\} d s}\right]= \\
&=\mathbb{E}_{t}^{\mathbb{Q}}[\bar{r}(T) \underbrace{\frac{V(0) e^{-\int_{0}^{T}\left\{r(s)+\lambda\left(s, X_{s}\right) q^{e}\left(s, X_{s}\right)\right\} d s}}{\bar{p}(0, T)}}_{L^{T}}] \frac{e^{\int_{0}^{t}\left\{r(s)+\lambda\left(s, X_{s}\right) q^{e}\left(s, X_{s}\right)\right\} d s} \bar{p}(0, T)}{V(0)} \\
&=\overline{\mathbb{E}}_{t}^{T} r(T) \mathbb{E}_{t}^{\mathbb{Q}}\left[L^{T}\right] \frac{e^{\int_{0}^{t}\left\{r(s)+\lambda\left(s, X_{s}\right) q^{e}\left(s, X_{s}\right)\right\} d s} \bar{p}(0, T)}{V(0)} \\
&=\overline{\mathbb{E}}_{t}^{T} r(T) \mathbb{E}_{t}^{\mathbb{Q}}\left[e^{-\int_{t}^{T}\left\{r(s)+\lambda\left(s, X_{s}\right) q^{e}\left(s, X_{s}\right)\right\} d s}\right] \\
&=\frac{\bar{p}(t, T)}{V(t)} \overline{\mathbb{E}}_{t}^{T}[r(T)]
\end{aligned}
$$

Where we define $L^{T}=\frac{V(0) e^{-\int_{0}^{T}\left\{r(s)+\lambda\left(s, X_{s}\right) q^{e}\left(s, X_{s}\right)\right\} d s}}{\bar{p}(0, T)}$ on $\mathcal{F}_{T}$.
Comparing with the l.h.s we get $\bar{f}(t, T)=\overline{\mathbb{E}}_{t}^{T} \bar{r}(T)$.

### 2.4 On the market price of jump risk

We now note that the setup has been defined under the martingale measure $\mathbb{Q}$. Now we specify the implicit assumption on the market price of jump risk that will allows us to extrapolate from our objective intuitions ( $\mathbb{P}$-intuitions) when setting up a concrete model later on.

In order to see the connections between the intensities under the different measures we recall the appropriate Girsanov theorem ${ }^{5}$.
Theorem 2.18. (Girsanov for DSMPP)
Let $(\Omega, \mathcal{F}, \mathbf{F}, \mathbb{Q})$ be a filtered probability space which supports $\mathbb{Q}$-Brownian motion $W(t)$ and a marked point process $\mu(d t, d q)$, where the marker $q$ is drawn from the mark space $X=[0,1]$. The $\mathbb{Q}$-compensator is assumed to take the form $\nu(d t, d q)=K(t, d q) \lambda(t) d t$ under $\mathbb{Q}$. Here $\lambda$ is the $\mathbb{Q}$-intensity of the arrivals of the point process and $K(t, d q)$ is the $\mathbb{Q}$-conditional distribution of the marker. Let $h$ be a predictable process and $\phi_{t}(q), \phi_{t}(q)>-1$ a predictable function with the properties

$$
\int_{0}^{t}\|h\|^{2} d s<\infty, \quad \int_{0}^{t} \int_{X}\left|\phi_{t}(q)\right| K(s, d q) \lambda(s) d s<\infty
$$

[^3]Define the process $L(t)$ by

$$
\left\{\begin{array}{rl}
\frac{d L(t)}{L(t-)} & =h(t) d W(t)+\int_{X} \phi(t)\{\mu(d t, d q)-\nu(d t, d q)\} \\
L(0) & =1
\end{array} .\right.
$$

Define the probability measure $\mathbb{P}$ as follows

$$
\frac{d \mathbb{P}}{d \mathbb{Q}}=L(t) \quad \text { on } \quad \mathcal{F}_{t} \quad \forall t>0
$$

Then:

1. The process $W_{\mathbb{P}}$ is a Brownian motion and

$$
d W_{P}(t)=d W(t)-h(t) d t
$$

2. The predictable compensator under $\mathbb{P}$ is as follows

$$
\begin{equation*}
\nu^{P}(d t, d q)=\left(1+\phi_{t}(q)\right) \nu(d t, d q) \tag{19}
\end{equation*}
$$

$\phi_{t}(q)$ in (19) is the market price of jump risk and, in principle, is stochastic $\phi_{t}(q, \omega, X)$.
The following Lemma shows that in the case when Girsanov kernels are deterministic the measure transformation does not affect $K$ and gives us the relationship between the intensities of default under $\mathbb{P}$ and under $\mathbb{Q}$.
Lemma 2.19. Assume that the market price of jump risk, $\phi$ in (19) is a deterministic function of time. That is

$$
\begin{equation*}
\phi_{t}(q, \omega)=\phi(t) \tag{20}
\end{equation*}
$$

Then,

1. The $\mathbb{Q}$-default intensity, $\lambda$, relates to the $\mathbb{P}$-default intensity $\lambda^{P}$, by

$$
\begin{equation*}
\lambda^{P}(t, r, I)=\lambda(t, r, I)(1+\phi(t)) \tag{21}
\end{equation*}
$$

2. The $\mathbb{Q}$-loss quota distribution, conditional on default, $K_{t}(d q)$, equals to the conditional on default loss quota distribution under $\mathbb{P}, K_{t}^{P}(d q)$.

Proof. The predictable compensator takes the form

$$
\nu(d t, d q)=M_{t}(d q) d t=\lambda(t) K(t, d q) d t
$$

where

$$
\lambda(t)=M_{t}(E), \quad K(t, d q)=\frac{M_{t}(d q)}{M_{t}(E)}
$$

From the Girsanov theorem we obtain that under $\mathbb{P}$

$$
\begin{aligned}
& M_{t}^{P}(d q)=M_{t}(d q)(1+\phi(t)) \\
& \lambda^{P}(t)=\int_{E}(1+\phi(t)) M_{t}(d q)
\end{aligned}
$$

Thus is case if $\phi(t)$ is deterministic and does not depend on $q$ we see that

$$
\begin{align*}
\lambda_{t}^{P} & =(1+\phi(t)) M_{t}(E)=(1+\phi(t)) \lambda(t)  \tag{22}\\
K_{t}^{P}(d q) & =\frac{(1+\phi(t)) M_{t}(d q)}{\int_{E}(1+\phi(t)) M_{t}(d q)}=\frac{M_{t}(d q)}{\int_{E} M_{t}(d q)}=K_{t}(d q) . \tag{23}
\end{align*}
$$

We see that, in this case, the conditional distribution of the loss quota remains unchanged while intensity changes according to (22), i.e. multiplied by a deterministic function of time. This also means that once we have specified the influence of the state variable $X$ under $\mathbb{Q}$ we have also specified its influence under the objective measure (up to some deterministic factor in the case of the intensity process $\lambda$ ).
Obviously it is discussable if assuming (20) is a very strong restriction or not. For this study we assume it is not so we can use our objective intuitions in setting up the applied model for macroeconomic risks. Nonetheless, the unhappy reader, can also interpret all our results as only $\mathbb{Q}$-results.

## 3 The Macroeconomic Risks

### 3.1 Setup

We model the systematic risk of an economy by considering what we call a market index, and we deal with both the situation when this market index is the price of an important traded asset in the economy and when it is not the price of any traded asset.

An example of an index that is the price of a traded asset is, say, oil price. Indices, like a stock market indices or any other type of indices, on the other hand, are examples of indices that are not prices of traded assets. We consider the two possibilities at all times.
It is rather well-known that the market index' volatility (for example S\&P500) seem to increase when the market as a whole is depressed (low values of the index) and, on the contrary, the volatility decreases when the market index is high (see Gaspar (2001)). In order to account for this fact, we make market index volatility dependent on the index level.

## Assumption 3.1. (Market Index)

Under the martingale measure $\mathbb{Q}$, the market index $I$, satisfies the following stochastic differential equation (SDE)

- When I is the price of a traded asset

$$
d I_{t}=r(t) I_{t} d t+\gamma\left(t, I_{t}\right) I_{t} d W(t)
$$

- When I is not the price of a traded asset

$$
d I_{t}=\zeta(t) I_{t} d t+\gamma\left(t, I_{t}\right) I_{t} d W(t)
$$

where $r$ is the short rate, $\gamma$ is a row-vector, $W$ is $a \mathbb{Q}$-Wiener process.
Furthermore, for each entry $\gamma_{i}$, the following holds
(i)

$$
\begin{equation*}
\frac{\partial \gamma_{i}}{\partial I}(t, I)<0 \tag{24}
\end{equation*}
$$

The property (i) in (24) represents the empirically observed fact that periods when the market as a whole is depressed are periods with higher volatility, while booms are associated with low volatilities.

Since in our setup it would be wrong to consider $I$ independent of the risk-free short rate $r$ (at least under the risk neutral measure $\mathbb{Q}$ ), and we cannot ignore its influence, we can also consider $r$ as one of the factors.

We will now present explicitly the dependence between the default intensities and the loss quota distribution on the factors. The results from the abstract section can be immediately used with $X=\left[\begin{array}{l}I \\ r\end{array}\right]$.
Finally, it is also reasonable to assume that firms less sensitive to systematic risks will suffer less in terms of an increase in their default intensities, than firms more sensitive. We, thus, introduce a measure of sensitivity to systematic risk, $\epsilon, \epsilon \in[0,1]$.
Assumption 3.2. (The default Intensity)
The intensity is a deterministic function of $(t, r, I, \epsilon)$. Furthermore, we have
(ii)

$$
\begin{equation*}
\lambda(t, r, I, 0)=\bar{\lambda} \quad \bar{\lambda} \in \mathbb{R}_{+} \tag{25}
\end{equation*}
$$

(iii)

$$
\begin{equation*}
\frac{\partial \lambda(t, r, I, \epsilon)}{\partial \epsilon}>0 \tag{26}
\end{equation*}
$$

(iv)

$$
\begin{equation*}
\frac{\partial \lambda(t, r, I, \epsilon)}{\partial I}<0 \tag{27}
\end{equation*}
$$

(v)

$$
\begin{equation*}
\frac{\partial \lambda(t, r, I, \epsilon)}{\partial r}>0 \tag{28}
\end{equation*}
$$

Assumption 3.2 is based on the intuition that if a firm's financial situation is strong enough, then it should not really matter if the market is in a boom or in a depression. That is, firms that are financially solid should be much less sensitive to the market situation than firms in less solid financial situation. One can also see the parameter $\epsilon$ as a measure of credit worthiness of a firm. Firms with high credit worthiness typically tend to be less sensitive to the business cycle influence than firms with less credit worthiness.
If this is so, then it makes sense to have properties (ii) and (iii) in (25) and (26), respectively.
Properties (iv) and (v) (eq (27),(28)) tell us that if the default intensity depends upon macroeconomic variables, then the PD is higher in depressions or periods of high risk-free interest rates, and lower in booms or periods with low risk-free interest rates. The influence of the index value has to do with the increase in uncertainty in depressions, while the influence of the short rate is related to the increase in the difficulty of refinancing existent debt when the cost of borrowing money is higher (if a firm can only borrow money at high costs the PD is higher).

## Assumption 3.3. (Loss Quota)

The conditional distribution of loss quota is a deterministic function of $(t, r, I) . K$ is a stochastic kernel from $R_{+} \times R_{+} \times R_{+} \rightarrow[0,1]$ for any realization of $(t, r, I)$
We denote the cumulative distribution function of loss quota conditional on default as $\tilde{K}$

$$
\tilde{K}(t, r, I, x)=\int_{0}^{x} K(t, r, I, d q), \quad \int_{0}^{1} K(t, r, I, d q)=1, \quad \forall t, r, I
$$

with the following properties

$$
\begin{array}{llll}
\tilde{K}\left(t, r, I_{1}, x\right) \geq \tilde{K}\left(t, r, I_{2}, x\right), & \text { if } & I_{1} \geq I_{2}, & \forall x \in R \\
\tilde{K}\left(t, r_{1}, I, x\right) \leq \tilde{K}\left(t, r_{2}, I, x\right), & \text { if } & r_{1} \geq r_{2}, & \forall x \in R
\end{array}
$$

That is
(vi)

$$
\begin{equation*}
\frac{\partial \tilde{K}(t, r, I, x)}{\partial I}>0 \tag{29}
\end{equation*}
$$

(vii)

$$
\begin{equation*}
\frac{\partial \tilde{K}(t, r, I, x)}{\partial r} \leq 0 \tag{30}
\end{equation*}
$$

For fixed $(t, r), \tilde{K}(t, r, I, x)$ stochastically dominates all the conditional distributions with parameter $\underline{I}$, such that $\underline{I} \leq I$ and, for fixed $(t, I) \tilde{K}(t, r, I, x)$ stochastically dominates all the conditional distributions with parameter $\bar{r}$, such that $\bar{r} \geq r$.

Property (vi) in (29) can be justified by the following argument. Given that default has occured and the debt holders are negotiating their loss quota so that the firm is able to continue operating (assumption underlying any multi-default model), it seems reasonable that if the firms assets are worth less they are willing to give in more (higher loss quota) since they would not get that much in case of bankruptcy anyway. In addition bankruptcy costs tend to be higher in depression periods, emphasizing this effect.

As to the risk-free interest rate, the argument for property (vii) in (30) is harder to support, so it is our opinion it is reasonable to assume $\frac{\partial \tilde{K}(t, r, I, x)}{\partial r} \leq 0$, which includes the possibility of no influence. However, if we assume that there exists an impact, then we argue that it should be in the direction of higher interest rates leading to a decrease in the probability of lower loss quotas. In high interest rate periods debt holders have better side options to invest there money and are willing to give in less.

From the stochastic dominance assumption above we can now infer the impacts on the expected loss quota.
Lemma 3.4. Given Assumption 3.3, the following relations hold for the expected value

$$
q^{e}(r, I)=\int_{0}^{1} q K(r, I, d q)
$$

(viii)

$$
\begin{equation*}
\frac{\partial q^{e}(r, I)}{\partial I}<0 \tag{31}
\end{equation*}
$$

(ix)

$$
\begin{equation*}
\frac{\partial q^{e}(r, I)}{\partial r} \geq 0 \tag{32}
\end{equation*}
$$

Proof. The proof is similar to both properties and is a consequence of $(v i) \Rightarrow$ (viii) and (vii) $\Rightarrow$ (ix). We show it for the index value case.

$$
q^{e}(r, I)=\int_{0}^{1} q K(r, I, d q)=\int_{0}^{1} q d \tilde{K}(t, r, I, q)
$$

Integrating by parts we get

$$
\begin{aligned}
\int_{0}^{1} q d \tilde{K}(t, r, I, q) & =\left.q \tilde{K}(t, r, I, q)\right|_{0} ^{1}-\int_{0}^{1} \tilde{K}(t, r, I, q) d q \\
& =q \underbrace{\tilde{K}(t, r, I, 1)}_{1}-q \underbrace{\tilde{K}(t, r, I, 0)}_{0}-\int_{0}^{1} \tilde{K}(t, r, I, q) d q \\
& =q-\int_{0}^{1} \tilde{K}(t, r, I, q) d q
\end{aligned}
$$

The results follows from differentiating this last expression w.r.t $I$ and using the property (vi)

$$
\frac{\partial q^{e}(r, I)}{\partial I}=-\int_{0}^{1} \underbrace{\frac{\partial \tilde{K}(t, r, I, q)}{\partial I}}_{>0, \forall q} d q<0
$$

The same argument will work for the interest rate $r$.

## Remark 3.5. (Tractability)

We note that besides the above mentioned properties $K$, conditional on the state variable information, must be the distribution of a random variable taking values in $(0,1)$, and the intensity $\lambda$ must be always positive. It is, thus, extremely hard to find a treatable model where these two facts together with properties (i)-(ix) are satisfied.

In particular, we have found that no model of affine or quadratic spreads ${ }^{6}$ will verify all the above properties.

Given these tractability difficulties we go on with the analysis and draw qualitative results of the influence of the market index on credit spreads.

### 3.2 Credit spreads term structures

Using the abstract result on Proposition 2.15 and Assumptions 3.2 and 3.3 we can study the impacts of our macroeconomic variables $X=\left[\begin{array}{l}I \\ r\end{array}\right]$ on the short spread $s(t)$.
Remark 3.6. Given the results in Proposition 2.15, Assumption 3.2 and Lemma 3.4, the short credit spread can be rewritten as a function of $(t, r, I, \epsilon)$ and

$$
\begin{equation*}
s(t, r, I, \epsilon)=\lambda(t, r, I, \epsilon) q^{e}(t, r, I) \tag{33}
\end{equation*}
$$

[^4]Furthermore we have

$$
\begin{aligned}
s(t, r, I, 0) & =\bar{\lambda} q^{e}(t, r, I), \quad \frac{\partial s(t, r, I, \epsilon)}{\partial \epsilon}=\underbrace{\frac{\partial \lambda(t, r, I, \epsilon)}{\partial \epsilon}}_{>0} q^{e}(t, r, I)>0, \\
\frac{\partial s(t, r, I, \epsilon)}{\partial I} & =\underbrace{\frac{\partial \lambda(t, r, I, \epsilon)}{\partial I}}_{<0} q^{e}(t, r, I)+\lambda(t, r, I, \epsilon) \underbrace{\frac{\partial q^{e}(t, r, I)}{\partial I}}_{<0}<0 \\
\frac{\partial s(t, r, I, \epsilon)}{\partial r} & =\underbrace{\frac{\partial \lambda(t, r, I, \epsilon)}{\partial r}}_{>0} q^{e}(t, r, I)+\lambda(t, r, I, \epsilon) \underbrace{\frac{\partial q^{e}(t, r, I)}{\partial r}}_{\geq 0}>0
\end{aligned}
$$

We note that given a concrete functional form for the intensity $\lambda$, and the loss quota distribution and, thus, $q^{e}$ the above effects on the short spread can actually be quantified. Unfortunately, this is not going to be the situation when dealing with forward credit spreads.
Before, however, we move on to forward credit spreads, we derive the dynamics by of the short credit spread under $\mathbb{Q}$.

Proposition 3.7. The dynamics of the short credit spread under $\mathbb{Q}$ is, in short hand notation, as follows

$$
\begin{aligned}
d \bar{s}= & \left(\frac{\partial s}{\partial t}+\frac{\partial s}{\partial r} a(t)+\frac{\partial s}{\partial I} \gamma\left(I_{t}\right) I_{t}+\frac{1}{2} \frac{\partial^{2} s}{\partial r^{2}} b^{2}(t)+\frac{1}{2} \frac{\partial^{2} s}{\partial I^{2}} \gamma^{2}\left(I_{t}\right) I_{t}^{2}+\frac{\partial^{2} s}{\partial I \partial r} b(t) \gamma\left(I_{t}\right) I_{t}\right) d t \\
& +\sigma_{s}(t) d W_{t}
\end{aligned}
$$

where

$$
\begin{align*}
a(t) & =\left.\frac{\partial f(t, T)}{\partial T}\right|_{T=t}+\alpha(t, t) \\
b(t) & =\sigma(t, t) \\
\sigma_{s}(t) & =\frac{\partial s}{\partial r} b(t)+\frac{\partial s}{\partial I} \gamma\left(I_{t}\right) I_{t} \tag{34}
\end{align*}
$$

where $\alpha(t, T)$ and $\sigma(t, T)$ are the drift and the volatility of the forward risk-free interest rates in (2) and the usual HJM drift condition in (3) holds.

Proof. We apply Itô formula to equation (33).
In addition to the Itô formula we just need to deduce the dynamics of the risk-free short rate $r$, from the dynamics of the forward interest rate in (2). We recall $r(t)=f(t, t)$ and it is easy to show that ${ }^{7}$

$$
d r(t)=\left(\left.\frac{\partial f(t, T)}{\partial T}\right|_{T=t}+\alpha(t, t)\right) d t+\sigma(t, t) d W_{t}
$$

[^5]Without a concrete functional form of the intensity and loss quota distribution, there is not much one can say about the dynamics of the short spread. Except, perhaps that since $\frac{\partial s}{\partial I}<0$ and $\frac{\partial s}{\partial r} \geq 0$ (recall Remark 3.6) we see that increases in the volatility of the index lead to decreases in the volatility of the short spread, while increases in the volatility of the short rate $r$ lead to increases in its volatility. Consequences to the drift cannot be drawn from Assumptions 3.2 and 3.3 alone.

## Remark 3.8. ( $\mathbb{P}$ considerations)

The same qualitative relations would still hold under the objective probability measure $\mathbb{P}$ as long as the market price of jump risk is positive, which seems reasonable.

As to forward spreads $s(t, T)$, given that we could only obtain expressions in terms of expectations that have to be numerically evaluated, there little one can say.
In the next section we propose a way to model all the needed functions and show the simulation results.

## 4 A concrete model

In this section we illustrate the theoretical results previously derived using a "toy model".
Our purposes are that of highlighting the importance of considering the dependence between recovery and intensity of default, by showing that the results obtained are substantial, and of showing the applicability of our results, rather than that of being as realistic as we could.
For that reason, when setting up our model, we do it as simple as possible with the advantage of getting more tractable formulas and a better understanding about what is driving the simulation results.

The theoretical results apply, obviously, to the general case treated above and many more examples could have been considered.
In order to have a concrete model we need to:

- Establish the dependence of the volatility of the index $\gamma$, on the index level.
- Provide the intensity functional form for $\lambda$, in terms of $(t, r, I, \epsilon)$.
- Decide on a distribution for the loss quota $q$ for all possible $(t, r, I)$.

In our toy model we take the risk-free rate, $r$, as constant and abstain from considerations about the risk-free interest rates term structure. This is not realistic, but is also not harmful to our goal of understanding the impact of spreads.
$I$ is supposed to be the price of a traded asset. To consider non a non-traded asset, we would need further considerations in terms of the market price of index risk.

For simplicity we also take all functions to be time homogenous, the extention to non time homogeneous functions is straightforward.
Given these simplifications, to have a completely specified model to simulate we need to we define a function $\gamma(I)$ for the index volatility, a function $\lambda(I, \epsilon)$ for the intensity and, a distribution function $K(d q, I)$ for the loss quota.

### 4.1 Choosing the market index volatility $\gamma$

We start by defining a concrete volatility for the index $\gamma(I)$. As stated in Assumption 3.1 we would like to the index volatility inversely related to the index level.
We start by defining a ratio which relates the current value of the index to its long-run trend value. Let us define

$$
m(I)=\frac{\bar{I}}{I}
$$

where $\bar{I}$ is a priori given and can be interpreted as the long-run trend value of the market index.
The above ratio measures how close or far away from the long-run trend value parameter, $\bar{I}$, the current value of the index $I$ is. Intuitively, it seems reasonable to make the volatility dependent on some relative value of the index, instead on its absolute value. $\bar{I}$ will be assumed to grow at the risk-free rate over time.
Reasonable levels for $m(I)$ typically range from 0.7 and 1.3. We note that the higher the current level of the index the lower is $m(I)$, i.e.

$$
\frac{\partial m}{\partial I}=-\frac{\bar{I}}{I^{2}}<0
$$

That is, a value of, say, $m=0.7$ refers to a bull market while $m=1.3$ refers to a bear market. Based on the above ratio we now define the volatility of index as a function of our moneyness level $m$ in the following way

$$
\begin{equation*}
\gamma(I)=\bar{\gamma}(m(I))^{\frac{1}{2}} \quad \forall I, \bar{\gamma} \in \mathbb{R}_{+} \tag{35}
\end{equation*}
$$

In accordance with Assumption 3.1, the higher the current value of the index the lower is the index volatility $\gamma$,

$$
\frac{\partial \gamma(I)}{\partial I}=\underbrace{\bar{\gamma} \frac{1}{2}}_{>0} \underbrace{[m(I)]^{-\frac{1}{2}}}_{>0} \underbrace{\frac{\partial m(I)}{\partial I}}_{<0}<0 \quad \forall I>0
$$

Figure 1 shows us two possible paths for the index process, one assuming $\gamma$ to be just a constant and the other where the index volatility depends on the index level as in (35).

### 4.2 Choosing default intensities and the loss quota distribution

### 4.2.1 Default intensity

Having defined the index volatility we now define the intensity function

$$
\lambda(I, \epsilon)=\bar{\lambda}[m(I)]^{\epsilon}=\frac{\bar{\lambda}}{\bar{\gamma}}[m(I)]^{\epsilon-\frac{1}{2}} \gamma(I) \quad \text { for } \bar{\lambda} \in \mathbb{R}+\text { and } \epsilon \in[0,1] .
$$

We note that with this modelization we can interpret the intensity function as a function of the index level or, if we prefer, as a function of the index volatility. One can argue that the intensity should not be affected by index level, but instead by its volatility since it is the volatility that


Figure 1: Two paths for the index level and volatility. The same noise was used for both cases, and we took $\bar{I}=10000$ and $I_{0}=10000$. Case 1: constant volatility $\gamma=0.2$, the index process is the full line. Case 2: stochastic volatility as in (35), the index process is the dotted line.
represents the "risk". The above definition includes the two possibilities.

$$
\begin{aligned}
\frac{\partial \lambda}{\partial I} & =\underbrace{\bar{\lambda} \epsilon}_{>0} \underbrace{(m(I))^{\epsilon-1}}_{>0} \underbrace{\frac{\partial m(I)}{\partial I}}_{<0}<0 \\
\frac{\partial \lambda}{\partial \gamma} & =\underbrace{\frac{\bar{\lambda}}{\bar{\gamma}}}_{>0} \underbrace{[m(I)]^{\epsilon-\frac{1}{2}}}_{>0}>0
\end{aligned}
$$

Figure 2 show the functions $\lambda(I)$ and $\gamma(I)$ for different values of $m(I)$.

### 4.2.2 Loss quota $q$

Finally, we need to decide on our loss quota distribution.
As before we will make use of our $m$ ratio in setting up the distribution of the loss process which we will consider to belong to the Beta class. We start by recalling some basic properties of the beta distribution.


Figure 2: (a) : $\gamma(I)$ for different levels of $m(I)$ vs naive constant volatility $\bar{\gamma}=0.2$. (b): $\lambda(I)$, for different levels of $m(I)$ and different $\epsilon=0,1 / 16,1 / 4,1 / 2, \bar{\lambda}=0.05$.

Remark 4.1. The beta density function is given by

$$
f(x)=\frac{1}{B(a, b)} x^{a-1}(1-x)^{b-1} \mathbf{1}_{(0,1)}(x)
$$

where $a>0, b>0$ and $B(a, b)$ is the beta function:

$$
B(a, b) \int_{0}^{1} x^{a-1}(1-x)^{b-1} d s
$$

Furthermore, we have

$$
\mathbb{E}[X]=\frac{a}{a+b}=\mu \quad \operatorname{Var} X=\frac{a b}{(a+b+1)(a+b)^{2}} \quad \mathbb{E}\left[(X-\mu)^{r}\right]=\frac{B(r+a, b)}{B(a, b)}
$$

In our concrete application, for any fixed value of $I$, we choose

$$
\begin{equation*}
q \sim \operatorname{Beta}(2 m(I), 2) \quad \text { i.e. } \quad a=2 m(I) \quad \text { and } \quad b=2, \tag{36}
\end{equation*}
$$

which is consistent with the desired properties referred in Assumption 3.3.
Thus,

$$
\tilde{K}(q, I)=\frac{1}{B(2 m(I), 2)} \int_{0}^{q} x^{2 m(I)-1}(1-x) d x
$$

Figure 3 shows us the loss quota density and its cumulative distribution function for three different values of $m(I): m=0.7$ representing a bull market, $m=1$ for the case where the market is at its long run level, and $m=1.3$ representing a bear market.

The next properties, follow from the properties of the Beta distribution:

- The expected loss is given by

$$
q^{e}(I)=\mathbb{E}[q(I)]=\frac{m(I)}{1+m(I)}
$$



Figure 3: Density and Cumulative distribution functions of loss quota for $m=1.3, m=1, m=0.7$

- $\frac{\partial q^{e}(I)}{\partial I}=\frac{\frac{\partial m(I)}{\partial I}}{(1+m(I))^{2}}<0$

Furthermore

- if default occurs exactly at the long-run level the loss expected quota is exactly $1 / 2$;
- if default occurs when the index level is "high" $(m<1)$ one expects to recover more, expected loss quota decreases;
- if default occurs when the index level is "low" ( $m>1$ ) one expects to recover less, expected loss quota increases.

Figure 4 bellow shows both possible realizations of the loss quota (drawn from the beta density with the appropriate mean for each $m$ ) (stars), the expected loss quota levels for different values of $m$ (full line) in contrast with the naive approach of taking $\bar{q}=\frac{1}{2}$ (dotted line).
Before we go on we illustrate as well a possible relation between the intensity and the recovery process $(1-q)$ and the intensity $\lambda$. Figure 5 shows the scatter plot $\lambda$ versus one possible recovery realization for different levels of the index.

### 4.3 Simulation Results

In our simulations we use the Monte Carlo method where the step size is equivalent to one trading day (we do 250 steps per year) and all simulations concern 5000 paths. The same noise matrix is used for all scenarios and cases so that the values obtained can actually be compared (discretization errors would be in the same direction for all scenarios).
The spreads with zero maturity correspond to the short spread, for all other maturities correspond to the forward spread.

Table 1 let us the reference parameters, while Table 2 characterize all possible scenarios.


Figure 4: Loss quota possible realizations and expected value for different values of the "moneyness" $m$. Dotted line is the naive $q=\frac{1}{2}$.


Figure 5: Scatter plot of intensity versus possible recovery realization for different values of $m$.

## REFERENCE PARAMETERS

|  |  |  |
| :--- | :---: | :---: |
| Maturities $(T)$ |  |  |
| Risk-free interest rate | From days up to 5 years |  |
| $m(I)$ | $5 \%$ |  |
|  | $\begin{cases}\text { Case A: bull market } & 0.7 \\ \text { Case B: normal market } & 1.0 \\ \text { Case C: bear market } & 1.3 \\ \text { Long-run index value } & 10.000 e^{0.5 * T}\end{cases}$ |  |
| Fixed index volatility $(\bar{\gamma})$ | $20 \%$ |  |
| Fixed intensity value $(\bar{\lambda})$ | $5 \%$ |  |
| Fixed recovery value $\left(\bar{q}=\frac{1}{2}\right)$ | $50 \%$ |  |

Table 1: Reference values for the parameters in the model.

## DIFFERENT SCENARIOS

| Scenario | Index Volatility | Intensity | Recovery |
| :---: | :---: | :---: | :---: |
| $(1)$ | F | F | F |
| $(2)$ | S | F | F |
| $(3)$ | F | F | S |
| $(4)$ | S | F | S |
| $(5)$ | F | S | F |
| $(6)$ | S | S | F |
| $(7)$ | F | S | S |
| $(8)$ | S | S | S |

Table 2: Basic reference scenarios for simulations. $\mathrm{F}=$ Fixed, $\mathrm{S}=$ Stochastic.

### 4.3.1 Credit spreads

We start by looking into short spread dynamics.
Figure 6 presents three possible paths for the short spread under each scenario. Obviously, three paths are not representative in any sense, still we belive the intuition is nice and we chose paths with different characteristics. In $(a)$ the market index decreases over time, leading to an increase of the short spreads. In $(b)$ we have a mixed path and in $(c)$ the index value ends up increasing leading to a reduction in the short spreads. From the analysis of this figure, we can conclude that allowing for some stochasticity either in the intensity process or in the expected loss quota lead to similar short spread dynamics and that it is the combined effect that really makes the difference.
In any of the presented paths, if just one of the effects would be considered, the short spreads do not oscillate more than $1 \%$ bellow or above the naive $2.5 \%$, while for the combined effect the variation can be as large as $4 \%$ (in the case of path (a) and quite often above $2 \%$.

Figure 7 give us the terms structure of credit spreads for three possible market situation: a bull market (where we took $m=0.7$ for the initial point), a normal market (initially $m=1$ ) and a bear market (at the beginning $m=1.3$ ).

SHORT SPREAD DYNAMICS


Figure 6: Three possible paths for the short spread, $s(t)$, dynamics.

As expected, as long as the market index is allowed to have any influence either on the PDs or on the LGD the forward spread TS is not flat. It naturally increases with the maturity and its level is lower than $2.5 \%$ in bull markets and higher in bear markets. As in Figure 6 the effect of the index on the intensity alone or on recovery alone is of the same order of magnitude. The intensity seems, however, to have a more pronounced effect on the slope over time. Nonetheless, the big difference results from the combined effect, specially when to that we associate the impact of the negative relation between the index level and its volatility. Note that scenario (8) give us the highest or the lowest term structure in all circumstances.
Table 3 give us some figures for these spreads at some maturities.

### 4.3.2 Prices of credit securities

The pricing of many credit derivatives can be made by computing what is know as key building blocks. See for instance Schönbucher (2003) or Gaspar and Schmidt (2005).
Those building blocks are:

- The price of a zero-coupon defaultable bond with maturity $t$, under zero recovery,

$$
\bar{p}_{o}(t, T)=\mathbb{E}_{t}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r(u)+\lambda(u) d u}\right]
$$

- The price at time $t$ of a zero-coupon defaultable bonds with maturity $T$ under non-zero recovery, in our case,

$$
\bar{p}(t, T)=\mathbb{E}_{t}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r(u)+\lambda(u) q^{e}(u) d u}\right]
$$

- The implied survival probabilities during the interval $[t, T]$

$$
\operatorname{prob}(t, T)=\mathbb{E}_{t}^{\mathbb{Q}}\left[e^{-\int_{t}^{T} r(u)+\lambda(u) q^{e}(u) d u}\right]
$$

- The price of a default digital payoff of 1 at default time, if default occurs in the interval $[t, T]$

$$
\operatorname{digital}=\int_{t}^{T} e(t, s) d s
$$

where

$$
e(t, T)=\mathbb{E}_{t}^{\mathbb{Q}}\left[\lambda(T) e^{-\int_{t}^{T} r(u)+\lambda(u) d u}\right]
$$

Tables 3 (b) and 4 (a),(b),(c) show us the values of all these key quantities for various scenarios and different possible maturities.
Looking into Table 3 (b) the first thing that should be highlighted is that, even for low maturities there is a difference in the prices produced by naive scenarios $(1),(2)$, scenarios where just the PD or the LGD is depended on the index level ((3),(4) for the LGD and (5),(6) for the PD), and the scenarios were we consider the combined effect. We note that for the bull and bear market case the difference in pricing is already evident for the bonds with approximately one month to maturity $(T=0.1)$ and that with a maturity of 5 years the underpricing of the naive model can be of up to $5 \%$ in a bull market, and up to $10 \%$ in a bear market situation. In normal market situations the difference between the scenarios are slope differences with an overall tendency to overprice by the naive model if in reality the market index affects the PD, the LGD or both.


Figure 7: Forward spreads for all scenarios, under three possible market conditions.

| Case A : Bull Market |  |  |  |  |  |  |  | (b) ZERO-COUPON DEFAULTABLE BONDS W/ RECOVERY |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | (1)(2) | ${ }^{(3)}$ | ${ }^{4}$ | ${ }^{\text {(5) }}$ | ${ }^{(6)}$ | ${ }^{(7)}$ | ${ }^{(8)}$ | Case A : Bull Market |  |  |  |  |  |  |  |
| 0 | 2.50\% | 2.174\% | 2.174\% | 2.192\% | 2.192\% | 1.906\% | 1.906\% |  |  |  |  |  |  |  |  |
| 0.1 | 2.500\% | 2.177\% | 2.176\% | 2.198\% | 2.195\% | 1.94\% | 1.912\% | ${ }^{\top}$ | ${ }^{(1)(2)}$ | (3) | ${ }^{4}$ | ${ }^{\text {(5) }}$ | ${ }^{(6)}$ | ${ }^{(7)}$ | ${ }^{(8)}$ |
| 0.5 | 2.500\% | 2.188\% | 2.185\% | 2.209\% | 2.20\% | 1.945\% | 1.937\% | 0.1 | 0.9925 | 0.9928 | 0.9928 | 0.9928 | 0.9928 | 0.9930 | 0.9930 |
| 1 | 2.50\% | 2.201\% | 2.196\% | 2226\% | 2220\% | 1.983\% | 1.968\% | 0.5 | 0.9631 | 0.9647 | 0.9647 | 0.9646 | 0.9646 | 0.9659 | 0.9659 |
| 1.5 | 2.50\% | 2.215\% | 2.208\% | 2.245\% | 2.236\% | 2.025\% | 2.00\% | 1 | 0.9277 | 0.9306 | 0.9306 | 0.9304 | 0.930 | 0.9328 | 0.932 |
| 2 | 2.50\% | 2.228\% | 2.219\% | 2262\% | 2.251\% | 2.06\% | 2.040\% | 1.5 | 0.8935 | 0.9976 | 0.8977 | 0.8973 | 0. | 0.900 | 0.9009 |
| 3 | 2.50\% | 2.253\% | 2.241\% | 2296\% | 2284\% | 2.140\% | 2.112\% | 2 | 0.8006 | 0.8658 | 0.8659 | 0.8654 | 0.865 | 0.8896 | 0.8698 |
| 5 | 2.50\% | 2.299\% | 2.275\% | 2355\% | 2.334\% | 2.264\% | 2.217\% | 3 | 0.7985 | 0.8053 | 0.8055 | 0.8046 | 0.8048 | 0.8100 | 0.8104 |
|  |  |  |  |  |  |  |  | 5 | 0.6872 | 0.693 | 0.9966 | 0.6949 | 0.9953 | 0.7013 | 0.7021 |
| Case B : Normal Market |  |  |  |  |  |  |  | Case B : Normal Market |  |  |  |  |  |  |  |
| T | (1)(2) | ${ }^{(3)}$ | (4) | (5) | (6) | (7) | ${ }^{(8)}$ |  |  |  |  |  |  |  |  |
| 0 | 2.500\% | 2.500\% | 2.500\% | 2.500\% | 2.500\% | 2.500\% | 2.500\% | T | ${ }^{(1)(2)}$ | ${ }^{(3)}$ | ${ }^{4} 4$ | (5) | ${ }^{(6)}$ | (7) | ${ }^{(8)}$ |
| 0.1 | 2.500\% | 2.502\% | 2.5025\% | 2.503\% | 2.5038\% | 2.508\% | 2.508\% | 0.1 | 0.9924 | 0.924 | 0.9924 | 0.9924 | 0.924 | 0.924 | 0.924 |
| 0.5 | 2.500\% | 2.5124\% | 2.512\% | 2.5189\% | 2.5193\% | 2.540\% | 2.545\% | 0.5 | 0.9631 | 0.9631 | 0.9631 | 0.9631 | 0.9631 | 0.9630 | 0.9630 |
| 1 | 2.500\% | 2.524\% | 2.524\% | 2.5376\% | 2.538\%\% | 2.8869\% | 2.5894\% | 1 | 0.9277 | 0.9275 | 0.9275 | 0.9275 | 0.9275 | 0.9272 | 0.9272 |
| 1.5 | 2.500\% | 2.5362\% | 2.5378\% | 2.5573\% | 2.5612\% | 2.632\% | 2.6416\% | 1.5 | 0.8935 | 0.8933 | 0.8933 | 0.8831 | 0.8931 | 0.8926 | 0.8926 |
| 2 | 2.500\% | 2.5479\% | 2.5492\% | 2.575\% | 2.5816\% | 2.6735\% | 2.8875\% | 2 | ${ }^{0.8806}$ | 0.8602 | 0.8602 | 0.8600 | 0.8599 | 0.8591 | 0.8590 |
| 3 | 2.500 | 2.570 | 2.5736 | 2.6142\% | 2.630\% | 2.700\%\% | 2.953\% | 3 | 0.7984 | 0.7976 | 0.7975 | 0.7971 | 0.7970 | 0.7953 | 0.7950 |
| 5 | 2.500\% | 2.6121\% | 2.6145\% | 2.6836\% | 2.7178\% | 2.082\% | 2.9769\% | 5 | 0.6872 | 0.6852 | 0.6852 | 0.6840 | 0.6836 | 0.8800 | 0.6792 |
| Case C : Bear Market |  |  |  |  |  |  |  | Case C : Bear Market |  |  |  |  |  |  |  |
| T | ${ }^{(1)(2)}$ | (3) | (4) | (5) | (6) |  | ${ }^{\text {(8) }}$ | T | (1)(2) | (3) | (4) | (5) | (6) | (7) | (8) |
| 0 | 2.500\% | 2.9413\% | 2.9411\% | 2.9881\% | 2.9880\% | 3.515\% | 3.5155\% | 0.1 | 0.9924 | 0.9920 | 0.9920 | 0.9919 | 0.9919 | 0.9914 | 0.9914 |
| 0.1 | 2.500\% | 2.943\% | 2.9339\% | 2.9925\% | 2.9941\% | 3.525\% | 3.529\%\% | 0.5 | 0.9631 | 0.9609 | 0.9609 | 0.9607 | 0.9606 | 0.9581 | 0.9580 |
| 0.5 | 2.500\% | 2.9512\% | 2.9551\% | 3.0103\% | 3.0199\% | 3.5672\% | 3.5897\% | 1 | 0.9276 | 0.9234 | 0.9234 | 0.9229 | ${ }^{0.9228}$ | 0.9178 | 0.9176 |
| 1 | 2.500\% | 2.960\%\% | 2.9687\% | 3.0324\% | 3.053\%\% | 3.6182\% | 3.666\% | 1.5 | 0.8935 | 0.8874 | 0.8873 | 0.8865 | 0.8863 | 0.8789 | 0.8785 |
| 1.5 | 2.500\% | 2.9704\% | 2.982\% | 3.054\% | 3.0882\% | 3.6688\% | 3.7458\% | 2 | 0.8006 | 0.8527 | 0.8526 | 0.8515 | 0.8511 | 0.8416 | 0.8407 |
| 2 | 2.500\% | 2.9803\% | 2.994\% | 3.0742\% | 3.1167\% | 3.7121\% | 3.8884\% | 3 | 0.7984 | 0.7872 | 0.7870 | 0.7853 | 0.7844 | 0.7710 | 0.7692 |
| 3 | 2.500\% | 2.9982\% | 3.201\% | 3.1189\% | 3.1985\% | 3.814\% | 3.985\% | 5 | 0.6872 | 0.67706 | 0.6770 | 0.6670 | 0.6644 | 0.6452 | 0.6400 |
| 5 | 2.500\% | 3.0303\% | 3.0688\% | 3.2088\% | 3.4289\% | 4.0014\% | 4.4276\% |  |  |  |  |  |  |  |  |

Table 3: Credit Spreads for several maturities $T=0,0.1,0.5,1,1.5,2,3,5$. For $T=0$ it is the short spread, for all others the forward spread.

| Case A : Bull Market |  |  |  | Case B : Normal Market |  |  |  | Case C : Bear Market |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | (1)(2)(3)(4) | (5)(7) | (6)(8) | T | (1)(2)(3)(4) | (5)(7) | (6)(8) | T | (1)(2)(3)(4) | (5)(7) | (6)(8) |
| 0.1 | 0.9899 | 0.9905 | 0.9905 | 0.1 | 0.9899 | 0.9899 | 0.9899 | 0.1 | 0.9899 | 0.9888 | 0.9888 |
| 0.5 | 0.9510 | 0.9539 | 0.9539 | 0.5 | 0.9510 | 0.9510 | 0.9510 | 0.5 | 0.9510 | 0.9463 | 0.9462 |
| 1 | 0.9047 | 0.9100 | 0.9100 | 1 | 0.9047 | 0.9043 | 0.9043 | 1 | 0.9047 | 0.8954 | 0.8953 |
| 1.5 | 0.8605 | 0.8679 | 0.8680 | 1.5 | 0.8605 | 0.8598 | 0.8598 | 1.5 | 0.8605 | 0.8472 | 0.8468 |
| 2 | 0.8186 | 0.8276 | 0.8278 | 2 | 0.8186 | 0.8173 | 0.8173 | 2 | 0.8186 | 0.8013 | 0.8006 |
| 3 | 0.7407 | 0.7522 | 0.7525 | 3 | 0.7407 | 0.7382 | 0.7380 | 3 | 0.7407 | 0.7165 | 0.7151 |
| 5 | 0.6064 | 0.6203 | 0.6209 | 5 | 0.6064 | 0.6010 | 0.6003 | 5 | 0.6064 | 0.5714 | 0.5674 |


| Case A : Bull Market |  |  |  | Case B : Normal Market |  |  |  | Case C : Bear Market |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | (1)(2)(3)(4) | (5)(7) | (6)(8) | T | (1)(2)(3)(4) | (5)(7) | (6)(8) | T | (1)(2)(3)(4) | (5)(7) | (6)(8) |
| 0.1 | 99.481\% | 99.545\% | 99.545\% | 0.1 | 99.481\% | 99.481\% | 99.481\% | 0.1 | 99.481\% | 99.380\% | 99.380\% |
| 0.5 | 97.511\% | 97.806\% | 97.808\% | 0.5 | 97.511\% | 97.502\% | 97.502\% | 0.5 | 97.511\% | 97.022\% | 97.018\% |
| 1 | 95.104\% | 95.660\% | 95.667\% | 1 | 95.104\% | 95.068\% | 95.067\% | 1 | 95.104\% | 94.135\% | 94.116\% |
| 1.5 | 92.756\% | 93.546\% | 93.559\% | 1.5 | 92.756\% | 92.677\% | 92.673\% | 1.5 | 92.756\% | 91.313\% | 91.270\% |
| 2 | 90.466\% | 91.463\% | 91.484\% | 2 | 90.466\% | 90.329\% | 90.321\% | 2 | 90.466\% | 88.559\% | 88.484\% |
| 3 | 86.054\% | 87.392\% | 87.432\% | 3 | 86.054\% | 85.765\% | 85.740\% | 3 | 86.054\% | 83.245\% | 83.078\% |
| 5 | 77.865\% | 79.641\% | 79.729\% | 5 | 77.865\% | 77.164\% | 77.080\% | 5 | 77.865\% | 73.372\% | 72.850\% |

\footnotetext{
(c) DEFAULT DIGITAL PAYOFFS

| Case A : Bull Market |  |  |  | Case B : Normal Market |  |  |  | Case C: Bear Market |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | (1)(2)(3)(4) | (5)(7) | (6)(8) | T | (1)(2)(3)(4) | (5)(7) | (6)(8) | T | (1)(2)(3)(4) | (5)(7) | (6)(8) |
| 0.1 | 0.00495 | 0.00435 | 0.00435 | 0.1 | 0.00495 | 0.00496 | 0.00496 | 0.1 | 0.00495 | 0.00592 | 0.00592 |
| 0.5 | 0.02426 | 0.02141 | 0.02139 | 0.5 | 0.02426 | 0.02437 | 0.02437 | 0.5 | 0.02426 | 0.02904 | 0.02909 |
| 1 | 0.04733 | 0.04199 | 0.04193 | 1 | 0.04733 | 0.04771 | 0.04772 | 1 | 0.04733 | 0.05672 | 0.05691 |
| 1.5 | 0.06928 | 0.06178 | 0.06165 | 1.5 | 0.06928 | 0.07008 | 0.07012 | 1.5 | 0.06928 | 0.08309 | 0.08352 |
| 2 | 0.09016 | 0.08079 | 0.08059 | 2 | 0.09016 | 0.09150 | 0.09157 | 2 | 0.09016 | 0.10821 | 0.10893 |
| 3 | 0.12892 | 0.11658 | 0.11621 | 3 | 0.12892 | 0.13161 | 0.13184 | 3 | 0.12892 | 0.15489 | 0.15645 |
| 5 | 0.19572 | 0.17983 | 0.17908 | 5 | 0.19572 | 0.20179 | 0.20250 | 5 | 0.19571 | 0.23542 | 0.23993 |

Table 4: (a) Prices of zero-recovery, zero-coupon bond prices for several maturities (top table). (b) Implied survival probabilities in the interval $[t, T]$ for several maturities. (c) Price of a digital payoff at default if it occurs in the interval $[t, T]$. Three different market conditions: bull, normal and bear.

In Table 4 the quantities presented do not depend upon recovery (recall the building blocks equations), so all our scenarios reduce to three possibilities: constant intensity (case of scenarios $(1)(2)(3)(4))$, intensity dependent on the index that has or constant volatility (scenarios $(5)(7))$, or stochastic volatility (scenarios (6)(8)). In Table 4 (a), we see that the naive model can lead to underprice in bull markets also when we consider defaultable zero recovery bonds, and overpricing in bear markets. The dimension of these misspricings is similar to the misspricing in the previous table.
When looking into survival probabilities (Table4 (b)) the scenarios considering the index influence show less probability of surviving in bear markets than in bull markets, with a difference up to $7 \%$ already in the 5 -year maturity. This indicates that using the naive model could lead to a possible overestimation of the true survival probabilities in bear markets and underestimate in bull markets. As in most of the previous tables, the dimension of the errors tend to be considerably bigger in bear markets than in bull markets. In the case of survival probability the overestimation can go up to $5 \%$ in bear markets in contrast with the up to $2 \%$ in bull markets. Finally, in Table 4 (c) we have the price if a digital payoff of 1 at default time. As before the differences to the naive model are more drastic in bear markets and can be considered quite drastic, specially, if one takes in consideration that an horizon of 5 years is quite short and all the impacts are likely to increase for higher maturities as we will see in the next section.
In Section 4.4 we run some maturity related robustness checks and draw the readers attention to what we consider to be interesting aspects related to the sensitivity parameter $\epsilon$ (assumed constant up to now) and possible tracking of credit spreads term structures by market volatilities.

### 4.4 Additional Considerations

### 4.4.1 Higher maturities

In this section we increase the maturity horizon we look at, and analyze to which extent our results hold. Table 5 presents forward spreads and defaultable bonds for several maturities, while Table 6 presents zero recovery bond prices implied survival probabilities and the price of default digital payoff of 1 . First of all we can clearly see that for all the three scenarios survival probabilities decrease significantly with the increase in the horizon $T$. If we increase the horizon from 5 to 15 years, in the stochastic volatility scenario the survival probability decreases almost by $40 \%$ for the bull market and up to $50 \%$ in case of the bear market. This is a realistic feature of our model in our opinion since at the longer time horizons when the market is in the recession and firms are known to be sensitive to the fluctuations of the market, the probability of default is quite high.
Moreover, it is also interesting to notice that although in case of the bull market stochastic volatility scenario yields higher survival probabilities at all the maturities, the difference in survival probabilities is much less at the higher maturities. For the case of the bear market, on the contrary, survival probabilities are lower for the stochastic volatility case, and the difference in the survival probabilities between the stochastic volatility and naive scenarios is more pronounced. In contrast to the bull market the difference increases by approximately $5 \%$ with the increase of the investment horizon from 5 to 15 years.

Overall the results are of the same nature as before with one interesting additional result for the long end of the forward spreads term structure.

## FORWARD SPREADS - Higher Maturities



Figure 8: Forward spreads for all scenarios, under three possible market conditions and higher maturity values $T=5,6,7,8,10,12,15,10$.

From Figure 8 we see that when we consider the dependence of both PD and LGD and the negative relation the index level and volatility (scenario (8)), the TS seems to converge faster to its long-run level. In fact, for maturities higher than 15 years the TS of this scenario are relatively flat. Thus, the forward credit spreads are most sensitive to the influence of the market index at the relatively shorter maturities, and somewhere at maturity of around 15 years the credit spreads become relatively more flat and less sensitive to the market index, moving in fact closer to each other.

### 4.4.2 Ratings and different sensitivities

We now look into the parameter $\epsilon$ in

$$
\lambda(I, \epsilon)=\bar{\lambda}[m(I)]^{\epsilon}
$$

which is a measure of the sensitivity of a firms PD to the market situation.
The intuition comes from the fact the PD of high credit worthiness firms should depend much less on market oscillation than that of less credit worthiness firms more sensitive to business cycles. In this sense different $\epsilon$ parameters could represent the term structure of firms with different rating levels.
In the following we consider three different values for epsilon: high $\epsilon=1 / 2$, medium $\epsilon=1 / 4$ and low $\epsilon=1 / 16$. ${ }^{8}$

Figure 9 and Tables 7 and 8 show the simulation results for the different $\epsilon$ values, under normal market conditions. The key feature that results from considering different sensitivities is that the TS of less sensitive firms have smaller TS slope. This is particularly obvious for scenarios (7)(8) when the index influence both PD and LGD and less obvious when it affects only one of them.

Thus, from a practical point of view it is more important to take into account the correlation with the market index when considering a portfolio of securities with low credit rating. We believe that the value of the portfolio will fluctuate significantly together with the business cycle. The effect will be even more pronounced for the low credit rating firms and especially in case of the stochastic volatility index specification.

### 4.4.3 Using implied ATM volatilities as credit spread trackers

An interesting side effect of our model, when we take the index volatility to be stochastic and negatively related to the index level, is that short spread dynamics can be quite well tracked by observing the index volatility. See Figure 10 with 3 possible volatility paths and compare to the short spread evolution for the same paths on Figure 6.
If the (spot) volatility seems to be a good tracker of the short spread, then implied volatilities of options with higher maturities may be good trackers of the forward spread TS. All this results from the negative correlation between the index level and its volatility.

This gives some fundamental reasoning for using implied volatilities of options on indices as predictors of the forward spread term structure and is in line with what seems to be real life common practice among traders who typically use at-the-money (ATM) volatility term structures in predicting forward credit spreads. For example, Collin-Dufresne, Goldstein, and

[^6](b) ZERO-COUPON DEFAULTABLE BONDS W/ RECOVERY

| Case A: Bull Market |  |  |  |  |  |  |  | Case A: Bull Market |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | (1)(2) | (3) | (4) | (5) | (6) | (7) | ${ }^{\text {(8) }}$ | T | (1)(2) | (3) | (4) | (5) | (6) | (7) | (8) |
| 5 | 2.50\% | 2.29\% | 2275\% | 2.355\% | 2.334\% | 2.264\% | 2.217\% | 5 | 0.6872 | 0.693 | 0.696 | 0.6949 | 0.695 | 0.7013 | 0.7021 |
| 6 | 2.500\% | 2.322\% | 2.299\% | 23340\% | 2.383\% | 2.3494\% | 2.3231\% | 6 | 0.6374 | 0.6470 | 0.6475 | 0.645 | 0.6459 | 0.6518 | 0.6529 |
| 7 | 2.500\% | 2.3432\% | 2.316\% | 2.428\% | 2.4137\% | 2.4120\% | 2.3825\% | 7 | 0.5913 | 0.6012 | 0.6019 | 0.5993 | 0.5988 | 0.6054 | 0.0066 |
| 8 | 2.500\% | 2.3633\% | 2.333\% | 2.4573\% | 2.4603\% | 2.4769\% | 2.4691\% | 8 | 0.5486 | 0.5586 | 0.5594 | 0.563 | 0.5688 | 0.5619 | 0.5632 |
| 10 | 2.500\% | 2.4016\% | 2.3632\% | 2.5188\% | 2.5416\% | 2.5916\% | 2.6039\% | 10 | 0.472 | 0.8819 | 0.8829 | 0.4789 | 0.4792 | 0.4832 | 0.8843 |
| 12 | 2.500\% | 2.4371\% | 2.390\% | 2.577\% | 2.6189\% | 2.695\% | 2.719\% | 12 | 0.4064 | 0.4155 | 0.4167 | 0.4118 | 0.4118 | 0.4147 | 0.4155 |
| 15 | 2.500\% | 2.4824\% | 2.4302\% | 26739\% | 2.7691\% | 2.855\% | 2.8981\% | 15 | 0.3245 | 0.3321 | 0.3336 | 0.3275 | ${ }_{0} 0.3288$ | 0.3283 | 0.3285 |
| 20 | 2.500\% | 2.5542\% | 2.4668\% | 2.783\% | 2.8439\% | 2.992\% | 2.8864\% | ${ }^{20}$ | 0.2231 | 0.2281 | 0.2299 | 0.2226 | 0.2215 | 0.2209 | 0.2217 |
| Case B : Normal Market |  |  |  |  |  |  |  | Case B : Normal Market |  |  |  |  |  |  |  |
| T | (1)(2) | (3) | (4) | (5) | ${ }^{(6)}$ | (7) | (8) | T | (1)(2) | (3) | (4) | (5) | (6) | (7) | (8) |
| 5 | 2.500\% | 2.612\% | 2.645\% | 2.683\% | 2.7178\% | 2.908\% | 2.976\% | 5 | 0.8872 | 0.6852 | 0.6852 | 0.6840 | 0.6836 | 0.6800 | 0.6792 |
| 6 | 2.500\% | 2.6310\% | 2.6404\% | 2.781\% | 2.8012\% | 3.0045\% | 3.1441\% | 6 | 0.6373 | 0.6347 | 0.6346 | 0.6330 | 0.6322 | 0.6276 | 0.6261 |
| 7 | 2.500\% | 2.6495\% | 2.655\% | 2.762\% | 2.8530\% | 3.0731\% | 3.2376\% | 7 | 0.5913 | 0.5880 | 0.578 | 0.5558 | 0.5846 | 0.5791 | 0.5768 |
| 8 | 2.500\% | 2.6671\% | 2.6768\% | 2.798\% | 2.922\% | 3.1432\% | 3.3545\% | 8 | 0.5485 | 0.5446 | 0.5444 | 0.5419 | 0.5402 | 0.5340 | 0.5308 |
| 10 | 2.500\% | 2.701\% | 2.7054\% | 2.860\% | 3.0235\% | 3.2643\% | 3.4930\% | 10 | 0.4721 | 0.4670 | 0.4668 | 0.4633 | 0.4005 | 0.4531 | 0.4883 |
| 12 | 2.500\% | 2.7326\% | 2.7315\% | 2.9314\% | 3.1352\% | 3.370\% | 3.623\% | 12 | 0.4064 | 0.4003 | 0.4000 | 0.3956 | 0.3917 | 0.3836 | 0.3776 |
| 15 | 2.500\% | 2.769\%\% | 2.7640\% | 3.035\% | 3.2997\% | 3.525\% | 3.7635\% | 15 | 0.3245 | 0.3172 | 0.3170 | 0.3113 | 0.3060 | 0.2976 | 0.2907 |
| 20 | 2.500\% | 2.8352\% | 2.7992\% | 3.154\% | 3.3834\% | 3.642\% | 3.7094\% | 20 | 0.2230 | 0.2147 | 0.2148 | 0.2077 | 0.2020 | 0.1938 | 0.1882 |
| Case C : Bear Market |  |  |  |  |  |  |  | Case C : Bear Market |  |  |  |  |  |  |  |
| ${ }^{\top}$ | (1)(2) | (3) | (4) | (5) | ${ }^{(6)}$ | (7) | (8) | T | (1)(2) | (3) | (4) | (5) | (6) | (7) | (8) |
| 5 | 2.500\% | 3.0303\% | 3.068\% | 3.208\% | 3.4289\% | 4.0014\% | 4.4276\% | 5 | 0.8872 | 0.6706 | 0.6700 | 0.6670 | 0.6644 | 0.6452 | 0.6400 |
| 6 | 2.500\% | 3.0434\% | 3.0890\% | 3.250\% | 3.5343\% | 4.099\% | 4.6167\% | 6 | 0.6372 | 0.6185 | 0.6176 | 0.6138 | 0.6098 | 0.5888 | 0.5811 |
| 7 | 2.500\% | 3.0582\% | 3.106\% | 3.299\% | 3.6118\% | 4.1738\% | 4.734\% | 7 | 0.5911 | 0.5707 | 0.5696 | 0.5650 | 0.5597 | 0.5373 | 0.5274 |
| 8 | 2.500\% | 3.0720\% | 3.1210\% | 3.338\% | 3.709\% | 4.248\%\% | 4.866\% | 8 | 0.5484 | 0.5264 | 0.5252 | 0.5199 | 0.5132 | 0.4900 | 0.4781 |
| 10 | 2.500\% | 3.0994\% | 3.1449\% | 3.4174\% | 3.832\% | 4.3721\% | 4.9761\% | 10 | 0.4720 | 0.4478 | 0.4463 | 0.4397 | 0.4305 | 0.4067 | 0.3918 |
| 12 | 2.500\% | 3.124\% | 3.1631\% | 3.489\% | 3.9246\% | 4.4752\% | 5.005\% | 12 | 0.4063 | 0.3808 | 0.3792 | 0.3713 | 0.3004 | 0.3368 | 0.3207 |
| 15 | 2.500\% | 3.1505\% | 3.1813\% | 3.608\% | 4.109\% | 4.607\% | 5.088\% | 15 | 0.324 | 0.2983 | 0.2967 | 0.2872 | 0.2748 | 0.2529 | 0.2369 |
| 20 | 2.500\% | 3.2070\% | 3.2096\% | 3.729\% | 4.257\% | 4.677\% | 4.9864\% | 20 | 0.2230 | 0.1982 | 0.1969 | 0.1862 | 0.1741 | 0.1561 | 0.1438 |

Table 5: (a) Credit Spreads and (b)Price of defaultable bond with recovery for several higher maturities $T=5,6,7,8,10,12,15,20$.

| Case A : Bull Market |  |  |  | Case B : Normal Market |  |  |  | Case C : Bear Market |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | (1)(2)(3)(4) | (5)(7) | (6)(8) | T | (1)(2)(3)(4) | (5)(7) | (6)(8) | T | (1)(2)(3)(4) | (5)(7) | (6)(8) |
| 5 | 0.6064 | 0.6203 | 0.6209 | 5 | 0.6064 | 0.6010 | 0.6003 | 5 | 0.6064 | 0.5714 | 0.5674 |
| 6 | 0.5483 | 0.5624 | 0.5633 | 6 | 0.5483 | 0.5411 | 0.5400 | 6 | 0.5483 | 0.5090 | 0.5030 |
| 7 | 0.4962 | 0.5099 | 0.5109 | 7 | 0.4961 | 0.4874 | 0.4856 | 7 | 0.4961 | 0.4537 | 0.4461 |
| 8 | 0.4489 | 0.4621 | 0.4630 | 8 | 0.4489 | 0.4387 | 0.4363 | 8 | 0.4489 | 0.4041 | 0.3950 |
| 10 | 0.3676 | 0.3788 | 0.3795 | 10 | 0.3675 | 0.3549 | 0.3514 | 10 | 0.3675 | 0.3199 | 0.3090 |
| 12 | 0.3009 | 0.3100 | 0.3105 | 12 | 0.3009 | 0.2865 | 0.2823 | 12 | 0.3009 | 0.2528 | 0.2414 |
| 15 | 0.2229 | 0.2287 | 0.2287 | 15 | 0.2229 | 0.2071 | 0.2024 | 15 | 0.2229 | 0.1770 | 0.1663 |
| 20 | 0.1352 | 0.1370 | 0.1373 | 20 | 0.1352 | 0.1199 | 0.1165 | 20 | 0.1352 | 0.0973 | 0.0897 |


| Case A : Bull Market |  |  |  | Case B : Normal Market |  |  |  | Case C: Bear Market |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | (1)(2)(3)(4) | (5)(7) | (6)(8) | T | (1)(2)(3)(4) | (5)(7) | (6)(8) | T | (1)(2)(3)(4) | (5)(7) | (6)(8) |
| 5 | 77.865\% | 79.641\% | 79.729\% | 5 | 77.865\% | 77.164\% | 77.080\% | 5 | 77.865\% | 73.372\% | 72.850\% |
| 6 | 74.008\% | 75.912\% | 76.037\% | 6 | 74.008\% | 73.043\% | 72.885\% | 6 | 74.008\% | 68.712\% | 67.903\% |
| 7 | 70.398\% | 72.357\% | 72.493\% | 7 | 70.398\% | 69.161\% | 68.912\% | 7 | 70.398\% | 64.379\% | 63.300\% |
| 8 | 66.965\% | 68.931\% | 69.070\% | 8 | 66.965\% | 65.447\% | 65.094\% | 8 | 66.965\% | 60.280\% | 58.932\% |
| 10 | 60.592\% | 62.458\% | 62.572\% | 10 | 60.592\% | 58.505\% | 57.931\% | 10 | 60.592\% | 52.750\% | 50.953\% |
| 12 | 54.826\% | 56.491\% | 56.577\% | 12 | 54.826\% | 52.201\% | 51.430\% | 12 | 54.826\% | 46.071\% | 43.988\% |
| 15 | 47.189\% | 48.424\% | 48.412\% | 15 | 47.189\% | 43.839\% | 42.847\% | 15 | 47.189\% | 37.473\% | 35.204\% |
| 20 | 36.751\% | 37.242\% | 37.313\% | 20 | 36.751\% | 32.598\% | 31.660\% | 20 | 36.751\% | 26.447\% | 24.388\% |



Table 6: (a) Prices of zero-recovery, zero-coupon bond prices for several maturities (top table). (b)Implied survival probabilities in the interval $[t, T]$ for several maturities. (c) Price of a digital payoff at default if it occurs in the interval $[t, T]$.

FORWARD SPREADS - Different market Sensitivities


Figure 9: Forward spreads for all scenarios, under normal market conditions. For three different values of $\epsilon$ : high $\epsilon=\frac{1}{2}$, medium $\epsilon=\frac{1}{4}$ and low $\epsilon=\frac{1}{16}$.

Table 7: (a) Credit Spreads and (b)Price of defaultable bond with recovery for several maturities and three different values of $\epsilon$ : high $\epsilon=\frac{1}{2}$, medium $\epsilon=\frac{1}{4}$ and low $\epsilon=\frac{1}{16}$.

| High |  |  |  | Medium |  |  |  | Low |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | (1)(2)(3)(4) | (5)(7) | (6)(8) | T | (1)(2)(3)(4) | (5)(7) | (6)(8) | T | (1)(2)(3)(4) | (5)(7) | (6)(8) |
| 0.1 | 0.9899 | 0.9899 | 0.9899 | 0.1 | 0.9899 | 0.9899 | 0.9899 | 0.1 | 0.9899 | 0.9899 | 0.9899 |
| 0.5 | 0.9510 | 0.9510 | 0.9510 | 0.5 | 0.9510 | 0.9510 | 0.9510 | 0.5 | 0.9510 | 0.9510 | 0.9510 |
| 1 | 0.9047 | 0.9043 | 0.9043 | 1 | 0.9047 | 0.9045 | 0.9045 | 1 | 0.9047 | 0.9046 | 0.9046 |
| 1.5 | 0.8605 | 0.8598 | 0.8598 | 1.5 | 0.8605 | 0.8602 | 0.8602 | 1.5 | 0.8605 | 0.8605 | 0.8605 |
| 2 | 0.8186 | 0.8173 | 0.8173 | 2 | 0.8186 | 0.8181 | 0.8180 | 2 | 0.8186 | 0.8185 | 0.8185 |
| 3 | 0.7407 | 0.7382 | 0.7380 | 3 | 0.7407 | 0.7396 | 0.7396 | 3 | 0.7407 | 0.7405 | 0.7404 |
| 5 | 0.6064 | 0.6010 | 0.6003 | 5 | 0.6064 | 0.6041 | 0.6039 | 5 | 0.6064 | 0.6059 | 0.6059 |
| (b) IMPLIED SURVIVAL PROBABILITIES |  |  |  |  |  |  |  |  |  |  |  |
| High |  |  |  | Medium |  |  |  | Low |  |  |  |
| T | (1)(2)(3)(4) | (5)(7) | (6)(8) | T | (1)(2)(3)(4) | (5)(7) | (6)(8) | T | (1)(2)(3)(4) | (5)(7) | (6)(8) |
| 0.1 | 99.481\% | 99.481\% | 99.481\% | 0.1 | 99.481\% | 99.481\% | 99.481\% | 0.1 | 99.481\% | 99.481\% | 99.481\% |
| 0.5 | 97.511\% | 97.502\% | 97.502\% | 0.5 | 97.511\% | 97.508\% | 97.508\% | 0.5 | 97.511\% | 97.511\% | 97.511\% |
| 1 | 95.104\% | 95.068\% | 95.067\% | 1 | 95.104\% | 95.089\% | 95.089\% | 1 | 95.104\% | 95.101\% | 95.101\% |
| 1.5 | 92.756\% | 92.677\% | 92.673\% | 1.5 | 92.756\% | 92.723\% | 92.722\% | 1.5 | 92.756\% | 92.749\% | 92.749\% |
| 2 | 90.466\% | 90.329\% | 90.321\% | 2 | 90.466\% | 90.409\% | 90.406\% | 2 | 90.466\% | 90.454\% | 90.453\% |
| 3 | 86.054\% | 85.765\% | 85.740\% | 3 | 86.054\% | 85.933\% | 85.924\% | 3 | 86.054\% | 86.028\% | 86.026\% |
| 5 | 77.865\% | 77.164\% | 77.080\% | 5 | 77.865\% | 77.568\% | 77.539\% | 5 | 77.865\% | 77.800\% | 77.795\% |
| (c) DEFAULT DIGITAL PAYOFFS |  |  |  |  |  |  |  |  |  |  |  |
| High |  |  |  | Medium |  |  |  | Low |  |  |  |
| T | (1)(2)(3)(4) | (5)(7) | (6)(8) | T | (1)(2)(3)(4) | (5)(7) | (6)(8) | T | (1)(2)(3)(4) | (5)(7) | (6)(8) |
| 0.1 | 0.00495 | 0.00496 | 0.00496 | 0.1 | 0.00495 | 0.00495 | 0.00495 | 0.1 | 0.00495 | 0.00495 | 0.00495 |
| 0.5 | 0.02426 | 0.02437 | 0.02437 | 0.5 | 0.02426 | 0.02430 | 0.02430 | 0.5 | 0.02426 | 0.02427 | 0.02427 |
| 1 | 0.04733 | 0.04771 | 0.04772 | 1 | 0.04733 | 0.04749 | 0.04750 | 1 | 0.04733 | 0.04737 | 0.04737 |
| 1.5 | 0.06928 | 0.07008 | 0.07012 | 1.5 | 0.06928 | 0.06962 | 0.06963 | 1.5 | 0.06928 | 0.06935 | 0.06936 |
| 2 | 0.09016 | 0.09150 | 0.09157 | 2 | 0.09016 | 0.09072 | 0.09075 | 2 | 0.09016 | 0.09028 | 0.09029 |
| 3 | 0.12892 | 0.13161 | 0.13184 | 3 | 0.12892 | 0.13004 | 0.13013 | 3 | 0.12892 | 0.12916 | 0.12918 |
| 5 | 0.19572 | 0.20179 | 0.20250 | 5 | 0.19572 | 0.19828 | 0.19854 | 5 | 0.19572 | 0.19627 | 0.19632 |

Table 8: (a) Prices of zero-recovery, zero-coupon bond prices for several maturities (top table). (b)Implied survival probabilities in the interval $[t, T]$ for several maturities. (c) Price of a digital payoff at default if it occurs in the interval $[t, T]$. Three different values of $\epsilon$ : high $\epsilon=\frac{1}{2}$, medium $\epsilon=\frac{1}{4}$ and low $\epsilon=\frac{1}{16}$. Higher maturities and three different market conditions: bull, normal and bear.

## VOLATILITY TRACKERS



Figure 10: Volatility paths corresponding to the spot spread paths in Figure 6.

Martin (2001) investigated the determinants of credit spread changes. They showed that credit spreads are mostly driven by a single common factor and showed that implied volatilities of index options contain important information for credit spreads ${ }^{9}$.

## 5 Conclusions and future research

We propose a concrete reduced-form model where both the PD and LGD are dependent on a macroeconomic index. Furthermore, during depressions both the PD and the LGD increase (the reverse happens during booms). Finally, depressions are periods of higher market volatility, whiles booms are periods with low volatility.

By simulation we show that many of the realistic features of our model depend upon:
(i) the fact that both PD and LGD are driven by the same factors,
(ii) the negative relation of the index level and its volatility.

These two aspects together, unfortunately, make the model untractable, from an analytical point of view. Still this may be the right price to pay given all the behaviors it captures. The main realistic features captured by our model can be summarized as follows:

[^7]- The difference between short spreads in bull versus bear markets can be up to three times more than the difference produced by models that consider the market influence in the PD or LGD only [mainly property (i)].
- Faster convergence to long-run levels, originating flat TS for maturities higher than 15 years [properties (i) and (ii)].
- Market volatility track quite well the short credit spread dynamics, suggesting that the TS of ATM implied volatilities of index options may do the same for forward credit spreads [mainly property (ii)].

It seems clear to us, that a model that has both characteristic (i) and (ii) will not allow for closed-form solutions. We would, nonetheless, like to finish the paper with a positive note related to future research.
Given the tractability drawback, and since one must rely on numerical simulations, the ideal would be to model the intensity and the distribution of the loss quota as realistic as possible (this may involve different functional forms and different market price of jump risk assumption). A study of the credit TS shapes observed in the market can be of help in defining such functional forms. Calibration of our "toy model" or other more complex model to market data seems to be another obvious next step. In addition to the single firm, this framework could also be extended to several firms and help dealing with portfolio credit risk issues. For portfolio credit risk the interdependence between PD and LGD is likely to have a much more relevant impact than at the individual firm level. Indeed, portfolio losses depend upon both quantities and the fact that periods when default is more likely may also be periods when recovery is lower, suggest caution is using naive models to establish bank reserves and related precautionary measures. Finally, our last comment on volatility trackers may help in constructing the bridge connecting the equity and credit markets and deserves being further investigated.
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[^0]:    ${ }^{1}$ For a review of reduced-form models and we refer to Schönbucher (2003).

[^1]:    ${ }^{2}$ This way we allow for the possibility that one of our factors may be related to the risk-free side of the economy. In that case, some consistency relation must hold between (2) and (4).
    ${ }^{3}$ This model mimics the effect of a rescue plan as it is described in many bankruptcy codes. The old claimants have to give up some of their claims in order to allow for rescue capital to be invested in the defaulted firm. They are not paid out in cash (this would drain the defaulted firm of valuable liquidity) but in new defaultable bonds of the same maturity. [Schönbucher (2003)]

[^2]:    ${ }^{4}$ See Björk (2004) for further details.

[^3]:    ${ }^{5}$ See, for example, Björk (2004) or Schönbucher (2003).

[^4]:    ${ }^{6}$ Outside the class of affine or quadratic spread models it is basically impossible to find closed-form solutions.

[^5]:    ${ }^{7}$ For a proof of this result see Björk (2004).

[^6]:    ${ }^{8}$ The case of total insensitivity, or $\epsilon=0$, is always considered since in scenarios (1)(2)(3)(4) $\lambda(I, \epsilon)=\bar{\lambda}$.

[^7]:    ${ }^{9}$ Recent papers (see e.g. Cremers, Dreissen, and Weinbaum (2004)) start using measures of volatility and skewness that are based on individual stock options to explain credit spreads on corporate bonds. Implied volatilities of individual options are shown to contain important information for credit spreads. They showed that those implied volatilities improve on both implied volatilities of index options. However, in our framework we can not model this feature since the reduced models do not allow to model stock and corporate bonds together.

