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Abstract 

 

This study assesses whether capital markets of developed countries reflect the effects of 

financial contagion from the US subprime crisis and, in such case, if the intensity of contagion 

differs across countries. Adopting a definition of contagion that relates the phenomenon to an 

increase of cross-market linkages following a shock, copula models are used to analyse how the 

connections between the US and each market in the sample, evolved from the pre-crisis to the 

crisis period. The results suggest that markets in Canada, Japan, Italy, France and the United 

Kingdom display significant levels of contagion, which are less relevant in Germany. Canada 

appears to be the country where the highest intensity of contagion is observed. 
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1. INTRODUCTION 

 

The burst of the US mortgage bubble, in August 2007, is pointed out as the 

moment when international financial markets were stroked by the subprime crisis (see, 

for instance, Toussaint, 2008). Notwithstanding the almost generalised interventions by 

central banks, suggesting that the impact could be global, until then the effects of the 

crisis were somewhat confined to the US. 

After the first liquidity injection by the European Central Bank, taking place on 

the 9th of August, the supply of funds by central banks became almost a rule. By 

providing low cost money, monetary authorities wanted to ensure that commercial 

banks could maintain a normal level of activity, in spite of the increasing difficulties 

faced in the interbank money market. In fact, commercial banks were lending each other 

less frequently and at higher costs, either following an anticipation of losses and the 

consequent need to maintain adequate levels of reserves, or reflecting the turmoil in the 

financial system, motivated by the uncertainties on the real dimension of the crisis. 

The latter was to some extent supported by the president of the Federal Reserve, 

who, in a speech delivered on the 15th of October, stated that the developments of the 

relatively small US subprime market were having a large impact upon the global 

financial system. In fact, losses associated with the subprime crisis have been incurred 

by institutions all over the developed world, including the G7 countries. The Citigroup, 

in the US, the Crédit Agricole in France, the HSBC in the United Kingdom, the CIBC in 

Canada, or the Deutsche Bank in Germany, are examples of banks reporting large losses 

associated with the subprime crisis. Following this, in the 9th of February 2008, 

members of the G7 met in Tokyo to discuss joint crisis control measures.  

These episodes suggest that the burst of the US mortgage bubble is, in fact, 

affecting developed markets. In previous crisis, contagion effects were visible in stock 

market indices, and empirical assessments of financial contagion often focus on the 

dependence amongst stock market indices in turbulent periods (Bae et al., 2003). 

Cappiello et al. (2005), for instance, suggests that the financial crises occurred in the 

90s, in Asia and Russia, affected Latin American markets. Rodriguez (2007) finds 

evidence of contagion in Asian markets during the 1997 Asian crisis. 

In this study, an assessment of financial contagion effects from the US subprime 

crisis in G7 stock markets is performed. The adopted concept of contagion is proposed 
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by Forbes and Rigobon (2001), according to which, financial contagion is ‘a significant 

increase in cross-market linkages after a shock to one country (or group of countries)’.1 

Following this, a significant increase in the dependence between the US market (the so-

called ground-zero market) and the other markets in the analysed sample, from the pre-

crisis period (i.e. before the bursting of the subprime mortgage bubble) to the crisis 

period (after the burst of the bubble), may be interpreted as evidence of contagion. 

When contagion exists, its intensity across markets is also evaluated. Apart form the G7 

markets, the study also comprises the Portuguese’s, in order to appraise contagion 

effects in peripheral markets. 

The concept of contagion proposed by Forbes and Rigobon, although not 

consensual, presents a number of operational advantages, highlighted by the authors.2 

Firstly, because it concentrates on the changes of relationships between markets, rather 

than on the magnitude of those relationships, it allows the assessment of the 

effectiveness of international diversification in periods of financial turmoil. A strategy 

of international diversification, as a means to decrease the risk of a portfolio without 

compromising its expected return, may be successful only if correlations between 

markets do not increase in times of crisis. It is therefore the change suffered by 

correlations, and not the correlations themselves that are of critical importance in such a 

context. 

Secondly, it assesses the circumstances when an intervention of international 

authorities, in case of financial crisis, may be justified on the grounds of effectiveness. 

In fact, such type of bailing out intervention would only be adequate if the crisis entails 

a shortage of funds to a country presenting sound economic and policy fundamentals 

and no real links with the focus of the crisis. Following this, the concerted interventions 

by central banks as of August 2007 may be sub-optimal if the results of tests on 

contagion are negative in the context of the current subprime crisis. 

Finally, the proposed definition of contagion avoids the difficult direct 

assessments of propagation mechanisms after a shock, by simply distinguishing 

between transmission mechanisms that change after a crisis and those that are a 

                                                           

1
 Forbes and Rigobon, 2001, p. 44. 

2 See Forbes and Rigobon, 2001, pp. 45-46. 
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continuation of what previously existed. Furthermore, the proposed concept of 

contagion allows a classification of the theories that try to explain the mechanisms of 

international transmission as non-crisis-contingent theories (based on economic 

fundamentals and consistent with the absence of financial contagion) and crisis-

contingent theories (based on investors’ behaviour and expectations, and consistent with 

the existence of financial contagion). The work developed, inter alia by Mullainathan 

(2002), Valdés (1997), Calvo and Mendoza (2000) or Boyer et al. (2006) is consistent 

with the latter. 

The remainder of this study is organised as follows: section 2 briefly surveys the 

relevant literature on copulas theory; section 3 presents the data and methodology, 

section 4 displays the empirical analysis and respective results, section 5 concludes. 

 

2. COPULA THEORY 

 

In spite of being relatively new in the context of empirical financial analyses, 

copulas are already an object of frequent use by researchers.3 The copula concept was 

introduced by Sklar (1959) and may be used in finance as an alternative to correlations 

and other measures of relationships between variables, requiring rather strong 

assumptions, rarely met by financial variables. A copula is a joint distribution function 

of random variables, with pre-specified properties (see, for instance, Schmidt, 2006). 

According to Sklar (1959), it is possible to split the joint distribution function in 

two basic components: the marginal variables function, following a uniform distribution 

in the interval [0, 1], and the function of dependence between these variables (i.e. the 

copula).4 One important tool for the Sklar theorem is the fundamental result from the 

theory of generation of random numbers, by Fisher (1932), which states that if X is a 

random continuous variable with a distribution functionF , then ( )XFU =  follows a 

uniform distribution between 0 and 1, regardless of the shape assumed byF . Variable 

U  is known in the literature as the probability integral transformation of X (Patton, 
                                                           

3
 For its relevance in the issue at hand, see, inter alia, Embrechts et al. (2002) and Cherubini et al. (2004). 

4
 In this study, bivariate continuous copulas are used, as the focus of the analysis is the structure of dependence 

between pairs of markets. The analysed copulas have, therefore, domain in the unitary square and contradomain in 

the unitary interval: [ ] [ ] [ ]1,01,01,0 →× . 
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2002). In other words, a copula is a function allowing the link of univariate distribution 

functions to a joint distribution function. It was this capacity of expressing a link that 

inspired Sklar when he denominated such function as a copula – a word of Latin origin 

that means connection or junction (Patton, 2002). 

Formally, the Sklar theorem states that any d-dimensional distribution 

functionF , with univariate marginal distribution functions dFF ,...,1 , may be written in 

the following way: 

( ) ( ) ( )( )ddd xFxFCxxF ,...,,..., 111 = , where C  represents the copula. (1) 

In alternative, if ( )dXXX ,...,1=  is a vector of random variables, the copula 

function is given by ( ) ( ) ( )( )ddd uFuFFuuC 1
1

1
11 ,...,,..., −−= , where 1−

iF  represents the 

marginal distribution inverse functioni , with ( )1,0~ UnifU i  (see the development in 

Nelsen, 2006). 

Deriving both sides of equation (1), in order to each marginal variable, to obtain 

the density functions (here represented in lower case letters), the copula’s role as a 

dependence structure is eventually more obvious: 

( ) ( ) ( )( )
( ) ( )

( ) ( )
d

dd

dd

dd
d

d

d
d

x

xF

x

xF

xFxF

xFxFC

xx

xxF

∂
∂

××
∂

∂
×

∂∂
∂

=
∂∂

∂
...

...

,...,

...

,...,

1

11

11

11

1

1  

or 

( ) ( ) ( ) ( )dddd xfxfuucxxf ×××= ...,...,,..., 1111  

The above equation shows that, when the copula density function is neutral, the 

joint density function is equal to the product of the marginal density functions. In this 

case, all variables in vector ( )dXXX ,...,1=  are independent. If the copula density 

function is not neutral, it represents a dependence link amongst the variables inX . 

An important feature of the Sklar theorem is the flexibility in multidimensional 

modelling. For instance, knowing the marginal distribution functions (which do not 

have to be identical) and knowing the copula function (that may be chosen 

independently of the marginal distributions), the joint distribution function may be 

directly obtained via the application of the theorem. 

In this study, since the goal is the modelling of the dependence structure of pairs 

of financial series, by choosing the univariate distribution functions that are adequate 

for the marginals, and choosing an adequate copula to link these variables, it is possible 
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to understand the co-movements of the series, using the points resulting from the 

integral transformation of the marginal variables probability as inputs to estimate the 

copula. 

This means that it is possible to safely discard the Gaussian modelisation which, 

as shown in the literature, entails limitations when applied to some financial data, as a 

result of non-standard characteristics, such as heavy tails or stochastic volatility (ARCH 

effects).  Furthermore, in the context of bivariate models, several studies have suggested 

that there are cases where the Gaussian distribution may not be appropriate, for it does 

not capture the asymmetric dependence often present in bidimensional series. Longin 

and Solnik (2001), Ang and Chen (2002), and Ang and Bakaert (2002), for instance, 

show that assets’ returns appear to be more correlated in bearish than in bullish markets. 

Therefore, since the Gaussian distribution is symmetric, it is unsuitable when tails 

display some asymmetry. 

 A variety of copulas has been proposed (see for instance Nelsen, 2006) but, in 

finance, the most commonly adopted are the Gaussian copula (proposed by Lee (1983), 

the t-Student copula and some Archimedean copulas, such as those present in Gumbel 

(1960), Clayton (1978) or Frank (1979). When the variables of interest present a 

symmetric dependence structure, Gaussian or t-Student copulas may be adopted. If the 

dependence is more visible in the left hand side of the distribution, the Clayton’s copula 

is more adequate, and the same for the Gumbel (1960) copula where variables display 

dependence in the right hand side of the band (Trivedi and Zimmer, 2005). 

Although these two copulas cannot be used to model negative dependence 

structures between variables, this fact is not a problem when returns of stock indices are 

concerned, since dependence between them is usually positive. Frank’s copula is 

symmetric but has some advantages in relation to the Gaussian and the t-Student 

copulas, namely to allow a more straightforward estimation of the dependence 

parameter, due to a simple analytical form. This copula is also appropriate to model 

variables displaying bands with weak dependence structures (Trivedi and Zimmer, 

2005). 

As an example, the functional forms of Clayton’s and of Gumbel’s copulas are 

displayed: 

( ) ( ) θθθ
1

2121 1,
−−− −+= uuuuCClayton , 
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where ( )+∞∈ ,0θ  represents the parameter of dependence between the marginal 

variables ( )1
1

11 UFX −=  and ( )2
1

22 UFX −= , being 1F  and 2F  the distribution functions 

of 1X  and 2X , respectively. As θ  approaches 0, the variables become less dependent. 

Therefore, the bigger theθ , the greater the dependence between 1X  and 2X . 

Gumbel’s copula is represented by: 

( ) ( ) ( )( ) 







−+−−= θθθ

1

2121 lnlnexp, uuuuCGumbel , 

where the dependence parameter[ )+∞∈ ,1θ . If 1=θ , variables 1X  and 2X  are 

independent.5 As θ  increases, the dependence between the variables also increases. 

The following figure shows a simulation of the behaviour of Clayton’s and 

Gumbel’s copulas for distinct dependence parameters. Standardised Gaussian 

distributions are assumed. 

 

Figure 1. Random drawing of 2000 points departing from the copula of: (1) Clayton, with θ = 1.5; (2) Clayton, with 
θ = 3; (3) Gumbel, with θ = 2; (4) Gumbel, with θ = 3. It as been assumed for each panel that the marginal variables 

1X  (in the horizontal axis) and 2X  (vertical axis) follow standardised Gaussian distributions 

 

The Clayton’s copula, in panel 2, displays a more concentrated distribution than 

that of panel 1, i.e. it exhibits a higher level of dependence. Furthermore, the left hand 

side of Clayton’s copula is tighter than its right hand side – where the points are rather 

                                                           

5
 The independent copula is given by ( ) 2121, uuuuC Indep = . 
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dispersed. These copulas may be adequate to model market indices exhibiting strong 

trends in down markets.  

If the copula in panel 1 represents the dependence structure between two 

markets, in a period of calm, and the copula in panel 2 represents these markets’ 

dependence structure in a period of crisis, the two copulas would convey evidence of 

financial contagion. 

In addition to using ‘pure’ copulas, combinations of them may also be used (see, 

for instance Dias, 2004). The combination of a Grumbel and a Clayton copula, for 

instance, is adequate in the analysis of situations of almost perfect symmetry, but also 

for those of asymmetric shape.  

The functional form of this mix copula is given by: 

( ) ( ) ( )21221121 ,,, uuCwuuCwuuC GumbelClaytonmix += , 

where [ ]1,0, 21 ∈ww  and 121 =+ ww  

When 1w  tends to 1, the mixed copula tends to the Clayton copula and, as a 

consequence, the dependence in the left hand side of the mixed copula becomes more 

pronounced than that of the right hand side. Inversely, when 1w  tends to 0, the right 

hand side of the mixed copula becomes more prominent in terms of dependence. The 

mixed copula may also capture independence between variables, and it does so when 

the dependence parameter (θ ) of the Clayton copula is close to 0 and the Gumbel 

copula parameter is equal to 1.  

 

3. DATA AND METHODOLOGY 

 

The adopted methodology allows the comparison of dependence relationships in 

a period of relative financial stability, here referred to as the pre-crisis period, and in a 

turbulent phase, the crisis period. The pre-crisis period begins on the 1rst January 2005 

and ends immediately before the burst of the subprime bubble, assumed to have 

occurred on the 1rst of August 2007. The crisis period starts at the beginning of August 

and extends until the 29th of February 2008, the last day for which data on stock market 

indices was collected. 

Daily closing data on the Morgan Stanley Capital International (MSCI) indices 

denominated in the local currency are used for the G7 and the Portuguese markets. 
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The objective is the measurement of dependence between the US index and each 

of the remaining indices in the pre-crisis and in the crisis period. Thus, the following 

pairs of markets are assessed: US-Germany, US-Canada, US-France, US-Italy, US-

Japan, US-Portugal and US-UK. The bivariate series are slightly different in length due 

to the need to calibrate the pairs of data according to each country’s national holidays.6 

Table 1. Number of daily observations for the bivariate series 

 

In the financial literature, the Pearson’s linear correlation coefficient is one of 

the most used methods to quantify dependence (e.g., Bertero and Mayer, 1990; Baig and 

Goldfjan, 1999). However, authors such as Stambaugh (1995), Boyer, Gibson and 

Loretan (1999) or Forbes and Rigobon (2001), have shown that the use of this 

coefficient may produce weak results, if the analysed variables present conditional 

heteroskedasticity or autocorrelation, i.e. when the first and second moments of the 

distributions (mean and variance) are not stable over time. This is often not the case, as 

may be seen in figures 2 and 5, ahead. Furthermore, Corsetti, Pericoli and Sbracia 

(2005) have shown that when the variables are not independent and identically 

distributed (iid), the corrections made to the linear correlation coefficient, to 

accommodate the instability of the distributions’ mean and variance, may still produce 

biased results. As Embrechts et al. (2003) and McNeil et al. (2005) have shown, the 

correlation coefficient is a robust measure of dependence only in the case of elliptic 

distributions, an example of which is the Gaussian distribution. If this is not the case, 

alternatives should be thought. 

Following the problems associated with the use of simple correlations, other 

methods were adopted by researchers in the analysis of dependence between variables. 

Costinot et al. (2000), for instance, suggest the use of copulas, a framework that allows  

both an integral characterisation of the dependence link, but it also allows the definition 

                                                           

6
 Due to the different time zones, working hours in Japan and in the US do not overlap. Therefore, in order to ensure 

that the information contained in the US index is reflected in the Japanese index only in the next working day, the 
series of US data is lagged. 
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of its structure in scalar synthetic measures such as the rank correlation: the 

“Kendall’sτ ” or the “Spearman’s ρ ” (Schmidt, 2006).  

Rank correlations are also useful in the measurement of dependence structures 

between copulas. In fact, despite the fact that each copula has its own dependence 

parameter (θ ), they might not be easily comparable. As previously mentioned, the 

interval of variation of θ  in a Clayton’s copula, ( )+∞,0 , differs from that of a Gumbel’s 

copula, ( )+∞,1 . The rank correlation, on the other hand, is comprised between -1 and 1, 

and is invariant to non linear transformations of the variables, as long as they are 

monotonic, as when a probability integral transformation is performed on the marginal 

variables. 

In this analysis, and following the rational displayed so far, the Kendall’s τ  and 

the Spearman’s ρ are used as synthetic measures of dependence between the series of 

indices. These parameters are directly obtained from each copula’s function, with the 

procedures described by Nelsen, (2006): 

( ) ( )( )∫ ∫ −=
1

0

21

1

0

212121 ,12, duduuuuuCXXSpearmanρ  

( ) ( ) ( )
∫ ∫ ∂

∂
∂

∂
−=

1

0

21

1

0 2

21

1

21
21

,,
41, dudu

u

uuC

u

uuC
XXKendallτ  

Other than the rank correlation, asymptotic caudal coefficients, associated with 

the copulas (Uλ  and Lλ ), are also often used as measures of dependence. These 

coefficients assess the probability of a random variable reaching an extreme value, in 

case other variable has already attained it. For instance, when an index has fallen 

sharply, it is possible to assess the probability of a similar behaviour on the part of other 

index by using the inferior asymptotic caudal coefficient ( Lλ ), formally defined as (see, 

for instanced, Schmidt, 2006): 

))()((lim 1
11

1
22

0
qFXqFXP

q
L

−−

→
≤≤=λ  

Following this, the higher caudal coefficient is defined as: 

))()((lim 1
1

1
22

1
qFqFXP

q
U

−−

→
= ffλ  
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The methodological procedures adopted in this analysis may be divided into four 

distinct steps, described as follows: 

Step 1: Elimination of the series’ autoregressive and conditional heteroskedastic effects, 

with ARMA-GARCH models. The resulting residuals, denominated as filtered returns, 

are assessed for mean and variance stability. 

Step 2: The samples of filtered returns are divided into two periods, the pre-crisis and 

the crisis period. Assuming that they are iid, a number of distribution functions for each 

index, and for the two periods, are estimated by maximum likelihood: the Gaussian, the 

t-location/scale, the logistic and the Gumbel’s (extreme values). This last distribution is 

useful in the assessment of asymmetry in the sample of returns. The Akaike information 

criterion (AIC) is used to select the most adequate distribution. 

Step 3: The distributions obtained in step 2 are used as inputs in the estimation, by 

maximum likelihood, of the various copulas, for each market and for the two periods. 

Again, the AIC is used to assess the quality of the estimates and in the selection of the 

most adequate copulas (see, for example, Dias, 2004). 

This method of estimating the copulas’ parameters is designed by McLeish and 

Small (1998) as the Inference Functions for Margins (IFM) and is developed in two 

parts. Firstly, the marginal distributions’ parameters are estimated (as in step 2 above) 

and then used in the estimation of the copulas’ parameters. One advantage of such 

procedure is the possibility of a priori testing the goodness of fit of the marginal 

distributions. 

The ‘pure’ copulas tested are those of Clayton, Gumbel, Frank, Gaussian and the t-

Student, and the mix copulas are those of Clayton-Gumbel, Gumbel-Survival Gumbel 

(see Dias, 2004) and Clayton-Gumbel-Frank. 

Step 4: The bootstrap technique referred by Trivedi and Zimmer (2005) is used to 

calculate the variance-co-variance V matrix for the estimated parameters and for the 

other remaining indicators associated with the copulas selected in step 3. The bootstrap 

procedure may be summarised as follows: 
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(1) Computation with the IFM method of the estimates for the vector of marginal 

distributions parameters (
∧

1β  and 
∧

2β ), and for the vector of the copula (
∧
θ ). The 

vector of global estimated parameters is defined as T),,( 21

∧∧∧∧
=Ω θββ ; 

(2) Definition of a sample of ‘observations’ obtained from the original data with a 

random draw with reposition; 

(3) Use of this sample to re-estimate 1β , 2β  and θ , using the IFM method; 

(4) Replication of steps (2) and (3) R times, being the r-th re-estimation identified 

by ( ) Trrrr ))(),(,)(( 21

∧∧∧∧
=Ω θββ ; 

(5) The parameters’ standard deviations are the square roots of the main diagonal 

elements in matrix V , estimated as follows: ∑
=

∧∧∧∧
−

∧
Ω−ΩΩ−Ω=

R

r

TrrRV
1

1 ))()()(( . 

The output of the bootstrap results is used in the assessment of the hypothesis of 

contagion. The test may be expressed as follows: 

Test 1 – If contagion exists, the dependence or co-movement between markets is more 

intense during the period of crisis. Using the Kendall’s τ : 
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−
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Using the Spearman’s ρ : 
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−
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Again using the bootstrap results, the hypothesis of differences in the contagion 

intensity between markets is tested as follows: 

Test 2 – If contagion is more intense in market A than in market B, the increase in 

dependence between the US market and market A, from the pre-crisis to the crisis 

period, is higher than that between the US market and market B. 
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Using Kendall’s τ , the test may be expressed as: 

( ) ( )
( ) ( )





>−−−=∆

≤−−−=∆

−−−

−−−
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0
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4. RESULTS 

 

Step 1: Elimination of autoregressive effects and of conditional heteroskedasticity in 

the series 

In order to make sure that the first period is in fact a pre-crisis period, the series 

of returns of the different indices were decomposed to the scale 1, using a wavelet of 

Haar, as suggested by Misiti et al. (1997), and the main structure break occurred closed 

to the burst of the bubble was verified. The following figure displays the case of the 

French index, which structure break occurred on the 18th of July 2007. 

Figure 2. Level 1 detail for the decomposition of the French index, developed using a Haar’s wavelet  

 

In order to eliminate trend dependence effects in the series, the procedures 

suggested inter alia by Dias (2004) and Gonzalo and Olmo (2005) are adopted. Firstly, 

through and analysis of the autocorrelation functions and of the Ljung-Box-Pierce and 

Engle’s ARCH tests, the problems of temporal dependence are assessed (and the 

conclusion that these series are not iid is reached) either in means or in variances. Using 

the Box-Jenkins’ method, an ARMA model is estimated for each index’s average 

return.7 GARCH (1,1) models were adjusted for the volatilities as they have been 

showed to be especially adequate for financial time series.  

                                                           

7
 An augmented Dickey-Fuller test is used to test for the absence of unit roots in the series and, therefore, to assess 

the adequacy of the proposed methods of analysis. 
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After estimating the ARMA-GARCH models, the filtered returns are 

recuperated. The tests previously described are performed to assess whether the 

identified problems are corrected. The three following figures highlight the process for 

the French market. 

Figure 3. French Market. Returns’ autocorrelation function (1), Square returns’ autocorrelation function (3), 

returns’ partial autocorrelation function (2), Q of Ljung-Box-Pierce and ARCH of Engle’s tests (4) 

 

The visual inspection of the figures suggests that AR and ARCH effects are 

present. Therefore, an ARMA(1,1)-GARCH(1,1) model was fitted. The obtained results 

are depicted in table 2. 

Table 2. French Market. ARMA(1,1)-GARCH(1,1) Model 

 

C  represents the constant associated with the mean’s equation and K  is the  constant 

associated with the variance’s equation. It was assumed that the error term follows a 

Gaussian standard distribution. 

Figure 4 contains the results of tests on the series of filtered returns. 
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Figure 4. French Market. Filtered returns’ autocorrelation function (1), squared filtered returns’ autocorrelation 
function (3), filtered returns’ partial autocorrelation function (2), Ljung-Box-Pierce and ARCH of Engle tests (4) 

 

The information contained in figure 4 suggests that time dependence problems 

in the French index are no longer relevant. 

The results of the estimated models for the remaining indices are displayed in 

Table 3. 8 

Table 3. Estimated models for the various indices 

 

In order to stress the distinct markets’ behaviour in the pre-crisis and crisis 

periods, the series of conditional volatility for the US and French indices are displayed 

in Figure 5. 

                                                           

8 As the dimension of the series of indices is variable (following the elimination of the holidays), and since the object 
of the assessment is the dependence towards the US, the size of each series was adjusted to that of the US. As a 
consequence, the ARMA-GARCH model for the US index undergoes small changes according to the dimension 
considered for the series. In Figure 5, the model corresponds to the US index associated to the US-France pair. 
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Figure 5. Panel (1): US index’s conditional variance. Panel (2): US index’ conditional variance after the application 

of the Hodrick Prescott filter (with a smoothing parameter of 1000000). Panel (3) French index’s conditional 

variance. Panel (4): French index’ conditional variance after the application of the Hodrick Prescott filter (parameter 

of 1000000) 

 

The series’ conditional volatility increases in the period after the burst of the 

bubble, thus depicting the turbulent environment in international markets.  

 

Step 2: Adjustment of the parametric distribution functions for the univariate series 

 

Table 4 contains information on the selected distribution function for each 

market. 

 

 

 

 

 

 

 

 

 



18 

 

 

Table 4. Distribution functions selected for the univariate series of the filtered returns 

 

The logistic distribution appears to be the more adequate alternative. The shape 

of the logistic distribution is quite similar to that of the t-Student, thus suggesting the 

existence of heavy tails in the filtered returns. Only the Italian market, during the crisis 
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period, displays asymmetry in the distribution of the filtered returns. All remaining 

cases appear to be symmetric. 

 

Step 3: Adjustment of the copulas for the bivariate series in the pre-crisis and crisis 

periods 

Tables 5 and 6 display the copulas’ estimates for the various markets in the two 

periods. 
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Table 5. Adjusted copulas for the pre-crisis period 
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Table 6. Adjusted copulas for the crisis period 
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A number of aspects are of interest: 

- Firstly, the various estimated copulas’ parameters increase from the pre-crisis 

to the crisis period, thus suggesting that the co-movements between markets became 

more pronounced after the burst of the mortgage bubble. 

- Secondly, the level of dependence between each of the markets and the US is 

not homogeneous. Focusing on the results obtained with the t-Student copula, for the 

pre-crisis period, the Canadian market displays the highest level of dependence in 

relation to the US market, presenting a coefficient of 0,6262. The German, French, Italy 

and UK markets display lower levels of dependence, presenting values around 0,45. The 

least dependent markets are those of Japan (0,3761) and Portugal (0,2192). In spite of 

the displayed distinct levels of dependence, all markets present positive dependence 

coefficients, thus suggesting that they are all connected with the US and evolving in the 

same direction. 

- Finally, the t-Student copula appears to be the more adequate to model the 

dependence structure between the markets in the pre-crisis period, whereas Frank’s 

copula outperforms the others for the crisis period. The copulas selected with the AIC 

present a symmetric structure, in contrast with the results by Longin and Solnik (2001), 

Ang and Chen (2002), and Ang and Bakaert (2002), which suggest that the higher level 

of dependence between markets occurs in periods of decreasing returns. The exception 

is the Japanese market, exhibiting higher dependence in the right tail, in the crisis 

period, as the representative copula is the Gumbel’s. 

 

Step 4: Computation of the parameters’ standard deviations and of the statistics 

associated with the copulas. Assessing the hypotheses of contagion and of distinct 

contagion intensities 
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Table 7. Selected Copulas 

 

 

Table 7 displays the results for the copulas selected from tables 5 and 6 with the 

AIC. Values in brackets represent standard deviations. Besides the copulas’ parameters 

(θ  and ν ), the rank correlation (τ  and ρ ) and the asymptotic tail coefficients (Uλ  and 

Lλ ) are also presented. Values for these coefficients suggest that, in asymptotic terms, 

there appears to be more dependence in the pre-crisis than in the crisis period since, by 

definition, the t-Student copula exhibits tail dependency and the Frank’s copula does 

not. Exceptions are the Canadian and Japanese markets. Whereas the former exhibits 

asymptotic tail dependence towards the US after the burst of the subprime bubble, the 
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latter reinforced the right hand side asymptotic tail dependence and diminished the left 

hand side dependence. 

Therefore, the results show an increase in global dependence between markets, 

not always matched by an increase of asymptotic tail dependence, thus suggesting that 

contagion tests based on the tails of the distributions may produce non-accurate results. 

 

Results for the assessment of contagion - Test 1: 

 

Table 8 displays results for the test of existence of financial contagion from the 

subprime crisis, considering the US market as the focus of the crisis. One thousand 

replicas were used in the bootstrap procedure (R=1000). In each of the replicas, the 

obtained values of τ∆  (and of ρ∆ ) were ordered, leading to a probability function for 

τ∆  (and ρ∆ ). This function is then used to calculate the p-values, considering as the 

null hypothesis the non-existence of contagion (i.e. H0: 0≤∆τ ). The p-values result 

from a unilateral test, reflecting the left area of probability of 0=∆τ . 

Table 8. Test of financial contagion with the crisis focus on the US 

 

The test results based on the Kendall’s τ  are basically identical to those 

obtained using the Spearman’s ρ , thus confirming that the two statistics are substitute. 

For a 10% significance level, five markets exhibit evidence of contagion: those of 

Canada, Japan, France, Italy and the UK. The null hypothesis of absence of contagion 

could not be rejected for the German market (though the values are close to rejection, 

with a p-value of 0,1070 for the test based on the Spearman’s ρ ). The null is clearly not 

rejected for the Portuguese, thus suggesting that more peripheral markets (perhaps less 

exposed to the financial products associated to the subprime) are shielded against this 

crisis contagion effects. In fact, Canada, the closest market to the focus of the crisis, 

displays the highest level of contagion (p-value of 0,0000). 
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According to what could be anticipated, the markets exhibiting the highest levels 

of dependence towards the US are also those which are subject to higher contagion 

intensity. In fact, for the pre-crisis period, the markets exhibiting more synchronized co-

movements with the US market are, in decreasing order of the Spearman’s ρ : Canada 

(0,6097), Italy (0,4378), France (0,4359), Germany (0,4323), the UK (0,4215), Japan 

(0,3297) and Portugal (0,2097).  This order is almost unchanged if countries are ordered 

by the p-values resulting from the test on the existence of contagion: Canada (0,0000), 

Japan (0,0090), Italy (0,0140), France (0,0410), the UK (0,0680), Germany (0,1070) 

and Portugal (0,1430). 

Within the European markets presenting similar dependence levels in the pre-

crisis period (see Table 7), the German market appears to be the most prepared to resist 

the crisis, as it presents the weakest signs of contagion (non-significant at the 10% 

significance level). On the other hand, the Japanese market, in spite of displaying a less 

intense dependence with the US, vis-avis that of the more developed European 

countries, appears to be one of the most vulnerable to the crisis effects, as the test to the 

existence of contagion is significant at the 1% level. 

 

Results for the assessment of distinct contagion intensity - Test 2: 

In spite of the results of test 1, suggesting that some markets appear to be more 

affected than others, test 2 is developed to determine if the differences of contagion 

intensity are statistically significant. Table 9 resumes the test’s results.  

 

Table 9. Testing the intensity of financial contagion 
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The first figure, in the left hand side of the first raw, represents the disparity 

between the difference of the τ  for the US/Canada pair, between the pre-crisis and the 

crisis period, and that of the US/France pair: 0,0748 = (0,5996 – 0,4320) – (0,3918 – 

0,2990). 

In spite of a number of positive figures displayed in the table, suggesting that 

market A has been more intensely affected than market B9 (with negative figures 

suggesting the opposite), the test’s results show that the null hypothesis of equal 

intensity is rejected, and merely at a 10% significance level, only for the pairs 

Canada/Germany and Canada/Portugal. The Canadian market is the only exhibiting 

high levels of contagion intensity.10 

 

5. CONCLUSIONS 

 

This study uses data on MSCI indices to assess financial contagion resulting 

from the US subprime crisis, adopting the copula theory to characterise and measure 

dependence links between the US and the other G7 countries plus Portugal. 

Two tests are performed to identify the affected markets and the existence of 

distinct levels of contagion intensity. The first assesses whether evidence of contagion 

emerges, following of the burst of the subprime mortgage bubble in the US (the ground-

zero market), in August 2007. The results suggest that financial markets in Canada, 

Japan, Italy, France and the UK present significant levels of contagion. The levels for 

the German market, and mainly for the Portuguese market, are not significant. It is 

therefore more correct not to refer to contagion in these two cases and simply 

acknowledge an increase in the dependence towards the US market. 

The second test checks if the levels of contagion intensity differ across markets. 

The results suggest that only in the case of the Canadian market is the level of contagion 

intensity significantly higher and, even than, only in comparison to the cases of the 

                                                           

9
 For example, table’s first raw suggests that the Canadian market is the most affected, since all the elements in the 

first raw are positive. 

10
 To be precise, one should not refer to increases in the contagion intensity in these concrete cases, given that the 

markets in Germany and Portugal do not exhibit signs of contagion at a 10% significance level, as may be seen in the 
results of test 1. It would be more appropriate to state that the contagion intensity in the Canadian market is higher 
than the increase in the interdependence of the German and Portuguese markets with the US’s. 
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German and the Portuguese markets. Given that, as previously stated, in these two cases 

there appears to be no significant evidence of contagion, it should be concluded instead 

that the intensity of contagion displayed by the Canadian market is higher than the 

increase in the interdependence registered for the German and Portuguese markets with 

the US, from the pre-crisis, to the crisis period. 

Before the development of the two tests, a number of procedures were 

implemented to increase the robustness of the obtained results. The series of data were 

first filtered to eliminate effects of temporal dependence, either in the means or in the 

variances, using ARMA-GARCH models. The standardised residuals of the filtered 

series, here called filtered returns, were than used to estimate univariate parametric 

distribution functions, thus ending the process of obtaining the distributions for the 

marginal variables. 

Several copulas were subsequently estimated by the IFM method and the most 

adequate were selected to represent the co-movements of the pairs of markets under 

analysis (US-Germany, US-Canada, US-France, US-Italy, US-Japan, US-Portugal and 

US-UK). The estimated dependence parameters of the various copulas increased from 

the pre-crisis to the crisis period, thus suggesting that the co-movements between 

markets have become more pronounced after the burst of the bubble. It was also shown 

that the levels of dependence of the various markets towards the US are not 

homogenous, and may be divided in four classes: the first comprises Canada only, the 

second includes the most developed European markets (Germany, France, Italy and the 

UK), and the third and fourth contain the Japanese and the Portuguese markets, 

respectively. In spite of exhibiting distinct levels of correlation, all markets present 

positive synthetic measures of dependence (i.e. the Kendall’s τ ), i.e. they appear to be 

evolving in the same direction. 

The t-Student copula was identified as the most adequate to model the 

dependence structure between markets in the pre-crisis period, whereas Frank’s copula 

appears to be better fitted for the crisis period. Almost all selected copulas present a 

symmetric structure, in contrast with the results of Longin and Solnik (2001), Ang and 

Chen (2002), and Ang and Bakaert (2002), who suggest that assets’ returns appear to be 

more correlated in bearish than in bullish markets. 

When attention is focused on the levels of asymptotic caudal dependence, the 

links are stronger in the pre-crisis period, although this is a result of the fact that the t-



28 

 

Student copula exhibits asymptotic caudal dependence and the Frank’s copula does not. 

Exceptions in this case are the Canadian and Japanese markets: whereas the former 

exhibits asymptotic caudal dependence with the US market, in the crisis period, the 

latter reinforced the right hand side asymptotic caudal dependence and diminished the 

left hand side dependence. Therefore, an increase of global dependence amongst 

markets is not always accompanied by an increase of asymptotic caudal dependence, 

thus suggesting that contagion tests that are solely based on the distribution tails may 

produce non-robust results. 

The results show that markets displaying higher levels of dependence in the pre-

crisis period also present more robust evidence of contagion, as could be a priori 

anticipated. The Portuguese market displays less signs of contagion, eventually as a 

result of its more peripheral economic profile. Amongst the European markets 

presenting similar dependence levels in the pre-crisis period, the German market 

appears to be the most prepared to resist the effects of the crisis, as it presents the 

weakest effects of contagion (irrelevant at the 10% significance level). In contrast, the 

Japanese market, though presenting a less intense dependence towards the US, appears 

to be one of the most vulnerable, as its evidence of contagion is significant at the 1% 

level. 

The results of this empirical analysis seem to support the operational advantages 

associated with definition of contagion proposed by Forbes and Rigobon (2001). In fact, 

the evidence of increased dependence between countries after the crisis should be 

carefully considered by portfolio managers as it suggests that a simple strategy of 

geographical diversification may not always be well succeed. Furthermore, the results 

also support the decisions to inject liquidity on the part of central banks.  In theoretical 

terms, the crisis-contingent theories appear to be the most adequate to explain the 

transmission of the shock provoked by the US market’s crisis. 
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