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The age distribution is seldom taken into consideration in macroeconomic, and macro-
econometric papers. This in spite of the fact that established economic theories predict that
demographic factors will affect the aggregate economy. This paper focuses on economic
growth and investigates empirically the influence of age variables on growth. Unlike other
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results when all of the age variables are included in the regressions.
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���,QWURGXFWLRQ

Can fluctuations in a country’s age structure help explain economic growth? Indeed, does the

age distribution have any relevance in macroeconomic studies? In macro-empirical papers

demographic factors are seldom taken into consideration in spite of the fact that several

established economic theories, e g the life-cycle theory of savings and the human capital

theory, predict that the demographic situation will affect the aggregate economy.

According to the life-cycle theory of savings (e g Modigliani & Brumberg 1954, 1979) there is

a connection between specific cohort behaviour and aggregate savings and consumption. The

Bentzel effect (Bentzel 1959; Modigliani 1986), for example, predicts that there will be a

positive correlation between growth and savings due to higher lifetime resources, and therefore

savings, of younger cohorts relative to the dissaving of retired cohorts. More complicated

versions of the life-cycle model, where life-cycle earnings and family needs are added, naturally

can make the age structure of the population even more influential, although the sign of the

correlation with growth will be less determinate.

The human capital theory (e g Becker 1962; Mincer 1962) has been the dominant theory in the

wage-determination literature. Recognizing the fact that learning by doing is an important

source of human-capital formation, a typical result of this theory will be that a worker

increases the hours worked early in life in order to rapidly accumulate human capital. A

worker’s stock of human capital will then peak in the middle ages, towards the end of the

working years. A nation’s stock of human capital should then, ceteris paribus, benefit from a

labour force with a large number of experienced workers.

As for empirical evidence of age-distribution effects, there are some studies focusing mainly on

savings, for example Mason (1987) and Horioka (1989, 1991). Berg (1989, 1996) finds a

correlation between varying cohort sizes and savings and the composition of aggregate

savings. Blomquist and Wijkander (1994) simulate an overlapping generations model with

demographic changes of a baby boom type and find patterns which resemble actual

macroeconomic patterns.
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McMillan and Baesel (1990) also consider the impact of the baby boom generation. Using

postwar data for the USA, they find that measures of the age composition of the population

influenced a number of macroeconomic variables, including the real interest rate,

unemployment, and output growth. The effects of the changing US age distribution on various

macroeconomic relationships are also examined by Fair and Dominguez (1991). They find that

age-distribution variables have significant explanatory power in consumption, housing-

investment, money demand, and labour-force participation equations.

Studies of the impact of the age distribution on economic growth include McMillan and

Baesel, as mentioned above, Brander and Dowrick (1994), Malmberg (1994), Lindh and

Malmberg (1995, 1996), and Lenehan (1996). Following Mankiw, Romer and Weil (1992),

Lindh and Malmberg incorporate the age structure in a human-capital augmented Solow

growth model, and study what impact this has on the economic growth rate in the OECD

countries. Their estimations show a strong positive effect of the upper middle-aged group,

defined as the group 50-64, while the group over 65 years has a negative effect.

This study will also focus on the relationship between the age distribution and economic

growth. However, unlike the paper by Lindh and Malmberg who estimate their model in a

panel setting using 5-year averages, the focus in this paper will be on individual countries and

annual data. One of the reasons for doing this is the age distribution’s potentiality as a

forecasting variable; should there exist a stable relationship between a country’s economic

performance and age structure medium-run forecasting would be greatly facilitated since fairly

accurate demographic projections are easily obtained.

Focusing on individual countries and yearly growth rates makes it harder to detect any

demographic impact on growth since all of the short-run dynamics of business cycles will be

present in the data; the age series vary at low frequencies and should, perhaps, have greater

impact on the aggregate economy in a longer perspective. However, if age-structure effects

operate through life-cycle savings and/or the aggregate human capital, the effects should be

discernible even in a shorter perspective; not because business cycles in fact are driven

primarily by changes in the age distribution, but because the impact and propagation of shocks

ought to be moderated by the state of the age distribution.
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Capturing the entire dynamics of business cycles is a formidable task and not one which will be

pursued here. The objective of this paper is not to develop a fully exhaustive macroeconomic

model, but merely to investigate the potential influence of a country’s age distribution on the

aggregate economic activity. Hence, the form of the paper will be explorative rather than

formal, the empirical specifications motivated rather than derived. In this respect, the study will

be more in line with the papers by McMillan and Baesel, Lenehan, and Malmberg. Keeping the

analysis as transparent as possible is also the reason for limiting the empirical specifications to

the single-regression level.

The results of the empirical investigation in this paper confirm the findings in the papers

mentioned above that the age distribution is a significant variable in the determination of

growth, and that this effect is discernible also when we consider shorter time-spans. Using

annual data for Denmark, Finland, Norway, and Sweden, the joint significance of four age

variables, representing the age distribution, can not be rejected in a typical growth specification

which is augmented with cyclical economic variables. Correcting the potential bias in these

estimates from the simultaneous determination of the economic variables does not change this

result. Determining a specific pattern of the age-share impact can be done to some extent for

each separate country, but a common pattern for all of the countries is not crystallized.

The remainder of this paper starts with a brief, preliminary investigation of different age shares’

partial influence on growth in section 2. Section 3 begins with definitions and a data

description. Estimations of a general growth specification including age shares are carried out

in section 3.2. The following two subsections deal with potential problems which might

obscure the estimation results in 3.2. Section 3.3 reestimates the general specification using an

instrumental-variable estimator in order to avoid simultaneity bias. In section 3.4 the focus is

on the high degree of correlation of the age variables and experiments with ridge regressions

are carried out in order to mitigate this problem. The results are summarized in section 4.
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���$JH�VKDUH�LPSDFWV

As a first exploration, figure 2.1 graphs the simple least-squares regression coefficients from a

regression with the growth rate of GDP per capita as dependent variable, and age shares in 5-

year intervals as regressors. These regressions only serve as a preliminary investigation,

revealing nothing more than the partial impacts of the different age shares when the effect of

other age shares on growth has been netted out.

)LJXUH�����3ORWV�RI�WKH�UHJUHVVLRQ�FRHIILFLHQWV�RI�WKH�GLIIHUHQW�DJH�VKDUHV�
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Except for the Finnish case, the pattern of the age shares’ impact on growth is similar across

the countries.1 The youngest and oldest age shares have a negative influence whereas the prime

and middle aged, i e people in their thirties and forties, and in their fifties and sixties

respectively, exercise a positive influence. Among the middle aged, the largest impact comes

from people who are about to end, or have just ended, their working career.

These partial impacts on growth differ from the pure correlations between the different age

shares and growth displayed in appendix A.1. The correlation pattern, which basically is the

same for all countries, except for Finland where the pattern is the same but the magnitudes

smaller, show positive correlations with growth for the youngest age shares, negative for the

prime aged, positive correlations again for the middle aged, and negative yet again for the

retired. This suggests caution when interpreting the impact of single age variables in

regressions which lack a measure of the entire age distribution. It also points to the possibility

that arbitrary aggregation of age shares might result in the addition of subgroups with opposite

impacts, leaving an aggregate variable with little explanatory value.

Returning to figure 2.1 the results are well in line with the human-capital view described in the

introduction. A possible explanation for negative coefficients of the young and old age shares

might be that education and health care reallocate human capital from production that by the

national account’s definition is more productive. However, if higher savings generate higher

growth, the results might also be in line with the life-cycle theory of savings, where the life-

cycle savings are ”hump-shaped”, i e the young and old borrow and dissave while the middle-

aged save. It remains to be investigated whether any significant influence from age variables on

growth can be found when other economic variables are added, and, if so, whether the

influence from the age variables will have the same pattern as in this primary investigation.

                                               
1 In spite of the high degree of collinearity, the age share coefficients are generally well determined in the
Danish and Swedish regressions; they are less so in the Norwegian regression, and not at all in the Finnish one.
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���*URZWK�HVWLPDWLRQV

In an influential article Mankiw, Romer, and Weil (1992) showed that aggregate output

growth can be well explained by a traditional neoclassical growth model, where both physical

and human capital is included. Using this model as a point of departure Lindh and Malmberg

(1995, 1996) included the age distribution as a moderating effect on the human capital

utilization. The regressions below are influenced by these specifications. The growth rate of

GDP per capita is explained by the growth rate of the investment share, the growth rate of the

population, and age variables. This is virtually the same specification as in Lindh and Malmberg

but it also bears a close resemblance to the specification in Mankiw, Romer and Weil, and the

base regression in the sensitivity analysis by Levine and Renelt (1992).

Surely this baseline specification is too simple to explain all of the volatility of the yearly data.

Therefore it is augmented with variables which should catch some of the business cycle

variation, namely the growth rate of the net foreign balance, the growth rate of public

consumption expenditure, and the rate of inflation, some of which have been found significant

in growth regressions in other papers.2 This addition of variables is by no means exhaustive.

But these three variables have the advantage of being readily available and will hopefully

explain different characteristics of the cyclicity in the data.

The choice to include the growth rate of the investment share instead of the level, which is the

standard case in growth studies, merits some explanation. Experiments with the dynamic

specification where both the contemporaneous and lagged investment shares are included point

very firmly toward a specification with the growth rate of the investment share; the coefficients

for the contemporaneous and lagged investment variables are equal but with opposite signs.

This result seems very robust, both across countries and specifications.

                                               
2 See e g Levine and Renelt (1992) for a summary.
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There are a number of reasons why the growth rate of the investment share works better here.

The investment decisions might for example be determined by an accelerator type of model

where current investments are a function of lagged investments and the growth rate of income.

There is also the possibility that there is information about the long-run co-movements of the

GDP level and total investments which is neglected in the specification used here.3 However,

the disentanglement of the true output/investment dynamics goes beyond the purpose of this

paper. In order to keep the focus on the demographic variables the regressions will not leave

the single-equation level, so the potential endogeneity of investments in the growth regressions

will be corrected by IV methods.

����'DWD�DQG�GHILQLWLRQV

Data on the economic variables were taken from Penn World Table 5.6 (Summers & Heston

1991) for the period 1950 to 1992.4 In the regressions the dependent variable, ∆\, is the yearly

growth rate of real GDP per capita and ∆L is the growth rate of the investment share. The

variable [ is the growth rate of the total population modified by the addition of a stylized value

of 0.05 which can be thought of as a summary capital depreciation factor that includes

exogenous technological change.5 All of the regressors, including the age shares, are in

logarithms. Apart from being the common outcome of  approximations of transitional

dynamics, this also has the advantage of alleviating a potential heteroskedasticity problem. The

growth rates of the net foreign balance and the public consumption expenditures, and the

inflation rate are labeled ∆QIE, ∆J, and π respectively.

                                               
3 More specifically, since tests show that both the level of GDP and total investments are I(1)-variables they
might be co-integrated, indicating that there might be an error-correction representation of the two variables
which will include both long- and short term dynamics. It is possible that it is parts of the short-term dynamics
of such a representation that is caught in the regressions presented here.
4 See appendix A.2 for a more detailed description of the data.
5 See e g Mankiw, Romer and Weil (1992).
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Data on the population divided into age shares, QL, were taken from the official statistics of

each country. Since QL is assumed to be the logarithm of the initial age share of a year, data that

refer to the last of December one year have been used as data regarding the first of January the

following year. In order to get a measure of the age distribution with a moderate number of

age shares, that still captures the specific influence on growth of the different stages in life, the

population is divided into five different age groups: youth, young adulthood, prime age, middle

age, and retired. These are defined as 0-14, 15-29, 30-49, 50-64, and 65+ years of age.

This classification is motivated from the viewpoint of both human capital and life-cycle savings

theories. From a human-capital perspective we should expect to find the impact of these age

variables to be hump-shaped, with the peak in the middle-aged group, and possibly with

negative impacts from the young and retired. But as was stated in the introduction, this pattern

could be supported from a life-cycle savings perspective as well. The classification is also in

accordance with the results in section 2.

The degree of integration of the variables are important in time-series regressions. Judging by

standard tests, the growth rate of the GDP per capita is an I(0)-variable, so the question here is

not whether there is a spurious regression problem but rather if the regressions will be balanced

in the sense of Banerjee et al (1993), i e if the regressand and the regressors have the same

order of integration. If some of the regressors are I(1) the inference could not be based on

asymptotic normality since the distributions of the coefficient estimates would be non-standard.

However, should the I(1)-variables be co-integrated standard t-tables could be used for

inference regarding individual coefficient estimates, although joint significance tests could only

be carried out for the stationary regressors.



9

Regarding the degree of integration of the variables, all but the age variables seem to be I(0)

according to standard tests.6 However, since the cyclicity in the age-share series is very

prolonged, it is almost impossible for tests to reject the hypothesis of a unit root when testing

the short time span used here. Indeed, testing for the presence of unit roots in age-share series

over longer periods, e g Norwegian series going back to 1848, changes the results and the

unit-root hypothesis can be rejected for all but one series. So, in the regressions below, all of

the demographic variables will be treated as non-integrated.

A perhaps more serious cause for concern is the high correlation between the regressors in the

general specification. The tables in appendix A.3 show the correlation matrices. As can be seen

from these tables the regressions are likely to suffer from high degrees of collinearity between

the regressors. A common feature for all of the countries is the extremely high correlation

between the age shares 0-14 and 65+. Therefore, the share 0-14 years is dropped in the

regressions below. However, regressions including all of the age shares are reported in section

3.4.

�����*HQHUDO�UHJUHVVLRQV

Table 3.1 below reports results from OLS regressions of the model described above. Note that

the specification of the dynamics is not obvious. In the estimations below no lagged variables

are included. However, experiments with a more general dynamic specification where all

variables, except the demographic ones, have a lagged as well as a contemporaneous effect on

growth, have also been made and are reported in appendix A.4. The results regarding the age

variables, individually and jointly, are very similar to the results reported here.

                                               
6 Available from the author upon request.
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7DEOH�����(VWLPDWLRQ�UHVXOWV��2/6�

'HQPDUN )LQODQG 1RUZD\ 6ZHGHQ

9DULDEOH &RHIILFLHQW 6WG�HUURU &RHIILFLHQW 6WG�HUURU &RHIILFLHQW 6WG�HUURU &RHIILFLHQW 6WG�HUURU

FRQVWDQW 0.604b 0.325 0.045 0.644 1.429 0.946 0.929a 0.337

Q����� 0.095 0.100 0.081 0.145 0.278a 0.097 0.179a 0.070

Q����� 0.181a 0.087 0.051 0.216 0.257 0.165 0.296a 0.076

Q����� 0.393a 0.129 0.110 0.151 0.373b 0.195 0.274a 0.081

Q��� -0.049 0.042 -0.060 0.071 -0.008 0.063 -0.0002 0.027

[ -0.143 0.092 -0.082 0.052 -0.015 0.132 -0.084 0.052

∆L 0.203a 0.030 0.051 0.064 0.003 0.021 0.076a 0.030

∆QIE 0.001b 0.001 0.001 0.001 -0.001a 0.0004 0.001 0.0006

∆J -0.105 0.092 -0.665a 0.120 -0.356b 0.191 -0.239a 0.082

π 0.020 0.022 0.047b 0.027 -0.009 0.035 0.032b 0.018

2EV 42 42 42 42

5��DGM� 0.822 0.843 0.290 0.632

&KL���DOO 269.248 0.000 393.531 0.000 44.538 0.000 114.407 0.000

&KL���DJH 11.066 0.026 13.252 0.010 24.989 0.000 58.205 0.000

5(6(7 1.189 0.319 4.325 0.022 4.083 0.027 0.622 0.544

:KLWH 5.584 0.998 13.723 0.747 23.065 0.188 23.409 0.175

': 2.035 1.804 1.540 1.940

%�*�/0 3.925 0.141 0.548 0.760 5.291 0.071 3.920 0.141

4�VWDW���� 0.039 0.844 0.028 0.867 1.705 0.192 0.307 0.579

������������� 2.939 0.230 0.390 0.823 3.691 0.158 2.760 0.252

������������� 2.942 0.401 0.911 0.823 5.994 0.112 4.793 0.188

������������� 2.956 0.565 1.096 0.895 6.120 0.190 6.033 0.197

1RWHV��7KH�FRYDULDQFH�PDWUL[�LV�HVWLPDWHG�ZLWK�WKH�1HZH\�:HVW�+$&�HVWLPDWRU��6WDQGDUG�HUURUV�LQ�SDUHQWKHVLV
H[FHSW�IRU�WKH�WHVW�VWDWLVWLFV�ZKLFK�KDYH�WKH�S�YDOXHV��L�H�WKH�PDUJLQDO�VLJQLILFDQFH�OHYHOV��LQ�SDUHQWKHVLV�
6XSHULQGH[�a�VKRZV�WKDW�WKH�HVWLPDWH�LV�VLJQLILFDQW�RQ�WKH����OHYHO��b�RQ�WKH�����OHYHO��5��DGM�LV�WKH�5��DGMXVWHG
IRU�WKH�QXPEHU�RI�YDULDEOHV�LQ�WKH�UHJUHVVLRQ��':�LV�WKH�'XUELQ�:DWVRQ�VWDWLVWLF�IRU�D�WHVW�RI�ILUVW�RUGHU�VHULDO
FRUUHODWLRQ��7KH�K\SRWKHVLV�WKDW�DOO�RI�WKH�FRHIILFLHQWV��EXW�WKH�FRQVWDQW��DUH�]HUR�LV�WHVWHG�ZLWK�WKH�:DOG�WHVW
&KL���DOO��&KL���DJH�LV�D�MRLQW�WHVW�RI�WKH�LQVLJQLILFDQFH�RI�WKH�DJH�FRHIILFLHQWV��5(6(7�DQG�:KLWH�LV�WKH�5DPVH\
PLVVSHFLILFDWLRQ��DQG�:KLWH�KHWHURVNHGDVWLFLW\�WHVWV�UHVSHFWLYHO\��7HVWV�IRU�KLJKHU�RUGHU�VHULDO�FRUUHODWLRQ�DUH
FDUULHG�RXW�ZLWK�%�*�/0��ZKLFK�LV�D�%UHXVFK�*RGIUH\�WHVW�IRU�VHFRQG�RUGHU�VHULDO�FRUUHODWLRQ��DQG�4�VWDW�Q
ZKLFK�LV�WKH�%R[�/MXQJ�T�VWDWLVWLF�RI�VHULDO�FRUUHODWLRQ�XSWR�WKH�Q�WK�RUGHU��(VWLPDWLRQV�PDGH�LQ�(9LHZV�����
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In all, the fit is encouraging, except for the Norwegian regression. In the Danish and

particularly the Swedish estimations the majority of the coefficients are well determined. The

lack of individually significant coefficients in the Finnish case, in spite of the good fit, is most

likely due to multicollinearity. Focusing on the age parameters they are jointly significant in all

regressions and their signs are as expected; the effect from the young adults and prime aged is

positive for all of the countries, and, although not significant, the coefficient for the retired is

negative in all regressions. Note however that, since the youngest age group is excluded, only

relative effects of the included age shares are identified; an estimate of the pattern of the entire

age distribution can not be inferred.

Test of the residuals do not indicate any major problems in the Danish and Swedish

regressions. However, the fact that the RESET-test for functional form is significant for

Finland is a cause for reflection since it indicates that the linear introduction of the

demographic variables might not be the best way. Interestingly, the test is not significant when

the youngest age share is included in the estimation.7 In fact, when all of the age variables are

included in the Finnish regression they are all individually significant, although the coefficient

estimates are inflated because of the collinearity problem described further in section 3.4

below.

Extending the regressions with period dummies for the oil crises and the turbulent years at the

beginning of the 90s do not change the joint significance of the age shares.8 In fact, for

Denmark and Sweden the results change very little with the period dummies included. In the

Norwegian regression the inclusion of the dummies improves the overall fit a great deal, which

supports the notion that the original specification is not suited for explaining the Norwegian

growth pattern.9 An alternative specification would have to account for the special effects that

oil prices have on the Norwegian economy. Adding period dummies to the Finnish regression

gives additional indications of multicollinearity, since this has the effect of reversing the signs

of all of the age-share coefficients while not affecting the other parameters much.

                                               
7 More on these estimations in section 3.4.
8 Results from these estimations are displayed in appendix A.5. The regressions are augmented with an oil
dummy for the period 1974-75 for Denmark, 1976-77 for Finland and Sweden, 1972-79 for Norway, and a
”90s” dummy for the period 1990-92 for Finland, 1991-92 for Sweden, and 1987-89 for Norway.
9 However, all but one of the age-share coefficients are individually significant, using a 5% critical value, when
the dummies are present.
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����,9�HVWLPDWLRQV

Apart from the Finnish RESET test of functional form, the diagnostic tests in table 3.1 find no

major sign of misspecification, the Norwegian case excepted. For theoretical reasons we would

however suspect that the estimates might be biased due to simultaneity issues. Since we are

concerned with aggregate economic activity many of the variables are determined

simultaneously, and there is reason to believe that the growth rate of GDP plays a part in the

determination of many, if not all of the economic variables.10 For example, the common

assumption in growth studies that investments determine growth has been questioned by

Blomström, Lipsey and Zejan (1996) who find evidence of reversed causality.

If some of the contemporaneous regressors in fact are determined by GDP growth, the error

term in the estimations in table 3.1 will be correlated with these regressors and the OLS

estimates of the parameters in table 3.1 will be biased and inconsistent. Moreover, since the

estimate of the standard error of the regression will be biased downward, the estimate of the fit

of the model will be exaggerated. To accommodate the possible simultaneity bias, the

specification above is reestimated using two-stage least squares with the contemporaneous

economic variables instrumented. The population growth and age-share variables are taken to

be exogenous. Although there certainly is a feed-back effect from economic growth to the age

structure, this effect is mostly propagated through the age distribution with a considerable lag

and is less likely to pose a problem in the regressions.

                                               
10 However, so called Hausman-tests of the economic variables, which can be interpreted as tests of their
exogeneity, are not significant for any of the countries, meaning that the hypothesis that these variables are
exogenous can not be rejected.
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7DEOH�����(VWLPDWLRQ�UHVXOWV���6/6�
'HQPDUN )LQODQG 6ZHGHQ

9DULDEOH &RHIILFLHQW 6WG�HUURU &RHIILFLHQW 6WG�HUURU &RHIILFLHQW 6WG�HUURU

FRQVWDQW 0.691 0.494 0.642 0.706 0.702b 0.404

Q����� 0.018 0.103 0.202 0.130 0.272a 0.094

Q����� 0.114 0.171 0.220 0.225 0.326a 0.141

Q����� 0.374b 0.201 0.166 0.165 0.214b 0.117

Q��� -0.005 0.053 -0.097 0.079 -0.034 0.032

[ -0.062 0.127 -0.021 0.075 -0.167a 0.078

∆L 0.168a 0.078 0.115 0.240 0.124a 0.038

∆QIE 0.001 0.003 0.00001 0.009 -0.0004 0.002

∆J -0.281 0.410 -0.706b 0.402 -0.139 0.247

π 0.012 0.061 -0.030 0.102 0.072 0.049

2EV 40 40 40

&KL���DOO 132.452 0.000 493.438 0.000 138.950 0.000

&KL���DJH 9.115 0.058 9.077 0.059 48.433 0.000

Q5� 3.747 0.290 6.695 0.153 2.988 0.560

4�VWDW���� 0.002 0.968 0.148 0.518 1.743 0.187

������������� 1.248 0.536 0.424 0.809 2.633 0.268

������������� 1.542 0.673 0.654 0.884 3.080 0.379

������������� 2.158 0.707 0.656 0.957 6.259 0.181

1RWHV��VHH�WDEOH������7KH�Q5��WHVW��VRPHWLPHV�ODEHOOHG�WKH�6DUJDQ�WHVW��LV�D�WHVW�RI�RYHULGHQWLI\LQJ�UHVWULFWLRQV�
WHVWLQJ�WKH�MRLQW�K\SRWKHVLV�WKDW�WKH�PRGHO�LV�FRUUHFWO\�VSHFLILHG�DQG�WKDW�WKH�LQVWUXPHQWV�DUH�YDOLG��)RU�D
GHVFULSWLRQ�RI�WKLV�WHVW�VHH�H�J�'DYLGVRQ	0DF.LQQRQ���������,QVWUXPHQW�OLVW��WKH�FRQWHPSRUDQHRXV�DJH�VKDUHV
DQG�SRSXODWLRQ�JURZWK�YDULDEOH��DQG�WKH�HFRQRPLF�YDULDEOHV�ODJJHG�RQFH�DQG�WZLFH��7KH�JURZWK�UDWH�RI�WKH
LQYHVWPHQW�VKDUH�ODJJHG�WZLFH�ZDV�QRW�LQFOXGHG�DPRQJ�WKH�LQVWUXPHQWV�LQ�WKH�'DQLVK�UHJUHVVLRQ�VLQFH�WKLV
PDGH�WKH�Q5��WHVW�VLJQLILFDQW�

Table 3.2 above shows the results of the IV estimations for Denmark, Finland, and Sweden.

Since the general specification did not work on Norway, results are not reported below. The

results from the IV estimations for the other three countries reinforce the inference drawn from

the regressions in section 3.1. The age variables are jointly significant in all regressions, and for

Denmark and Sweden the signs and relative effects of the age shares are basically the same as

in the OLS regressions. Thus, simultaneity bias is no serious problem for these two countries.
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There is some change in the estimates of the age-share coefficients for Finland in the IV

estimation, with the relative impacts of the different age shares now more in line with the

Swedish case. However, not much can be inferred from this since none of the age coefficients

are individually significant.11 Like the age-share coefficients, the results regarding the economic

variables for Denmark and Sweden are quite similar to the results in table 3.1. Judging from

the test of overidentifying restrictions there is no problem with the instruments in any of the

regressions. So, the conclusion from this section must be that the significance of the age

structure is not lost when a potential simultaneity bias is corrected. In fact, this correction does

not seem to affect the estimates in any major way.

����5LGJH�UHJUHVVLRQV

A potential problem in comparing relative sizes and signs of the age-share coefficients is that

they might be imprecisely estimated, i e have the wrong sign or be of implausible magnitudes,

since these regressors are highly collinear. This is a general problem when using measures of

the age distribution, as opposed to single age shares, in regressions; a problem which has been

dealt with in different ways in the literature12. Here of course, it was done by excluding the

youngest age share in the regressions. However, since the age shares are in logarithms, all age

shares could be included without a perfect collinearity between their sum and the constant.

In the light of the results of the preliminary investigation in section 2, the question is whether

the sizes and signs of the age coefficients in the earlier regressions will change radically when

the youngest age share is included in the estimations, i e when all components of the age

distribution are included. However, this is not easily verified since the coefficients from

regressions with all age shares present most likely will suffer from the collinearity problem,

which usual measures of multicollinearity, such as the condition number13, indicate.

                                               
11 However, just as in the OLS regression, the inclusion of the youngest age share in the regression (not
reported) alters this, making the middle three significant using a 10% critical value and the youngest bordering
this level.
12 Two examples: McMillan & Baesel (1990) use an age variable consisting of the ratio between the people
aged 35-64 and the sum of the people aged 15-34 and 65+. Fair & Dominguez (1991) use an ingenious method
with which they can reduce the number of age variables to two by imposing restrictions on the total and relative
effect of the age shares. Both procedures have been tried here, but without success.
13 The condition-number measure of multicollinearity is the square root of the ratio of the largest to the smallest
characteristic root of the normalized moment matrix. According to the literature, values in excess of 20 suggest
potential problems. This number is exceeded by far by all three cases in the text.
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There are different ways of dealing with this problem. One way is to use ridge regressions (e g

Greene 1993, ch 9.2.4; Judge et al 1985, ch 22). The point of this procedure is to focus on the

mean square error and trade the unbiased OLS estimator for a biased one with, possibly, a

smaller mean square error. In one version, the ridge regressor is formed by adding an

arbitrarily chosen scalar N to the diagonal of the ordinary X’X-matrix of the OLS estimator. In

applications, N is usually set to some small number and successively increased. The estimated

coefficients, which are shrunk towards zero as N is increased, are then plotted against N to form

a ridge trace. A certain N is selected where the coefficients have stabilized along the trace, and

the estimates for this N will be the ridge-regression estimates. The value of N is chosen on the

basis of criteria such as stability of estimated coefficients as N increases, reasonable signs,

plausible magnitudes of the coefficients, and reasonable sum of squared residuals.

The estimator is biased but with smaller variance than that of the OLS estimator, and there is a

possibility that the chosen value of N will be one where the mean square error is less than for

the OLS estimator. However, even though it can be shown that there always exists a N > 0 for

which the ridge estimator has a smaller mean square error, there is no way of knowing whether

or not this N has been attained since it will be a function of the unknown parameters which are

to be estimated. A number of methods for letting data help select a value of N have been

suggested, but this makes N stochastic and the gain in mean square error no longer guaranteed.

This, together with the limited possibility of hypothesis testing, is the major drawback of ridge

estimations.

Nevertheless, it is of interest here to include the youngest age share in the regressions in order

to investigate what effect this will have on the estimates of the other age shares. Hence, the

general specification is augmented with the youngest age share as an experiment to see

whether the relative magnitudes and signs of the OLS estimated age coefficients in section 3.1

change, and to see what the pattern is when the collinearity problem is mitigated.
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Figure 3.1 above shows ridge traces for the age parameters for Denmark, Finland, and

Sweden, i e the ridge estimates on the vertical axis for different values of N on the horizontal

axis.14 Comparing the estimated coefficients in table 3.1 with the coefficients in figure 3.1 when

N = 0 (also in appendix A.6), i e the OLS estimates, it is quite obvious that the inclusion of the

youngest age share changes the regression results dramatically, and judging by the signs and

magnitudes of e g the Finnish coefficients, the collinearity problem is striking.15

The introduction of N reduces the size of the estimates considerably and alters signs on a

number of individual parameters. It also seems as just the introduction of a very small N is

enough to stabilize the estimates and yield magnitudes of the coefficients more in line with the

values in the OLS regressions in section 3.1. Furthermore, comparing these magnitudes

relative one another they remain about the same as in the regressions above. For Denmark the

notion that it is the middle aged who has the largest influence on growth is further

strengthened. The parameters for the youth and the retired are both negative and have similar

traces.

This is also true for Sweden, but unlike Denmark the middle aged influence is not as

pronounced. The coefficient estimates for the prime, and the middle aged stay close to each

other all through the trace, although the distance between the estimates is remarkably stable.

For Finland the relative pattern of the age parameters looks different. Here, it seems to be the

young adults and middle aged who are the most influential. Unlike Denmark and Sweden the

parameter for the youth is positive so the negative impact comes solely from the retired. In

conclusion, the results from the ridge estimates support the results of the regressions in earlier

sections; the inclusion of the youngest age share does not change the relative pattern of the age

coefficients in these regressions to a large extent when the collinearity problem is mitigated by

ridge regressions.

                                               
14 Results from the estimations including all age shares, and N = 0, are reported in appendix A.6.
15 However, as mentioned in section 3.2, all age shares are now individually significant in the Finnish case, and
the RESET-test is no longer significant.
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��  6XPPDU\�DQG�FRQFOXGLQJ�UHPDUNV

The purpose of this paper has been to investigate whether a country’s demographic situation

affects the aggregate economic performance, and more specifically whether the age distribution

influences GDP growth. Such effects have been found over longer time periods and in panels

of countries in other studies. But the focus here has been on whether such effects are

discernible in annual data for individual countries, and judging by growth regressions on data

for the Nordic countries presented here, there are such age-structure effects.

Using data for Denmark, Finland, Norway, and Sweden, a preliminary investigation with a

simple age-share specification indicated a positive influence on growth from the prime and

middle aged, which might be explained by age effects via human-capital accumulation, but also

by effects via life-cycle savings. Results from estimations of a typical growth specification

augmented with age variables and more volatile economic variables showed a good fit on the

Danish, Finnish, and Swedish data, with age shares jointly significant for all countries.

Inclusion of time-specific dummies for the oil crises and the slump in the beginning of the 90s

did not affect the significance of the age variables.

Since there are strong theoretical reasons to suspect a simultaneous determination of the

economic variables and GDP growth, the same specification was reestimated using an

instrumental-variable estimator. The results showed no major difference from the OLS

regressions. In order to investigate whether there would be large changes in the age

coefficients if the youngest age group was included, experiments with ridge regressions were

made to mitigate the collinearity which obscured the results from regressions including all age

shares. The results showed basically the same pattern as in the earlier regressions.

Regarding the pattern of the age-share impact, the results from the regressions suggest, as

hypothesized, that it is the prime and middle aged who have the highest positive effect on

growth, while the coefficient for the retired group is negative in all regressions. However, the

clear, common pattern of the age coefficients, which was found for Denmark, Norway, and

Sweden in section 2, was not crystallized in the regressions in section 3. A reason for this

might be the aggregation of the age shares; the results might be more clear-cut with a finer

measure of the age distribution.
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There are, however, other reasons why the pattern for the different countries might differ from

each other. First of all, income growth might not be the only variable which is influenced by the

age structure. There is of course the life-cycle effect on savings, which might translate into an

effect on investments, but one can also argue for effects on a number of other macroeconomic

variables, including both government consumption, and the rate of inflation. Such dependence

will certainly make detection of a clear age pattern in the regressions above more difficult.

Secondly, the general specification does not account for country-specific features; e g

incomplete account for effects of oil price changes is probably a major reason for the poor fit in

the Norwegian case. Even though some of these individual features probably could be

accounted for with a more systematic search for individual specifications, it would be difficult

to take into consideration institutional aspects. Such things as design of the social security

program, tax system etc, will affect the way in which the age-structure impact is propagated

through the economy. For example, the tax system should be important for the savings link

since it affects decisions regarding both the level and composition of savings, while the form

and quality of the educational system should be important for the human capital link.

Although differences in the institutional framework might obstruct the detection of a common

pattern in the regressions here, further investigations of these differences, and their connection

to the age structure, might help to reveal the primary channel(s) through which the age

distribution affects macroeconomic variables. In order to fully exploit the age distribution’s

potential as a forecasting tool, such efforts should certainly be worth while.
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$SSHQGL[
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$���'DWD�VRXUFHV�DQG�YDULDEOH�GHILQLWLRQV

All data for the non-age variables were taken from Penn World Table 5.6 (Summers and

Heston[1991]) which is available from the NBER web-site http://www.nber.org/pwt56.html.

The definitions are the following:

\ : log of real GDP per capita (PWT: ln(rgdpl))

L : log of the investment share of GDP (PWT: ln(0.01*i))

Z : growth rate of the population (PWT: ln(pop)-ln(pop)-1)

QIE: net foreign balance (PWT: 0.01*(100-c-g-i))

J: log of share of public consumption expenditure (PWT: ln(0.01*g))

π: inflation rate (PWT: ln(p)-ln(p)-1)

Data on the population divided into age shares were taken from the official statistics of each

country.
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$���&RUUHODWLRQ�PDWULFHV�IRU�WKH�YDULDEOHV�LQ�WKH�JHQHUDO�VSHFLILFDWLRQ

'HQPDUN

∆\ Q���� Q����� Q����� Q����� Q��� [ ∆L ∆QIE ∆J π
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)LQODQG

∆\ Q���� Q����� Q����� Q����� Q��� [ ∆L ∆QIE ∆J π
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1RUZD\

∆\ Q���� Q����� Q����� Q����� Q��� [ ∆L ∆QIE ∆J π
∆\ 1.000
Q���� 0.276 1.000
Q����� -0.010 -0.731 1.000
Q����� -0.295 -0.024 -0.600 1.000
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6ZHGHQ

∆\ Q���� Q����� Q����� Q����� Q��� [ ∆L ∆QIE ∆J π
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$���5HJUHVVLRQV�ZLWK�ERWK�D�FRQWHPSRUDQHRXV�DQG�ODJJHG�HIIHFW�IURP�WKH
�������QRQ�GHPRJUDSKLF�YDULDEOHV

'HQPDUN )LQODQG 1RUZD\ 6ZHGHQ
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$���5HJUHVVLRQV�ZLWK�SHULRG�GXPP\�YDULDEOHV

'HQPDUN )LQODQG 1RUZD\ 6ZHGHQ

9DULDEOH &RHIILFLHQW 6WG�HUURU &RHIILFLHQW 6WG�HUURU &RHIILFLHQW 6WG�HUURU &RHIILFLHQW 6WG�HUURU

FRQVWDQW 0.364 0.332 -0.851 0.597 3.940a 1.448 0.763b 0.382

Q����� 0.100 0.088 -0.136 0.117 0.438a 0.103 0.105 0.084

Q����� 0.146b 0.086 -0.261 0.183 0.648a 0.220 0.213a 0.101

Q����� 0.380a 0.135 -0.094 0.145 0.725a 0.220 0.227a 0.089

Q��� -0.061 0.041 0.053 0.065 0.156 0.096 0.006 0.027

[ -0.195b 0.104 -0.102 0.066 0.249 0.179 -0.040 0.056

∆L 0.187a 0.032 0.003 0.061 0.029 0.030 0.065a 0.030

∆QIE 0.002a 0.001 0.001 0.001 -0.001a 0.0004 0.0004 0.0005

∆J -0.113 0.086 -0.674a 0.101 -0.230 0.202 -0.198a 0.074

π 0.033b 0.019 0.054 0.032 -0.028 0.047 0.030 0.021

RLO�GXPP\ -0.020a 0.005 -0.016a 0.007 0.023b 0.012 -0.018a 0.006

��V�GXPP\ -0.039a 0.013 -0.026a 0.007 -0.018a 0.007

2EV 42 42 42 42

5��DGM� 0.838 0.869 0.405 0.669

&KL���DOO 610.544 0.000 1426.542 0.000 257.125 0.000 313.142 0.000

&KL���DJH 12.963 0.011 10.780 0.029 44.322 0.000 42.848 0.000

5(6(7 1.025 0.238 0.432 0.653 1.831 0.179 0.287 0.753

:KLWH 9.498 0.964 19.065 0.518 17.600 0.614 24.635 0.216

': 2.167 2.279 2.017 2.089

%�*�/0 4.422 0.110 1.261 0.532 2.697 0.260 2.699 0.259

4�VWDW���� 0.433 0.511 1.105 0.293 0.045 0.833 0.570 0.450

������������� 3.034 0.219 1.108 0.575 2.194 0.334 1.963 0.375

������������� 3.035 0.386 3.541 0.315 2.762 0.430 4.851 0.183

������������� 3.124 0.537 3.587 0.465 3.079 0.545 6.704 0.152

1RWHV��VHH�WDEOH������7KH�RLO�GXPP\�YDULDEOH�LV�HTXDO�WR�RQH�IRU�WKH�\HDUV���������IRU�'HQPDUN����������IRU
)LQODQG�DQG�6ZHGHQ��DQG���������IRU�1RUZD\��7KH�´��V´�GXPP\�LV�HTXDO�WR�RQH�IRU�WKH�SHULRG���������IRU
)LQODQG����������IRU�6ZHGHQ��DQG���������IRU�1RUZD\�
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$���5HJUHVVLRQV�LQFOXGLQJ�WKH�\RXQJHVW�DJH�VKDUH��ULGJH�UHJUHVVLRQV�ZLWK�N� ���

'HQPDUN )LQODQG 6ZHGHQ

9DULDEOH &RHIILFLHQW 6WG�HUURU &RHIILFLHQW 6WG�HUURU &RHIILFLHQW 6WG�HUURU

FRQVWDQW 5.152 3.308 16.619a 4.970 -2.704 5.100

Q���� 0.610 0.423 2.827a 0.864 -0.541 0.772

Q����� 0.737 0.442 2.215a 0.643 -0.345 0.762

Q����� 0.958 0.565 3.012a 0.886 -0.328 0.881

Q����� 0.641 0.250 1.353a 0.359 0.0003 0.374

Q��� 0.305 0.257 1.203a 0.407 -0.322 0.453

[ 0.007 0.157 0.003 0.053 -0.091b 0.048

∆L 0.181a 0.036 0.053 0.042 0.080a 0.028

∆QIE 0.002a 0.001 0.001 0.001 0.001 0.001

∆J -0.230b 0.120 -0.641a 0.084 -0.197a 0.096

π 0.016 0.020 0.065a 0.021 0.026 0.020

2EV 42 42 42

5��DGM� 0.827 0.882 0.627

&KL���DOO 351.618 0.000 295.295 0.000 136.476 0.000

&KL���DJH 10.922 0.053 47.757 0.000 69.145 0.000

5(6(7 0.936 0.404 1.157 0.328 0.320 0.729

:KLWH 10.003 0.953 14.818 0.734 23.449 0.218

': 2.121 2.214 1.985

%�*�/0 4.671 0.097 0.803 0.669 3.173 0.205

4�VWDW���� 0.295 0.587 0.620 0.431 0.309 0.579

������������� 3.189 0.203 0.625 0.732 2.485 0.289

������������� 3.216 0.359 2.392 0.495 4.616 0.202

������������� 3.252 0.517 2.687 0.611 6.612 0.158

1RWHV��VHH�WDEOH�����


