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Chemical use in agriculture has, over the last fifty
years, been the good, the bad, and the uncertain.
By all accounts, agricultural productivity increased
significantly in the last half century due in part to
the introduction and expanded use of agricultural
chemicals, More recently, however, some agri-
cultural practices, including increased chemical use,
are viewed as having a major impact on the larger
ecosystem and as being an important source of
environmental nonpoint pollution. Recent ground-
water-monitoring programs in the United States
sponsored by the U.S. Environmental Protection
Agency (EPA) have revealed contamination of un-
derground water supplies by pesticides, nitrates,
and other industrial organic chemicals. It has also
been questioned whether the high rates of produc-
tivity growth that have characterized modem ag-
riculture can be sustained with technologies that
disrupt the ecosystem. While there is no doubt that
production agriculture does affect the ecosystem,
it is not obvious that these effects are necessarily
widespread and deleterious to the environment or
to long-run productivity, or, if they are, how they
should be valued and traded-off with other social
objectives.

The overall concern regarding environment qual-
ity and the possibility of long-run improvements
in both environmental quality and agricultural pro-
ductivity has lead to heightened interest in research
that incorporates environmental and health impacts
into evaluation of the social benefits and social
costs of agricultural technologies and policies. There
are at least two reasons to explain why analysts
have tended not to include the environmental and

John M. Antle is an associate professor and Susan M. Capalbo is an
assistant professor, botb of the Department of Agricultural Economics
and Economics, Montana State University. John Antle is also a Uni-
versity Fellow at Resonrces for tbe Future. Tbe authors gratefully ac-
knowledge the financial snpport of the Montana Agricultural Experiment
Station, the Resources and Technology Division, ERWJSDA, and the
Rockefeller Foundation.

health impacts in their analyses of returns to ag-
ricultural research or in their evaluation of specific
policies or programs: deficiencies in methodology
and data. On the methodology issue, a compre-
hensive analytical framework is needed that com-
bines field-level relationships among management
practices, environmental attributes of the farmland,
and nonpoint pollution with impacts on human
health. The research from various disciplines
(physical, biological, economic, and health sci-
ences) needs to be integrated into an analytical
framework that, to be useful for policy analysis,
makes the link between the physical changes in
environmental and resource quality attributable to
agricultural practices and the valuation attached to
the changes in environmental quality and the sub-
sequent impacts on human health, With respect to
data deficiencies, the concerns are in two related
areas: (1) the information needed to quantify the
environmental quality and agricultural production
relationships has generally not been available and
(2) the data on human-health effects of exposure
to agricultural chemicals are far from complete.

This paper begins to address these deficiencies,
first by developing an approach to integrating dis-
ciplinary research to quantify and value the impacts
of agricultural chemical use, and second by high-
lighting the data requirements for this research. The
basic premise of this paper is that economics pro-
vides a framework to integrate the disciplinary
models and data for policy analysis, Economists
must play a central role in the organization and
interpretation of the physical, biological, health,
and social science research that is needed to quan-
tify and value the impacts of agricultural chemi-
cals. The approach is illustrated using the issue of
chemical contamination of surface water and
groundwater.

The paper is organized as follows. The first sec-
tion includes a discussion of the conceptual frame-
work for evaluating the net social benefitsof chemical
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use. In this section, we argue that modem benefit-
cost analysis provides the conceptual framework
in which to organize a coherent approach to the
problem of incorporating environmental and health
costs into public-policy analysis and for addressing
the uncertainties inherent in this type of analysis.
The second section presents an overview of the
characteristics of the physical models that can be
used to predict the movement of chemicals in soils
and discusses a prototype model for assessing pes-
ticide concentrations in the soil and groundwater.
In the third section, attention is focused on mod-
ification of economic production models. The last
section addresses the methodological issues that
arise in integrating physical and economic models
for use in the benefit-cost framework.

Benefit-Cost Analysis of Chemical Impacts
on the Environment

Benefit-cost analysis (BCA) provides the frame-
work for assessing the impacts of agricultural
chemicals. An ex ante BCA of a change in regu-
latory policy or a change in technology requires
prediction of the direct and indirect effects, expres-
sion of the effects in terms of common units. and
a determination of the net impact on social welfare.
The BCA process can be presented as a sequence
of steps as shown in Figure 1, which uses the
example of pesticides. The first step, denoted by
box 1, is to determine the effect of the policy or
the change in technology on the output and input
decisions of the farmers who utilize the pesticide
in their production practices.

The second step is to quantify how a farmer’s
response affects the magnitude of the benefits and
costs. In the case of a pesticide-use reduction,
changes in environmental contamination, food res-
idues, and occupational exposure give rise to the
benefits (see boxes 2A, 2B, and 2C); the effects
on production and resource use determine the costs
(box 3).

The environmental impacts of changes in chem-
ical use depend on the physical processes of chem-
ical transport through soil and water mediums
(box 4) and subsequent contamination of secondary
food sources. These physical processes include
degradation of the pesticide by soil microorgan-
isms, chemical degradation, pesticide sorption by
mineral and organic constituents in the soil, plant
uptake of pesticide materials, volatilization ~ and
the effects of water-flow processes that disperse
and distribute the pesticides during passage through
the unsaturated soil zones. Analysis of the effects
of changes in pesticide use on human health in-
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volves both human and environmental risk assess-
ment (see boxes 5 and 6).

The third step in the BCA process is to express
the benefits and costs in a common unit that reflects
their valuation by the affected individuals. These
values are commonly expressed in monetary units.
The valuation of the costs of the pesticide-use re-
strictions or changes in production technology re-
quires information on production changes, market
prices, and the impacts on consumers caused by
changes in food production and prices. These
costs can be measured as changes in producer and
consumer surpluses or related welfare measures (box
7). The valuation of the benefits is much more
controversial; it involves predicting the impacts on
the environment and estimating nonmarket values.

The final step in the BCA process is the deter-
mination of the net impact on social welfare. This
requires a criterion for determining what qualifies
as an increase in welfare and a means for aggre-
gating the impacts that may occur at different points
in time. The standard procedure is to use the present
discounted value of net benefits as the criterion for
evaluating changes in social welfare.

Physical Models for Quantifying
Contamination Levels

Physical models for quantifying chemical-pollution
externalities need to address movement of chemi-
cals to both surface water and groundwater. In the
last three decades, an extensive literature has been
generated by research aiming to trace the move-
ment of surface-water contaminants. Climate,
watershed and soil characteristics, and crop man-
agement practices have been found to affect the
magnitudes of the impacts (see Jury, Focht, and
Farmer).

Concern over groundwater contamination is a
relatively recent development, and, as a result,
models that predict chemical leaching to ground-
water are less developed than models that predict
chemical runoff to surface water. To model poten-
tial loadings to groundwater, a model is needed to
trace the movement of the chemical from the ap-
plication site down through the unsaturated (or aer-
ated) zone and into the saturated zone. The saturated
zone is the area in which all the void spaces are
filled with water; in the unsaturated zone, the void
spaces are filled with both air and water, the pro-
portion of which is important in modeling transport
rates. The soil, or root zone, is typically a part of
the unsaturated zone.

The fate of a pesticide or other chemical applied
to soil depends largely on two of the pesticide’s
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properties: persistence and volubility. Persistence
is a measure of a chemical’s rate of degradation
and is usually measured in terms of a chemical’s
half-life. Volubility, sorption, and volatility deter-
mine how a compound partitions among water,
soil, and air phases and affect whether the chemical
is moved primarily with sediment or water. When
a pesticide is applied, some of it will adhere to the
organic carbon in the soil particles; this is called
adsorption, Some of “the pesticide will mix with
soil water and move down with the soil water. An
inverse relationship exists between the volubility
of the pesticide and its sorption to soil. A partition
coefficient value is used to describe the ratio of
pesticide concentration in the adsorbed phase and
the solution phase. The smaller the partition coef-
ficient, the greater the concentration of pesticide
in solution. Hydrologists have noted that the great-
est threat to groundwater through leaching is as-
sociated with a pesticide with a small partition
coefficient and a long half-life.

Chemical Transport Models: An Overview

Although the specific structures of the chemical
fate and transport models vary, most models con-
tain some standard components. These include the
following components.

1. Surface runoff generation component de-
scribes the transformation of precipitation into run-
off. The soil surface and profile provide major
controls on the response of the surface-water sys-
tem. During interstorm periods, pesticides may be
applied and undergo a variety of transformation
and degradation processes affecting the total mass
of each constituent available for entrainment and
transport. Land-use practices such as tillage affect
the infiltration, runoff, and erosion processes. The
processes composing the surface-runoff system are
hydrology, sediment, nutrients, and pesticides. (A
detailed presentation of modeling surface runoff is
provided by Beasley, Pionke, and Leonard.) The
U.S. Department of Agriculture Soil Conservation
Service Curve Number (SCSCN) model is com-
monly used to estimate runoff. This method relates
direct runoff to daily rainfall as a function of a
curve number representing soil type, soil drainage
properties, crop type, and management practice.

2. Soil and groundwater component describes
chemical movement through the unsaturated soil
zone and may also describe movement into the
saturated zone, Not all models trace the movement
of chemicals through the unsaturated zone to the
saturated zone.

3, Erosion component estimates soil loss due to
erosion. This is important when determining po-

tential for groundwater contamination because soil
sediment is a medium of transport for adsorbed
pesticides. A pesticide or nutrient that is trans-
ported off the field via eroded soil is not available
for leaching to groundwater. The Universal Soil
Loss Equation (USLE), or a modification of the
USLE, is frequently used to model erosion. The
USLE accounts for factors such as rainfall, crop
management, slope conditions, and erosion-control
practices in calculating soil loss per acre.

4. Soil adsorption and resorption component es-
timates the partitioning of a chemical between ad-
sorbed particles and dissolved chemicals. This
component estimates what portion of the chemical
may be transported by soil sediment and what por-
tion may be transported by soil water. It may also
model volatilization and decay of the chemical.

Chemical-transport models can be divided into
three broad categories: research models, screening
models, and management models (Wagenet and
Rao provide a detailed discussion of these models).
Research models provide quantitative estimates of
water and solute movement but usually involve
extensive data demands on the system to be sim-
ulated. Management models are less data-intensive
and less quantitative in their ability to predict water
and solute movement under various environmental
conditions. Although most managerial and research
models are field-scale models, Wagenet and Rao
indicate that there has been limited field testing of
either the research or management models to date,
and thus little attention has been focused on the
so-called management models for the actual pur-
pose of managing pesticide or fertilizer usage. The
existing research models are useful for manage-
ment purposes only if computer facilities and time
are virtually unlimited.

Screening models are used to evaluate and com-
pare pesticide fate and transport under alternative
environmental conditions. The screening models
have relatively low data demands and are designed
to be relatively easy and inexpensive to use. One
useful output of these models is to categorize chem-
icals into broad behavioral classes. These models
have relevance in the pesticide registration process,
where the properties of a pesticide that has not been
field-tested can be inferred from the class in which
it is placed. Several simple indexes useful to screen
and rank pesticides in terms of their potential to
leach into groundwater have been developed by
Rae, Homsby, and Jessup. These ranking schemes
are based on a screening model that determines the
relative travel time needed for the pesticide to mi-
grate through the unsaturated zone and the relative
mass emissions (loadings) from the unsaturated zone
into the groundwater.
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Jury et al. have also developed a screening model
of the pesticide-leaching process. This model re-
laxes the uniform first-order decay assumption for
pesticide degradation in the unsaturated zone, which
characterizes the Rao et al. model, and replaces it
with a biochemical decay relationship that de-
creases with soil depth. The results of both screen-
ing models indicate a significant dependence on
site-specific soil and environmental conditions,
suggesting that these factors, as well as the pesti-
cide properties, need to be taken into account when
screening for groundwater-pollution potential.

Wagenet and Rao caution against using existing
scnx%ng models to predict environmental changes.
They indicate that the recent interest in using models
to predict the fate of pesticides in water and soils
has provided an impetus to improve upon the ac-
curacy of both screening and research models. One
of the most promising avenues to proceed for de-
veloping policy models is condensing the compre-
hensive description provided by research models.
Examples of such an approach are the recent changes
to the PRZM and LEACHM models (see Wagenet
and Hutson) and the Jury et al. model and the
prototype model discussed in the following section.

A Simple Pesticide-Leaching Model

One major disadvantage of the large-scale research
simulation models is their lack of attention to the
movement of chemicals through the unsaturated
zone, although groundwater components have re-
cently been appended to some models. A second
disadvantage of these models is simply the size and
data requirements, Most utilize daily and often hourly
climate data to simulate chemical movement.

As an alternative, researchers have been de-
veloping screening models to evaluate pesticide
groundwater-pollution potential (Jury et al. and Rao
et al.). This approach is promising for use in reg-
ulatory BCA, and thus we illustrate the integration
of such a model into the net-benefit specification.

Two key variables in assessing the behavior of
chemicals as they leach into groundwater are pes-
ticide residence time and the fraction of the pes-
ticide remaining as functions of depth in the
unsaturated zone. Physical relationships can be used
to estimate residence time, ti$and the time required
for a pesticide particle to travel from land surface
to the depth of interest, zi, as a function of physical
parameters such as water flux per unit surface area;
residual moisture content; dry-bulk density; the or-
ganic-carbon partition coefficient of the pesticide;
and the percentage of organic carbon in the layer.

The fraction of the pesticide remaining at the
depth of interest is calculated taking into account

both the decay and root-uptake processes. The frac-
tion of the pesticide that remains after decay that
occurs during its transport through each soil layer
can be calculated by solving the equation for ir-
reversible first-orderreactions allowing for the known
half-life of the pesticide:

(1) ~ = ~-0.693 (ti/hi)
1 >

where ri denotes the fraction of the pesticide re-
maining after transport in the ith layer; tidenotes
the time of travel (residence time) in the layer of
interest, in days; and hi denotes the half-life of the
pesticide in the layer, in days.

These latter values are assigned to each layer in
the system based on empirically obtained figures
from field and laboratory experiments. The per-
centage of the original pesticide applied to the land
surface that remains after transport through more
than one layer is the product of the values of ri for
each layer. The percentage of the pesticide re-
maining after transport and decay through all layers
is then

(2) rz = ~i.

The key parameters in determining the amount that
remains are generally half-life of the chemical, po-
rosity, partition coefficient (which is determined
by the organic-carbon coefficient of the pesticide
and the percentage of organic carbon in each layer),
water flux, and water content.

The root-uptake process also must be estimated
and, as a first-order approximation, can be assumed
to be proportional to the root uptake of water
evapotranspiration. To obtain the fraction of the
pesticide remaining after these two processes (root
uptake and decay) have occurred, the amount of
pesticide remaining after decay is multiplied by the
ratio of the amount of water flux at the depth of
interest to the amount of water entering the ground
at land surface:

(3) C(X~) = (rz)(qh)(xj),

where q denotes water flux per unit surface area,
Xj denotes the amount of pesticide applied, and w
denotes the rate at which water enters the ground.
Equation (3) could be incorporated into a net-ben-
efit analysis, as illustrated in the fourth section of
this paper.

To utilize this kind of model, information would
be required on soil (physical) and pesticide char-
acteristics. The soil characteristics include the rate
at which water enters the ground, the rate of deep
percolation below roots, the thickness of the root
zone, the depth to the water table, and the density
of solid matter in the unsaturated zone. Other layer-
specific physical characteristics include the type of
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material, the residual moisture (water) content, the
porosity, and the organic-cwbon content of the soil.
Pesticide characteristics of importance to these
models are organic-carbon partition coefficient and
the half-life in each layer. In addition, data on
pesticide applications are also needed. Of the above
information, only the pesticide-application levels
and the amount of water entering the ground at
time of application would need to be collected on
a regular basis. Presumably the other soil and pes-
ticide characteristics are not time variant, but do
vary spatially.

Environmental Exposure Modeling

More general approaches to environmental-quality
modeling are also being developed. The standard
approach to modeling environmental exposure is
to assume that chemicals are distributed into var-
ious environmental compartments as functions of
chemical properties, environmental factors, and
chemical use according to equilibrium partitioning
models (Mackay et al.). For example, it may be
assumed that a pesticide applied to a field will be
partitioned among air, water, soil, flora, and fauna.
Symbolically,

Cij = Ci(Xj, Kij, Ei),

where Cij is the concentration of the ~th chemical
in the ith partition; Xj is chemical use; Kti is the
partition coefficient; and Ei is a vector of environ-
mental factors.

The environmental contamination in each par-
tition can be translated into exposure of the kth
species through the expression

where ejk is the exposure of the kth species to the
jth chemical; Atik(’y) is the rate of uptake of the jth
chemical in the ith partition by the kth species; and
-y is a vector of individual species characteristics.

Thus, in general, total exposure of the kth spe-
cies to the ~th chemical is a function ejk(X, K, E,
y), where the arguments are vectors of chemicals
used, partition coefficients, environmental char-
acteristics, and species characteristics. These ex-
posure measurements can in turn be valued and
used as a basis for BCA.

Economic Production Models

The economic behavior of agricultural firms can
be represented as a two-level decision process cor-
responding to the short run and the long run (Figure
2). In the short run, firms make production deci-

sions regarding outputs (types of crops and allo-
cation of acreage among crops) and variable inputs
(such as labor hours, fertilizer applications), taking
as given the available technology and the existing
stocks of physical capital and other resources used
in production. These short-run decisions may be
important in the analysis of externalities because
they may include the use of agricultural chemicals
that are a source of pollution. In the long run, firms
make investment decisions based on their expec-
tations of future market conditions, technology,
and resource availabilityy. Their long-run decisions
include the total acreage of the farm operation and
the quantities of physical capita] employed. The
long-run decisions may also have important con-
sequences for externality generation. For example,
the choice of tillage method (conventional tillage
versus reduced or no-till) may have an impact on
soil erosion and herbicide use, and hence on pol-
lution caused by chemical runoff.

Producer Behavior in Static Models

Farmers typically are assumed to be concerned with
the private benefits and costs of their farm opera-
tions and thus do not take into account the longer-
term impacts of their production activities on the
ecosystem or on human health caused by agricul-
tural pollution that occurs off their farms. Farmers’
longer-term capital-investment decisions are not
likely to have a direct impact on the generation of
externalities. Under these circumstances, for anal-
ysis of externalities it is appropriate to model the
short-run behavior of farmers as the maximization
of the economic returns to management and capital,
taking technology, management, and capital in-
vestment as given in each period. The analysis
using a static model thus focuses on the output and
input decisions that are made in each production
period, given technological, economic, and re-
source constraints. For the measurement of exter-
nalities, the effects of the output and input decisions
on physical-resource stocks and living organisms
in the ecosystem can in turn be measured. To mea-
sure the sequence of externalities generated over
time, the biological system’s changes can be in-
corporated into the economic model to define the
resource constraints on production in the next pe-
riod, and the analysis can be repeated.

The short-run economic behavior of an agricul-
tural producer can be modeled in terms of profit
maximization; more generally, risk management
and other objectives can be introduced, but as a
first-order approximation, profit maximization is a
useful starting point. Conventional economic anal-
ysis of the profit-maximizing firm is based on the
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representation of the production process using the
production function

where Qt is the maximum rate of output that can
be produced in period t with variable inputs X,
(generally a vector measuring labor, fertilizer, pes-
ticides, etc.), fixed (capital) inputs Z, (a vector
measuring land, structures, machinery and tools,
etc.), and parameter 71, representing the state of
the technology (traditional seed variety versus
modem seed variety, for example). The role of
physical and biological resources in the production
process is represented bythevectors l?,(physical
resources) and Sl(living organisms)in theproduc-
tion function. The vector Rt could measure physical
attributes of the resources used in production, such
as soil and water quality, and the vector S, could
measure populations of pests and natural enemies
to pests.

The profit-maximization problem is represented
as

max r, = Ptf(Xt, 2,, T,, R,, St) – W, X,,

where Pt is the price of output and W~ is a vector
of prices corresponding to the elements of X~.

By assuming that the production function is con-
cave in the variable inputs Xf, modem economic
theory utilizes a duality correspondence between
the above primal maximization problem and the
dual function known as the restricted profit func-
tion:

Tt = m[Pt, Wt, Z,, Rt, St, Tt].

This function is defined as the maximum profit the
firm can earn, given P,, W,, Z,, ~,, R,, and S,, by
choosing levels of output and variable inputs Xr.
A property of the profit function is that the firm’s
profit-maximizing output, say Q*, and its profit-
maximizing input vector, say X*, satisfy the fol-
lowing relationship:

Q? = Wpt, W,, Z,, R,, S,, TJldPt
= Q* [P,, W,, 2,, R,, S,, T,],

X? = – dm[P,, W,, 2,, R,, S,, rJ/~W,

= X* [P,, W,, Z,, R,, S,, ~,].

The complete production model is represented
by the system of the three previous equations. Since
the first equation measures short-run profit, it can
be interpreted as measuring the producer surplus
(net returns) used in benefit-cost analysis. For ex-
ample, if a new seed variety were introduced but
prices, physical capital, and resource stocks were
constant, the profit function would indicate the re-
.ulting change in producer surplus attributable to

the new seed variety. The equation system also
shows that the introduction of the new seed variety
would generally have an effect on supply of output
and on the demand for inputs. The introduction of
a new variety would affect the demand for agri-
cultural chemicals. This change in the use of ag-
ricultural chemicals would provide the link from
the economic behavior of the farmers to the phys-
ical and biological models used to quantify pol-
lution externalities.

The production model also shows that, gener-
ally, the economic relationships in period tdepend
on the resource stocks and living organisms rep-
resented by Rt and S1. The economic model does
not determine these variables in the current pro-
duction period; rather, R, and St play the role of
constraints on the production process. The values
of R1 , , and St. 1in the next period are determined
in part by the production decisions in period t.Thus
the physical, biological, and economic sectors of
the model interact dynamically according to the
particular structure and parameterization of the sys-
tems of equations used to represent them. Given
estimates of the parameters of these equations, in-
itial values of the stocks Rt and S~,and predictions
of the “forcing variables” such as prices that are
determined outside of the model, the system of
equations can be used to generate predictions of
the time paths of agricultural production (Q,), input
use (Xt), and the physical and biological stocks (R1
and S,).

Long-Run Dynamic Investment Models

In some cases it is not appropriate to use a short-
run static production model to analyze externality
generation. A long-run model may be needed for
a variety of reasons: because the choice of capital
stock is important in the amount of externality cre-
ated; because farmers do take externalities into ac-
count in their decision making; or for long-run
regional analysis of externality creation where the
effect of the externality feeds back into the pro-
duction process. To illustrate, consider a model in
which physical capital evolves over time according
to

21+, = (1 – a)zl + v,,
where 8 is the rate of capital depreciation and V*
is the rate of gross investment each period. Simi-
larly, assume that the dynamics of the resources R,
and species St are given by

R,+, = H(R,, X,, 2,) and
S,+~ = B(S,, X,, Z,, R,).
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The long-run maximization problem of the farmer
is now defined as choosing the sequence of in-
vestments to maximize the present discounted value
of profit from each period over the relevant plan-
ning horizon:

fi~ $ %{I@,,W,,.% IL St, T,]

– UtVt} + .l[ZT+1, RT+ 1, ST+1],

subject to

Zt+l = (1 – ?i)z, + v,,

St+l = B(S,, Xt, Zt, R,),

R,+ , = H(Rt, X,, Z,),

where Tt is a discount factor depending on the rate
of interest, Ut is the price of investment goods,
and .l measures the terminal value of the physical
capital and resource stocks.

The above problem can be solved using optimal-
control or dynamic-programming techniques. For
example, the solution can be obtained by maxi-
mizing the following Hamiltonian equation:

Ht = q, {m[P,, Qt, Z,, R,, St, T,] – fJtvt}

+ At {(1 – ?i)Z, + Vt} + IL,B(S,, Xt, Zt, RJ
+ p,H(R1, Xt,Zt),

where At, p.l, and PI are the multipliers for Z~,S1,
and Rt, and represent the marginal capital values
of these stocks. Maximizing the Hamiltonian and
solving the resulting set of first-order conditions
along with the constraints of the maximization
problem gives an investment demand equation of
the form

Vt = V[zt, St, Rt, Pt, Wt, ?’, Ut, AT+1,
W-+1, P?-+ll!

where Pt = (Pt, Pt +1, . . . , PT) and similar no-
tation applies to other variables. Thus, the optimal
investment in each period is a function of the cur-
rent stocks of capital and resources, current and
future prices, and the terminal values of the capital
and resource stocks.

Using the investment demand equation for V,
together with the equations of motion for R, and Sr
and the equation for output supply and input de-
mand, one can solve for the long-run paths of all
variables determined by the farmer. Note that the
short-run and long-run models suggest a very dif-
ferent model of interaction between the economic,
physical, and biological models. With the short-
run economic model, economic decisions are made
given the states of the physical and biological vari-
ables, and the physical and biological models are
solved given the behavior of farmers. Time paths
for the variables in each model are obtained by
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sequentially solving each model and using its re-
sults to condition the solution of the other models.
In contrast, in the dynamic economic model, eco-
nomic decisions are made taking into account the
dynamics of the physical resource stocks and the
population dynamics of species. Thus, the time
paths for the economic, physical, and biological
variables are determined jointly in the solution of
the dynamic economic model.

Model Integration

Methodological Issues

Several methodological issues arise as the physical
and economic model components are brought to-
gether into an integrated model. Successful inte-
gration requires compatible mathematical structures
for numerical models, and consistent statistical cri-
teria need to be developed. In addition, several
conceptual differences in model approaches exist
across disciplines that need to be taken into con-
sideration. The most important point to be empha-
sized in conducting this integration is the need for
communication across disciplinary lines.

Physical versus behavioral modeling. Fint, there
is a conceptual difference between the physical
modeling, which relies upon physical constants,
and behavioral models based on the assumed op-
timizing behavior of people. The structure of a
physical model is invariant to changes in govern-
ment policy, for example, but a model of farmer
behavior may need to take into consideration the
way farmers form expectations about policy. Con-
sequently, the structure of a behavioral model may
change over time as policy and other parameters
change. The change in the structure of the behav-
ioral model may in turn alter the linkages between
the physical and economic models.

Experimental versus nonexperimental data. The
physical and biological sciences rely primarily on
data generated by controlled experiments. Eco-
nomic analysis is generally based on nonexperi-
mental data, Econometrics is devoted to the
modification of classical statistical analysis so that
valid inferences can be drawn from nonexperi-
mental data. The differences in statistical methods
need to be reconciled in the design of data surveys
and research methodologies.

Modeling approaches. Various disciplines find
particular mathematical structures to be appropriate
for their problems. For models to be integrated
across disciplines, all disciplinary model compo-
nents must be consistent with the ultimate goal of
linking the models for policy analysis.
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Selecting the unit of analysis: The aggregation
problem. A basic methodological problem arises
in any attempt to integrate the physical, health, and
economic model components into a coherent whole;
each component relates to a particular unit of anal-
ysis, each of which is generally different from the
unit of analysis on which cost-benefit analysis should
be based. The solution to this problem is to provide
a statistical representation of the integrated model
that can be defined over a common unit of analysis,
and then to statistically aggregate to the unit of
measurement meaningful to cost-benefit analysis.

A Statistical Approach to Model Integration

A key factor that needs to be taken into account in
the modeling methodology is the heterogeneity of
the physical environment and the related hetero-
geneity of agricultural production practices and as-
sociated environmental and health effects of those
practices (Antle and Just). For example, an analysis
of environmental fate of a pesticide based on a set
of partition coefficients may be reasonable for a
well-defined physical unit—say, 100 square meters
of surface area-over which a specific set of pa-
rameters and input data are valid. However, such
a unit is generally much smaller than the economic
or geophysical unit of analysis relevant to the as-
sessment of social costs of chemical use. The rel-
evant unit of analysis for social-cost assessment
may be as small as a farm or as large as an entire
regional watershed.

To address the heterogeneity problem, an ag-
gregate unit of analysis can be defined as a function
of the problem context; for example, for water quality
problems, the unit of analysis may be the land
contained in a particular watershed, The land in
the aggregate unit of analysis can, in turn, be dis-
aggregate into sufficiently small units over which
a valid set of physical and economic data and pa-
rameters can be defined. Let us call such a unit a
plot. Associated with each plot is a vector of phys-
ical characteristics represented by o, which may
include physical characteristics such as depth to
groundwater on the plot, the partition coefficients
for the plot, the slope and elevation of the plot,
and so forth. A stylized physical model can then
be written C(X, w), where C is a vector of con-
taminant levels associated with the environmental
partitions in the model (e.g., soil, air, water) and
X is a vector of chemical applications.

As shown in the third section in this paper, a
farmer’s chemical-use decisions are functions X(P,
$, ~, ~), where P represents prices of outputs and
inputs, $ represents policy parameters, ~ represents
technology parameters, and o is as defined above.

Let the environmental characteristics of each plot
of land in the region be fixed at a point of time
and distributed across plots according to a distri-
bution defined by a parameter 0. This distribution
of environmental attributes induces a joint distri-
bution for input use X, crop production Q, and
contamination levels. Define this joint distribution
as $(Q, X, C IP, $, ~, 0).

Statistical Aggregation

The joint distribution @provides a basis for statis-
tical aggregation across the plots into quantities that
can be used to conduct policy analysis at the ag-
gregate level. For example, by integrating X and
Q out of 4,a marginal distribution of contami-
nation can be defined: +(C I P, $, ~, t3). Using
this distribution, the trade-offs between, say, mean
chemical use and groundwater contamination can
be estimated. This information can be combined
with valuation data to estimate the value associated
with groundwater contamination. In addition, an
aggregate pollution function can be obtained by
taking the expectation of C with respect to this
marginal distribution and that relationship can be
used for analysis of pollution policy (see Antic and
Just for further discussion of these procedures).

To illustrate the statistical aggregation proce-
dures, let X and w follow a log-normal distribution
such that

[1in X
in w

-N[~, ZIP, *, 0],

where p is a (2 x 1) vector of means and ~ is a
(2 X 2) covariance matrix. It follows that C is a
random variable and its mean and variance are
functions of K and 2, which are in turn functions
of P, $, and (3.Thus, for example, the population
mean contamination level may be expressed as a
function of the population mean level of chemical
use. This relationship can be employed in policy
analysis. For example, if a dollar value could be
attached to a specified reduction in environmental
contamination, these data could be used in cost-
benefit analyses of policies to reduce pesticide use.

A Simple Economic-Physical Groundwater
Contamination Model for Policy Analysis

This section describes an integrated economic-
physical groundwater contamination model for pol-
icy analysis. The model is defined for a given
chemical at a given location, such as a plot or field,
that is homogeneous with respect to both physical
and economic characteristics. It is based upon the
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models presented in sections two and three of this
paper.

A physical model. Following our earlier nota-
tion, let X be the quantity of chemical; C be the
concentration of chemical .Xin groundwate~ z equal
the depth to groundwater; m equal the time for
transport from surface to groundwater; r equal the
fraction of chemical remaining after transport to
groundwateL t equal time period, t = O, 1,2, . . . ;
h equal the half-life of chemical in groundwater;
and h* equal O.693/h. Following the simple pes-
ticide-leaching model presented earlier, assume the
chemical does not move laterally in the soil or
groundwater; it degrades according to first-order
irreversible reactions; and the groundwater is un-
contaminated at time t = O. Then

t

(4) C, = ~ xk Rkt,
k=l

where

unit of land. The farmer chooses X to maximize
profit m subject to the production process

Solving the profit-maximization problem,

m~m=PQ–w X,

gives

[11 w I/(al-l)
(5) x= —– .

al P

Impact of Policy Changes on Groundwater
Quality

Consider now a policy that sets P, = P* for all t
> t*.We have the following relationships:

Rk, =rexp{h* [t–(m+k)]}, ift–(m +k)>O
Rkt = O, ift–(m+k) <O.

Note that Rk, is interpreted as the fraction remaining
at time t> k from application at k, including the
effects of transport to groundwater and decay in
the groundwater. Equation (4) is quite general and
compatible with any specification of the coeffi-
cients Rk~.For example, Rklcould be specified more
generally to embody the effects of lateral move-
ment of groundwater.

An ‘‘economic” interpretation of equation (4)
is possible. Since Rk,(l+S) = Rk, exp (h*s), and
Rk,,+s = O fors < m, C, can also be expressed as

Cf = exp {h*(m + 1)} C,_ I + xt_m R,_m,t.

Thus, C, can be expressed in the form of an equa-
tion of motion of a capital stock, Kt = (1 – 8)
K,., + I,, where K, is the stock, 8 is the depre-
ciation rate of the stock, and It is gross investment.
Under this interpretation, exp {h*(m + 1)} repre-
sents the depreciation of the “stock” of contami-
nation d~e to the decay of the chemical that is
already in the groundwater, and Xt. ~ R~_~, ~ rep-
resents the gross investment, which in this model
is the additional chemical that was applied at time
t – m and leaches to the groundwater at time t.

An economic model. To illustrate the basic eco-
nomic relationships, assume the simplest possible
conditions: production of a single crop Q with a
single variable input, the chemical X, on the given

dC~dX, = O, for t – t’< m

1=R,,, fort – t’> m andt’ > t*.

Hence, the elasticity of Ct with respect to Xl is

(6) et, = X, R,, I Ct.

The elasticity of X, with respect to F’,is, according
to the model in equation (5),

(7) W = lKal – 1), for all t,

It follows that the effect of raising P permanently
at time t*by the amount A P* = P* — P. is

which in point-elasticity form is, in general,
t

(8)

and using (6) and (7) becomes
t

(9) & = ~~. ‘k Rk&t(a] – 1).

These relationships are illustrated in Figure 3
under the assumption that before t*,P = Po, and
input use occurs at fixed time intervals. Under the
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baseline scenario, input use generates a relatively
slow increase in groundwater contamination levels;
when policy raises the price of the crop, chemical-
use levels increase and the rate of growth in
contamination increases. Observe that before t*,
contamination levels increased by the amount AC[
each period, whereas after t* + m, contamination
levels increase by ACT > AC, each period (note
the delay of m between the time the policy change
is implemented and it begins to have an effect on
groundwater quality because of the transport time).
The elasticity & measures the percentage increase
in C[ for each time period. Note that & is zero for
t* < t < t* + m and is an increasing value there-
after.

The analysis of a policy that reduced P once and
for all would be similar and would show that a
reduction in input-use levels would reduce contam-
ination levels over time. Note, however, that the
effect of the policy on groundwater quality would
occur with a delav of m.

This simple ex~mple illustrates several interest-
ing points. First, equation (8) shows that, in gen-
eral, the effect of policy on groundwater quality is
a function of all of the physical and economic pa-
rameters required to obtain ~lk and ~k, whether
these values are estimated from simple or complex
models.

Second, suppose that chemical-input use was
sufficiently low such that C = O for all t < t*
because all of the chemical degrades in the soil
during transport (r = O).Then a policy that induced
an increase in chemical use would not affect con-
tamination until input use reached the critical level
at which r becomes marginally positive. Hence it
follows that a policy that increases input use does
not necessarily decrease groundwater quality.

More generally, input use will not beat constant
intervals and market prices will be changing over
time in response to policy and market conditions,
and the time path of contamination levels will be
much more complicated.

Finally, note that this model applies to a specific
site. As discussed in the previous section, it can
be assumed that the physical and economic param-
eters follow well-defined distributions in the wa-
tershed. This distribution, in turn, defines a joint
distribution in the watershed for C, Q, and X. This
joint distribution can be used to represent the wa-
tershed statistically as a unit and to conduct policy
analysis, For example, it would allow statements
to be made about the effect of a policy change on
the expected (average) contamination level, or about
the probability that contamination at any site in the
watershed is less than or equal to a critical value,
such as a maximum contamination level set by a
risk analysis.

Conclusion

Benefit-cost analysis provides the foundation for
developing a framework for integrating the various
strands of disciplinary research needed to assess
the environmental impacts of agricultural chemical
use. The data needed to identify accurately the
potential for environmental impacts of chemical
use are location-specificand chemical-specific.These
information needs include the characteristics of the
chemical and the physical environment that provide
a basis for estimation of the chemical’s mobility
and degradation in the environment, and farm-level
and field-specific production data that allow the
farmer’s chemical-use decisions to be modeled.

The heterogeneity of the physical environment
means that chemical transport must be modeled at
a highly disaggregate level. Thus, farmers’ chem-
ical-use decisions must also be modeled at a dis-
aggregate level. Policy issues must be addressed
at a more aggregate ievel, however. The bridge
between these two levels of analysis is a statistical
representation of the physical environment and the
producer population, which provides the basis for
statistical aggregation from the highly disaggregate
level required for physical models to the more ag-
gregate level of policy analysis. The integration of
physical and economic models reveals that, in gen-
eral, the effect of technological or policy changes
on environmental quality will depend on key phys-
ical and economic parameters. Considering the de-
manding data requirements of the integrated physical
and economic analysis, a critical issue facing re-
searchers is to identify minimal information sets
needed to accurately estimate physical and eco-
nomic parameters.
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