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Summary 

In recent decades, the importance of knowledge spillovers for the processes of inno-
vation and economic growth has been widely recognized. Firms can improve their 
performance by implementing innovative ideas that were not originally developed 
in-house. In this way firms and hence economies may grow without having to use 
additional labour and capital inputs. 

Although the importance of knowledge spillovers is undisputed, little is known 
about the size of spillover effects and what type of spillovers is more important for 
achieving growth: spillovers emerging within sectors (intra-sectoral spillovers) or 
spillovers emerging between sectors (inter-sectoral spillovers). Furthermore, the im-
pact of local competition on innovation and growth is not straightforward, as there 
are both negative effects (relatively less benefits for the innovator due to higher 
spillovers, possibly resulting in less innovations) and positive effects (more innova-
tions as it is necessary for firms to remain competitive in the market) involved. These 
issues are investigated in the present report, using a regional growth model based 
on Glaeser et al., 1992. In the model sectoral employment growth at the regional 
level is explained by specialization (a proxy for intra-sectoral spillovers), competition, 
diversity (a proxy for inter-sectoral spillovers) and some controls. By including these 
variables in the model, the empirical validity of three theories about knowledge 
spillovers and innovation can be tested.  

The first theory is that of Marshall, Arrow and Romer (MAR). According to these 
economists, important spillovers primarily emerge among homogeneous enterprises, 
implying a positive impact of specialization on economic growth. As regards the role 
of competition, they assume a negative impact, due to the limited possibilities to 
internalize the externalities associated with innovation (i.e. spillovers), in case of 
fierce competition. The second theory is that of Porter. He assumes, like MAR do, a 
positive effect of specialization. As regards competition, however, Porter assumes a 
positive impact on growth, resulting from the sheer necessity for firms to innovate, 
as the alternative to innovation is demise. The third theory is developed by Jacobs. 
Like Porter, she assumes a positive effect of local competition. As regards knowledge 
spillovers, however, she emphasizes the importance of spillovers emerging among 
heterogeneous enterprises, implying a positive effect of diversity on economic 
growth.  

We use a data set with information at six-sector level and at the spatial level of 60 
British regions, covering entire Great Britain. Regional data are used because geo-
graphical proximity is considered important, as face-to-face contacts are assumed a 
necessary condition for knowledge spillovers to occur. 
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Results 

We estimate the model both using a sample containing data of all sectors simulta-
neously (pooled regression) and using samples for each sector separately. We find 
evidence for a negative relationship between specialization and employment 
growth when we pool the various sectors of economy in one regression, while in the 
separate sector regressions, we find a negative effect or no effect at all. So, we find 
no support whatsoever for the occurrence of intra-sectoral knowledge spillovers. 
This finding is in line with Van Stel and Nieuwenhuijsen, 2001, who found no sup-
port for the MAR and Porter specialization hypothesis for the Netherlands. It might 
be the case that specialization contributes to static efficiency rather than to dynamic 
efficiency (i.e. growth). 

We find strong support for a positive relationship between regional competition and 
employment growth, both in the pooled regression and in the separate sector re-
gressions. Only for the construction sector the positive effect is not found. The effect 
is biggest for the production sector (which is dominated by manufacturing). This is in 
line with Van Stel and Nieuwenhuijsen, 2001, who found a positive effect of re-
gional competition on growth for manufacturing for the Netherlands. The positive 
effect for manufacturing might be related to higher R&D expenses relative to other 
sectors, making competition especially important in manufacturing industries as it 
might encourage something like an ‘innovation race’. 

Diversity does not seem to be a dominant factor for regional sector growth in Great 
Britain. Only for the production sector, the empirical relationship is positive and thus 
supports the theory of Jacobs. For the other sectors, the effect is not significant. 
These results of diversity contradict the findings of Van Stel and Nieuwenhuijsen, 
2001, who found no effect for manufacturing and a positive effect for service sec-
tors. Perhaps this can be explained by the fact that in Great Britain the production 
sector takes a more central position in the economy (thereby benefiting from 
developments in other sectors), while in the Netherlands the service sectors take a 
more central position in the economy. However, we must be cautious as there are 
some differences between both studies. Notably, in the study for the Netherlands, 
growth is measured in terms of value added instead of employment.  

To sum up, in the present study for Great Britain, we find a negative or zero effect 
of specialization on growth, and no effect for diversity (except for production where 
a positive effect is found). That is, we find no evidence for positive knowledge spill-
overs within sectors while positive knowledge spillovers between sectors are only 
found for the production sector. We do find a positive effect of regional competi-
tion on growth for all sectors of economy except for construction. 
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1 Introduction 

Spillovers occur when an innovation implemented by a certain enterprise increases 
the performance of another enterprise without the latter benefiting enterprise hav-
ing to pay (full) compensation. In the past decades there has been increasing recog-
nition that spillovers contribute substantially to economic growth. According to the 
new growth theory (Lucas, 1988; Romer, 1986), spillovers are the engine of growth. 
Mackun and MacPherson, 1997, p.666, conclude that the relative importance of 
firms’ in-house R&D compared to external technical activity may be declining. They 
suggest that external inputs (for example in the form of spillovers) can increase the 
productivity of in-house initiatives of firms. 

There are various types of spillovers (transfers), such as knowledge spillovers, market 
spillovers and network spillovers.1 The new growth theory primarily focuses on 
knowledge spillovers (Aghion and Howitt, 1992; Aghion et al., 1997; Romer, 1986). 
Knowledge (for example, obtained via R&D activities) accumulates, and this gener-
ates innovations in enterprises. Since enterprises benefit from each other’s innova-
tions and ideas, an economy may grow even in the event of maximum input of la-
bour and capital. In other words, spillovers explain part of the phenomenon that 
economies grow faster than might be expected on the basis of labour and capital 
input growth.2 The increasing role of knowledge and small firms in the modern 
economy (Audretsch and Thurik, 2000 and 2001) motivates the investigation of the 
effect of knowledge spillovers, as small firms usually are more dependent upon 
knowledge spillovers than large firms are. 

Knowledge spillovers appear to be a local phenomenon (Audretsch and Feldman, 
1996). Interaction between people and enterprises located in each other’s proximity 
produce the highest likelihood of spillover effects. This seems surprising, considering 
the current state of information technology, where information can be diffused 
throughout the world at practically zero cost. Audretsch and Thurik, 1999, p.5, refer 
to a paradox, which they explain by distinguishing between information and knowl-
edge. Information may be diffused simply and free of charge, with examples being 
the gold price in Tokyo, or the weather in New York. Knowledge, contrastingly, may 
not simply be coded. Knowledge diffusion primarily emerges by means of social con-
tacts, for example during meetings or sales transactions.  

The contribution of knowledge spillovers to economic growth has been demon-
strated by several authors (e.g. Griliches, 1992; Soete and Ter Weel, 1999). There are, 
however, various conflicting theories as regards the exact mechanisms of spillovers, 

 
1 For an extensive elaboration, see Jaffe, 1996. 
2 In the remainder of this paper, the term spillovers denotes knowledge spillovers, unless stated other-

wise. 
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with debates focusing on two questions. First, do spillovers primarily emerge within 
one sector or, alternatively, do spillovers emerge between different sectors? Second, 
does local competition have a negative impact on the amount of innovative activity 
because innovation externalities (spillovers) are considered too large, or alterna-
tively, does local competition have a positive impact on the amount of innovative 
activity because firms are ‘forced’ to innovate to beat their competitors? 

The present paper focuses on these questions, using a model of regional growth 
based on Glaeser et al., 1992. The model examines three possible determinants of 
regional sectoral growth, viz. specialization, diversity and competition. Specialization 
is hypothesized to facilitate spillovers between firms from the same sector, while 
diversity is hypothesized to facilitate spillovers between firms from different sectors. 
The impact of specialization and diversity on growth, therefore, indicates the impor-
tance of intra-sectoral and inter-sectoral spillovers, respectively. The third variable, 
competition, may have both positive and negative effects on the amount of innova-
tive activity and hence on economic growth. In fact, this involves a trade-off be-
tween internalization of innovation externalities (local monopoly) and the necessity 
to innovate to remain competitive in the market (local competition). By including 
local competition as a possible determinant of economic growth, this trade-off can 
be tested. 

Van Stel and Nieuwenhuijsen, 2001, estimate the above-mentioned model of Glaeser 
et al., 1992, for the Netherlands. To see whether the results found in that study are 
representative for other countries as well, in this study we estimate the model for 
Great Britain. We use data for 60 British regions, that provide information on 6 sec-
tors, viz. agriculture, production, construction, trade & catering, transport & com-
munication, and other services. The 60 regions cover the whole of Great Britain. The 
data cover the period 1981-1998. 

The contribution of the current paper is threefold. First, while Glaeser et al., 1992, 
investigate knowledge spillovers in the United States in the period 1956-1987, the 
present study investigates knowledge spillovers in Great Britain in a more recent, 
hence more knowledge-intensive period (1981-1998). Second, considering that spill-
over mechanisms may work out differently for different sectors of economy, the cur-
rent paper presents separate estimation results for five sectors of economy. Third, 
some improvements of the operationalizations of the variables with regard to those 
used by Glaeser et al., 1992, are applied in the present study. 

The organization of this report is as follows. In section 2 we will discuss different 
theories concerning knowledge spillovers and competition. In section 3, the model as 
well as the data set will be presented. Also the differences between the present 
study and the study of Glaeser et al., 1992, are discussed. The estimation results will 
be given in section 4. In section 5 finally, we present a discussion and give some rec-
ommendations for future research. 
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2 Theory 

The model of Glaeser et al., 1992, departs from the assumption that knowledge 
spillovers at the regional level are of major significance as regards innovation and 
economic growth. More precisely formulated, Glaeser et al., 1992, assume that sec-
tors in different regions may have different growth rates because knowledge spill-
overs work out more effectively in one region than in another. This is because dif-
ferent types of knowledge spillovers may emerge in different regions, viz. intra-
sectoral spillovers versus inter-sectoral spillovers. Furthermore, the intensity of local 
competition may differ between regions. The model examines three theories as to 
the impact of knowledge spillovers and local competition on regional growth. In this 
section these theories are discussed. 

Marshall, Arrow, Romer 

The first theory is developed by Marshall, 1890; Arrow, 1962, and Romer, 1986, ab-
breviated as MAR. They assume that knowledge spillovers are most effective be-
tween homogeneous enterprises. So, spillovers primarily emerge within one sector. 
For a given region, this would imply that specialization in a limited number of activi-
ties may contribute to spillovers and growth. An example of this type of within-
industry spillovers would be the microchip manufacturing industry in Silicon Valley 
(Glaeser et al., 1992, p.1130). The MAR economists further assume that the situation 
of a local monopoly is beneficial to economic growth, since in that case, the vast 
share of the yields generated by innovation benefits the innovator itself. That is, the 
externalities associated with innovation are internalized by the innovator. This 
would produce an additional incentive to innovate. In the MAR theory, regional sec-
toral growth is maximized if the sector is dominant in the region, and if local compe-
tition is not too strong. 

Porter 

The second theory is that of Porter, 1990, who agrees with MAR that knowledge 
spillovers between firms in specialized sectors (sectors which are concentrated in cer-
tain regions) stimulate economic growth. In contrast to MAR, however, Porter as-
sumes that local competition has a positive impact on growth. In his view, competi-
tion accelerates imitation and upgrades innovation. Although competition decreases 
the relative benefits for the innovator (due to larger spillovers flowing to competi-
tors), the amount of innovative activity will increase, because enterprises are ‘forced’ 
to innovate: enterprises that fail to improve products and production processes in 
due time will lose ground to their competitors and will ultimately go bankrupt. An 
example of fierce competition to innovate, resulting in growth, would be the Italian 
ceramics and gold jewelry industries (Glaeser et al., 1992, p.1128). So, while MAR 
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emphasize the negative effect of competition on the amount of innovative activity, 
Porter assumes that the positive effect is dominating. An activity in which these two 
opposite sides of competition are very perceptible, is Formula One motor racing. In 
this driving competition for racing-cars, teams are always busy doing research and 
testing in order to make the cars faster. As the speed of Formula One cars increases 
year after year, it is clear that the positive effect of competition dominates in this 
industry. However, also the MAR argument is considered important, as teams do not 
want to give anything of their technology away to competitors. After a Formula One 
race, when all cars are parked in the ‘parc firmé’, this is sometimes very clear, when 
teams cover up their cars in order to make it impossible for the other teams to learn 
anything about the technology of their cars. 

Jacobs 

The third theory elaborating on the significance of local knowledge spillovers was 
developed by Jacobs, 1969. Jacobs’ theory departs from the assumption that knowl-
edge spillovers work out most effectively among enterprises that practise different 
activities. Primarily inter-sectoral knowledge transfers would thus be of significance. 
In her view, sectors will grow in regions where, besides the sector itself, various 
other sectors are important. In this philosophy, regions marked by a high degree of 
variety (diversity) will thrive.1 As regards competition, Jacobs agrees with Porter, i.e. 
Jacobs assumes that local competition accelerates the adoption of new technologies 
and, consequently, stimulates economic growth. 

 

 
1 An example of this type of inter-sectoral spillovers would be the following: ‘A San Francisco food proc-

essor invented equipment leasing when he had trouble finding financing for his own capital; the 
industry was not invented by the bankers’ (Glaeser et al., 1992, p.1132). 
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3 Model and Data 

3.1 Model 

In this section the model to be estimated is described. Also the operationalizations 
of the variables specialization, competition and diversity, which are crucial to the 
model, are discussed.  

The theories of MAR, Porter and Jacobs are tested using a model in which regional 
sectoral economic growth is explained by the regional variables specialization (S), 
competition (C) and diversity (D). Growth is measured in terms of employment.1 We 
analyse growth over five different time periods, varying from 3 years to 17 years. We 
do this in order to investigate how much time is involved before the spillovers actu-
ally have an effect on (employment) growth. Effects on growth may not be percep-
tible immediately, for example because newly obtained knowledge has to be im-
plemented in existing structures. Obviously, growth cannot entirely be explained by 
the three variables S, C and D. Therefore, we employ a number of control variables, 
the most important being national sector-growth. This variable corrects for demand 
shifts. If the demand for products of a given sector changes (at the national level), 
then for a given region, the demand for the products of that sector is also likely to 
change. As a result, growth of that sector in that region will be affected. This has 
nothing to do with the spillover effects that we want to investigate, so we include 
national sector growth as a control variable. By including this variable, merely re-
gional sector growth is left to be explained. Indeed, regional sector growth is exactly 
what we want to explain (given the assumption that knowledge spillovers are a local 
phenomenon). So, national sector-growth is a useful control variable. Besides, we 
also investigate whether there are region-specific effects not covered by the model. 
For this purpose, we include region dummies. The model reads as follows: 

(1)  rik kkGBiriririri RyDCSy ,
60

2,1,3,2,10, εγγββββ ++∆++++=∆ ∑ =
, 

where: 

y∆ : average annual relative growth of employment over the periods 1981-84, 
1981-87, 1981-91, 1981-95, and 1981-98, respectively 

S: specialization in 1981 

C: competition in 1981 

 
1 Real value added might be a better measure of economic growth in the context of studies about 

innovation and spillovers, such as the present one. However, we do not dispose of value added data 
at the spatial and sectoral aggregation level that we employ in the present study. 
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D: diversity in 1981 

R: region-dummy 

i: sectoral index (i=1,..,6) 

r: regional index (r=1,..,60) 

β : vector with parameters of main explanatory variables 

γ : vector with parameters of control variables 

ε : disturbance term 

GB: indicator for Great Britain 

 

The outlined theories of MAR, Porter and Jacobs as regards the effects of S, C and D 
may now be expressed in model hypotheses in terms of expected signs of the pa-
rameters 1β  to 3β . In MAR’s theory, specialization has a positive effect on growth, 

and local competition a negative effect. According to Porter, both specialization and 
local competition positively affect growth. According to Jacobs, diversity as well as 
local competition generate positive effects on growth. In formulas (2a) to (4b), the 
various hypotheses are formally expressed in terms of null hypotheses 0H  and 

alternative hypotheses aH : 

(2a)  0:,0: 110 >= ββ aHH   (specialization; MAR) 

(2b)  0:,0: 220 <= ββ aHH   (competition; MAR) 

(3a)  0:,0: 110 >= ββ aHH   (specialization; Porter) 

(3b)  0:,0: 220 >= ββ aHH   (competition; Porter) 

(4a)  0:,0: 220 >= ββ aHH   (competition; Jacobs) 

(4b)  0:,0: 330 >= ββ aHH   (diversity; Jacobs). 

 

Operationalization of variables 

It is important how the variables specialization, competition and diversity are de-
fined, as the estimation results of equation (1) may be different for different vari-
able operationalizations. The operationalizations employed in the present paper are 
discussed below. At the end of the current subsection we will discuss some alterna-
tive measures and we will show the advantages of our measures with regard to 
these alternatives. 
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Specialization  
Specialization is defined as the employment share of the sector in the region, rela-
tive to the share of that sector in the whole country (in our case Great Britain). If a 
sector is overrepresented in a region (relative to the national employment share of 
that sector), then there are larger-than-average opportunities for within-sector spill-
overs to emerge, and according to MAR and Porter, this would stimulate growth of 
that sector in that region. The expression of specialization (S) reads as follows: 

(5)  
GBtotGBi

rtotri
ri EmplEmpl

EmplEmpl
S

,,

,,
, = , 

where ‘Empl’ stands for employment and ‘tot’ for total. The value of the variable is 
expressed as a ratio in deviation from one, which figure corresponds to the national 
average employment share of the sector. Note that the value of S for a given sector 
is independent of the shares of the other sectors in the same region. That is, for a 
given region, small sectors may have larger values of S than large sectors. This is be-
cause we are only concerned with the relative extent of regional concentration for 
the sector under consideration. According to formula (5), there are many possibilities 
as regards within-sector spillovers if relatively many employees work in the same sec-
tor. This may be the case if in a sector a few relatively large enterprises operate, or, 
alternatively, if relatively many small enterprises operate.1 

Competition  
Competition is defined as the number of businesses in a sector in a region relative to 
the number of businesses in that sector in the whole country, adjusted for the size of 
the region. The (economic) size of a region is measured as total employment in that 
region. The variable assesses whether local (regional) competition is higher or lower 
than national competition. According to MAR, intensive local competition in a sector 
impedes economic growth in that sector. In case of intensive competition, MAR as-
sume that enterprises limit their amount of innovative activities (e.g. by cutting 
down R&D expenses) because too much new knowledge spills over to competitors 
(i.e. externalities are considered too large). According to Jacobs and Porter, on the 
contrary, intensive local competition benefits economic growth, because enterprises 
are ‘forced’ to innovate (the alternative being demise). The expression of local com-
petition (C) reads as follows: 

 
1 Of course, inter-firm spillovers can not occur if one very large enterprise were to operate alone. In 

that case, the specialization variable would have to be fixed at zero, considering that the variable is 
used as an indicator of the facilitation for intra-sectoral spillovers. Our dataset does not comprise such 
a case. 
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(6)  
GBtotGBi

rtotri
ri EmplB

EmplB
C

,,

,,
, = , 

where B stands for the number of businesses. Local competition of sector i in region 
r is thus defined as the region-size-adjusted number of businesses in the sector rela-
tive to the nation-wide number of businesses in that sector. The value of the variable 
is expressed as a ratio in deviation from one, which figure corresponds to the nation-
wide (adjusted) number of businesses in the sector. 

In our approach, specialization and competition are different concepts in that spe-
cialization deals with the clustering of workers while competition deals with the 
clustering of businesses (see formulas 5 and 6). Since the number of workers and the 
number of businesses may be positively correlated, the variables specialization and 
competition may also be correlated. In our dataset, the correlation between speciali-
zation and competition is 0.109, which is not high, so that the model generates reli-
able estimates of the effects of both variables (see Section 4). That is, the model out-
comes do not suffer from multicollinearity problems.  

Diversity 
For a given sector in a given region, diversity is defined as the employment share of 
the three smallest sectors in the remaining five sectors in the region, adjusted for the 
employment share in the region of those five sectors.1 The first factor measures di-
versity of the region (excluding the sector under study). A larger share of the small-
est sectors implies a more diverse sector structure. Adjustment for the employment 
share of the remaining five sectors is required, since large sectors can benefit rela-
tively less from spillovers from the remaining sectors, plainly because these remain-
ing sectors are relatively small compared to the (large) sector under study. In other 
words, assuming an identical structure of the remaining sectors, the potential to 
benefit from inter-sectoral spillovers is relatively higher for a small sector under 
study than for a large sector under study. According to Jacobs, higher degrees of 
diversity generate higher growth rates. The expression of diversity (D) reads as fol-
lows: 

(7)  
rtot

k rki

rtot

i ri

i ri

k rki
ri Empl

Empl

Empl

Empl

Empl

Empl
D

,

3
1 ],[

,

,

,

3
1 ],[

, 100100 ∑∑
∑

∑ = −−

−

= − ×=××= , 

with: 

rkiEmpl ],[−   Employment of kth smallest sector in region r, sector i excluded, 

∑−i riEmpl ,   Total employment in region r, sector i excluded. 

 
1 In this report, the economy is disaggregated into six sectors. 
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Formula (7) shows that the two factors may be rewritten as one expression: the 
share of the three smallest sectors (excluding the sector under study) in total re-
gional employment (including the sector under study). The variable is expressed in 
percentages. 

Diversity is not to be interpreted as the counterpart of specialization. High levels of 
specialization may coincide with high levels of diversity. A sector may be relatively 
dominant in a region, while at the same time the remainder of that region may be 
marked by a high degree of diversity. However, because employment of the sector 
under study is part of the denominator in (7), there will be some negative correla-
tion between the variables specialization and diversity. In fact, in our dataset, the 
correlation is -0.126. Again, this does not lead to multicollinearity problems (see Sec-
tion 4). 

Differences between the present study and the study by Glaeser et al., 1992 

There are several ways to specify the concepts of specialization (S), competition (C) 
and diversity (D) in model variables. Glaeser et al., 1992, choose an alternative op-
erationalization of local competition. They use the number of businesses per worker 
for a sector-region combination relative to the number of businesses per worker in 
the entire sector (whole country). This variable measures the inverse average busi-
ness size but this may not be appropriate as a measure of local competition.1 Fur-
thermore, if a positive effect of the business size measure on growth is found, one 
may have found merely the effect that small firms grow faster than large firms. See 
for example Kleijweg and Nieuwenhuijsen, 1996. Also for specialization and diversity 
there are alternative operationalizations. Some measures, including those used by 
Glaeser et al., 1992, are discussed in Nieuwenhuijsen and Van Stel, 2000, pp.29-37. 
Still other measures are discussed in Appendix 3 to this report. Among others, this 
includes a specialization measure based on employment density. Besides the opera-
tionalizations of the variables S, C and D, there are also other differences between 
the present study and that of Glaeser et al., 1992. While they investigate growth in 
the United States in the period 1956-1987, the present study investigates growth in 
Great Britain in a more recent, hence more knowledge-intensive period (1981-1998).2 
Furthermore, while Glaeser et al., 1992, consider only large two-digit sectors, we 
consider firms from all sectoral sizes, albeit at a higher level of aggregation. Conse-
quently, we also include small sectors, which -on average- have a relatively high 
small firm presence. This is important for the purpose of the present study, because 

 
1 For example, for a given sector in equally large regions, the inverse business size measure cannot dis-

tinguish between regions with 100 businesses with on average 5 workers, and regions with 20 busi-
nesses, also with on average 5 workers. Clearly, competition is more intense in regions with 100 busi-
nesses. The operationalization (6) employed in the present report takes account of that. 

2 A similarity is that both studies measure growth in terms of employment. In Van Stel and Nieuwenhui-
jsen, 2001, growth is measured in terms of value added. 
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small firms usually are more dependent upon knowledge spillovers than large firms 
are. 

3.2 Data 

In the present report we use a data base with sector information at a relatively dis-
aggregated spatial level, in which Great Britain is divided in 60 regions. The sectors 
of the regional economy considered are agriculture, production, construction, 
trade&catering, transport&communication, and other services.1 The data cover the 
period 1981-1998. As we can see from the definitions of specialization, competition, 
and diversity, all variables are calculated from two basic variables: businesses and 
employment. In Appendix 1 all relevant information concerning the basic data is 
given, including a list of the 60 regions. In the crude data files, there are some im-
perfections, such as missing data and changes in sectoral classifications in certain 
years. How we deal with these problems is described in Appendix 2.  

Basically, there are 360 observations available (viz. 6 sectors times 60 regions). How-
ever, a number of observations is not used in the determination of the parameter 
estimates. The observations of the sector agriculture are not used because we con-
sider this sector not appropriate to fit in the framework of a spillover model such as 
(1). Agriculture is too different from the rest of the economy.2 Furthermore, the ob-
servations of the region Orkney/Shetland/Western Isles are dropped,  because too 
much information is confidential. Of the remaining 295 observations (5 sectors times 
59 regions), 2 extreme observations (outliers) from the variable specialization are 
removed, leaving 293 observations in the data set. The model is estimated on the 
basis of these 293 observations. Table 1 presents some descriptive statistics of the 
model variables. 

 
1 These are almost the same sectors as used for the Netherlands in Van Stel and Nieuwenhuijsen (2001). 

The differences are that they employ mining and manufacturing as separate sectors, while these two 
sectors are merged into the production sector in the current paper. Furthermore, they do not dispose 
of data for the agricultural sector whereas the present study does. 

2 However, because agriculture is undoubtedly part of the regional economy, the data of the sector are 
included in the various denominators of the model variables (i.e. total employment of a region), and 
in the numerator of the diversity variable (if it belongs to the smallest three sectors). 
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Table 1 Descriptive statistics of model variables (based on 293 observations) 

Variable Minimum Maximum Mean Median 
Standard 
deviation 

Growth 1981-84* -17.04 7.81 -0.77 -0.30 3.75 

Growth 1981-87 -9.16 5.42 -0.38 -0.10 2.71 

Growth 1981-91 -9.17 4.45 -0.07 0.41 2.34 

Growth 1981-95 -7.90 3.57 -0.25 -0.00 2.17 

Growth 1981-98 -6.60 3.68 0.24 0.50 1.84 
Specialization 
(national average = 1) 

0.42 1.58 0.98 0.96 0.19 

Competition 
(national average = 1) 

0.08 2.28 1.04 1.01 0.36 

Diversity (%) 8.86 39.82 19.71 17.59 7.73 

* Average annual growth of employment (%). 

 
Looking at the mean of average annual growth for the five periods in Table 1, we 
see that there was, in general, a decline of employment in the early 1980s, a recov-
ery until the start of the 1990s, after that again a decline until the mid 1990s, and 
finally a quite strong recovery in the second half of the 1990s. In Figure 1, these 
general developments in employment are split up in sectors. We see that over the 
period 1981-98, employment has decreased the most in the production sector and 
has increased the most in other services (see Tables A3 and A4 in Appendix 1 to see 
which parts of economy belong to this sector). Furthermore, we see that especially 
the construction sector made a strong recovery in the second half of the 1990s. 
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Figure 1 Cumulative employment growth per sector for Great Britain, 1981-1998 
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4 Estimation results 

In this section the estimation results are discussed. First of all, the model is estimated 
with data for all sectors included in the estimation sample. We call this pooled esti-
mation. However, we suspect that the spillover mechanisms may work out differ-
ently for different sectors of economy. Therefore, we also present estimation results 
for the sectors separately. Indeed, if the spillovers do work out very differently, then 
a pooled estimate is not useful since a pooled parameter is an average of the five 
sectors production, construction, trade&catering, transport&communication, and 
other services, which is less useful when the sectors are not comparable in terms of 
spillover effects. This point will be further addressed in section 4.2. In short, we must 
interpret the pooled estimates with great care. The regressions are computed for 
five periods separately in order to see how long it takes for the spillover mechanisms 
to have an effect on growth. 

4.1 Pooled estimates 

Equation (1) is estimated with ordinary least squares (OLS). We have a sample of 293 
observations (see section 3.2). With respect to the region-specific dummies, we em-
ploy a top-down approach, i.e. we start with the inclusion of all dummies, and in a 
stepwise fashion delete the least significant dummies until all the explanatory 
dummy variables are significant at the 5% significance level. The stepwise method is 
better than a simultaneous method because the significance of deleting all non-
significant dummies simultaneously may not be 5%. The result of the stepwise pro-
cedure is that different region-specific dummies are included for different time peri-
ods. Thus, we include dummies only for those regions where growth cannot be ade-
quately explained without such a dummy. The models are diagnostically evaluated 
by various standard misspecification tests, such as tests for heteroskedasticity, auto-
correlation, normality of the residuals and outliers. Observations with studentized 
residuals that exceed 3 in absolute value are deleted from the regressions. When the 
disturbances are normally distributed, but heteroskedasticity and/or serial correla-
tion is still present, we use White heteroskedasticity consistent or Newey-West het-
eroskedasticity and autocorrelation consistent standard errors respectively.1 The es-
timation results are given in Table 2. 

 
1 Note that in this case autocorrelation refers to spatial autocorrelation as we have observations per 

region.  
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Table 2 Estimation results, dependent variable average annual growth of employment; Pooled 1, 2 

Explanatory variable  

(parameter) 

1981- 
1984 

1981- 
1987* 

1981-
1991** 

1981-
1995* 

1981-
1998* 

Constant   ( 0β ) 3.35 

(3.58) 

1.66 

(2.45) 

1.49 

(2.67) 

0.35 

(0.85) 

0.94 

(2.87) 

Specialization   ( 1β ) -4.47 

(-5.59) 

-2.29 

(-3.98) 

-1.24 

(-2.75) 

-0.68 

(-1.93) 

-1.60 

(-5.18) 

Competition   ( 2β ) 1.59 

(3.49) 

0.85 

(3.01) 

0.39 

(1.60) 

0.50 

(2.84) 

1.04 

(6.48) 

Diversity   ( 3β ) -0.03 

(-1.49) 

-0.02 

(-1.10) 

-0.02 

(-1.07) 

-0.01 

(-0.91) 

-0.02 

(-2.12) 

Macro growth sector   ( 1γ ) 0.86 

(12.84) 

0.88 

(18.26) 

0.88 

(22.51) 

0.94 

(25.23) 

0.90 

(23.99) 

Number of included obser-
vations 

289 288 288 285 287 

R2 0.54 0.68 0.72 0.81 0.78 

Number of included re-
gional dummies 

8 16 7 16 10 

 

Impact on average annual growth in %-points of one standard deviation increase in Speciali-
zation, Competition or Diversity 

Variable 1981-1984 1981-1987 1981-1991 1981-1995 1981-1998 

Specialization -0.84 -0.43 -0.23 -0.13 -0.30 

Competition 0.57 0.31 0.14 0.18 0.37 

Diversity -0.25 -0.12 -0.12 -0.08 -0.13 
1  T-values between parentheses. 
2  * denotes White heteroskedasticity consistent standard errors. 

 ** denotes Newey-West HAC consistent standard errors. 

 

Specialization 
Looking at the results, we see that the estimate of the specialization parameter is 
statistically significant at 5% and has a negative sign in all regressions. This means 
that sectors that are more heavily concentrated in the region than in Great Britain as 
a whole grow slower, which is the opposite of the theories of MAR and Porter who 
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predict a positive sign (see hypotheses 2a and 3a). Thus there seems to be evidence 
against the importance of intra-sectoral knowledge spillovers. 

The finding that specialization does not have a positive impact on regional sector 
growth seems to contradict the experience that many regions are marked by high 
levels of concentration of homogeneous enterprises. But many reasons other than 
growth opportunities may account for these high concentration levels. Marshall 
(1890) mentions the possibility to jointly utilize production factors (e.g. highly skilled 
staff). Henderson (1986) explains a high level of business concentration of a certain 
sector in a certain region by a relatively high demand for the products of that sector 
in that region, favouring business startups in such regions because of low transport 
costs. By and large, the above explanations state that specialization emerges because 
of the static efficiency thus achieved. The present study, however, investigates dy-
namic efficiency (i.e. growth). We find no evidence that this is achieved by speciali-
zation as well. See also Glaeser et al., 1992, p.1129. 

Competition 
The estimate of the competition parameter 2β  is positive and statistically significant 

in all regressions except in the period 1981-1991. We may therefore conclude that 
MAR’s theory on competition is rejected, see (2b). Enterprises do not limit innovative 
activity out of fear that their efforts employed will spill over to competitors. Instead, 
the results seem to confirm the theories of Porter and Jacobs, i.e. enterprises inno-
vate to a higher extent so as not to incur a backlog compared to competitors. The 
higher levels of innovation, in turn, lead to higher growth rates.  

Diversity 
A diverse economic environment of a sector does not appear to have a positive ef-
fect on growth. The parameter estimate has a negative sign in all regressions, but 
the estimate is only significant over the last period (1981-1998). We may therefore 
conclude that the effect of diversity on regional economic growth is nil, in contrast 
to the theory of Jacobs. There is no empirical support for the hypothesis that higher 
degrees of regional diversity generate higher (inter-sectoral) spillovers and higher 
growth rates. Consequently, when looking at pooled estimation outcomes, it does 
not seem necessary that different enterprise types should locate in each other’s prox-
imity to capitalize on ideas they do not develop themselves since they exercise very 
different business activities. Once more we note that these results might be different 
for separate sectors of the economy. We can conclude however that there is no 
dominant diversity effect over all sectors simultaneously.  

Size of the effects 

In the previous paragraph we considered only the statistical significance of the esti-
mated parameters and not the size of the effect. Regarding the size of the effect, 
we compute the effect on average annual growth in percent points if specialization, 
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competition or diversity were to increase by one standard deviation. We do this be-
cause the measurement units adopted for the variables are not trivially interpretable 
(specialization and competition are expressed as a ratio in deviation from one and 
diversity is in percents) and the size of the effects, as measured by multiplying the 
regression coefficients by a one standard deviation increase of the explanatory vari-
able, can be interpreted independently of the measurement units employed. 

From Table 1, we see that the standard deviation of specialization in our data set 
equals 0.19. For the period 1981-1984, the estimate of the specialization parameter 
equals -4.47. So, a ceteris paribus increase of one standard deviation has an effect on 
average annual growth of 0.19 × -4.47 = -0.84 %-point (see the second panel of Ta-
ble 2). When the measure of competition rises by one standard deviation, average 
annual growth over the period 1981-1984 increases by 0.57 %-point. For the variable 
diversity the effect is -0.25 %-point. From these results, it appears that specialization 
and competition have the largest effects on regional growth, consistent with the 
significance of the parameters. The values for the other time periods can be found in 
Table 2. These values fluctuate somewhat over the five periods, but remarkably, the 
effects are largest for the shortest period (1981-1984), suggesting that short term 
effects of spillovers are important. Again, results might differ between sectors. 

4.2 Sectoral estimates 

As noted before, the spillover mechanisms may work out differently for different 
sectors of economy. That is why we also estimate equation (1) separately per sector 
(again for five time periods and using ordinary least squares). These regressions each 
contain 59 observations and the variables specialization, diversity, competition, and 
a constant have been included in the model (note that the variable macro growth 
sector now coincides with the constant term). Additionally, we include the explana-
tory variable initial employment in 1981. In the pooled estimates, this variable is not 
significant, but it may be the case that high initial employment in a sector in a re-
gion leads to slower growth of that sector’s employment (because large sectors have 
less potential to grow even further, especially proportionally). We choose to delete 
this variable if it is not significant in the sectoral estimates. For scaling purposes, this 
variable is expressed in millions of workers. The models are once again diagnostically 
evaluated by various misspecification tests, as indicated previously. The general re-
sults for the parameters can be found in Table 3, and more detailed results are in 
Tables A6 to A10 in Appendix 4. Table 3 presents the common pattern of the statisti-
cal significance and signs of the estimated parameters over the five time periods. 



EIM Business & Policy Research 23 

Table 3 Dominant sign and significance of sectoral parameters for the variables specialization, com-
petition and diversity  

 Production Construction 
Trade & 
Catering 

Transport & 
Communication 

Other 
services 

Specialization 0 0 / - 0 - - 

Competition + 0 0 / + + + 

Diversity  + 0 0 0 0 
+  means significant at 5% and sign > 0. 
-   means significant at 5% and sign < 0. 
0  means not significant. 

 

Looking at Table 3, we see that the results vary considerably between different sec-
tors. This indicates that the pooled estimates must be interpreted with care, since 
only an average effect for the five different sectors is determined. For example the 
diversity effect was not significant with pooled sectors. However, as we can observe 
from Tables 3 and A6 (Appendix 4), this effect is clearly positive for the production 
sector. At the pooled level, the results of the other four sectors dominate the results 
of the production sector, so that this positive effect for production disappears. The 
sectoral results will be discussed below. 

4.2.1 Specialization 

According to Table 3, the effect of specialization is either zero or negative for all five 
sectors in our data set. As we saw earlier with the pooled estimates (section 4.1), we 
thus find no empirical support for the importance of intra-sectoral spillovers. It 
seems to be the case that the effect of specialization on employment growth is more 
or less the same for all sectors. We refer to section 4.1 for a general discussion. 

4.2.2 Competition 

We think that the different effects per sector of local competition on growth can be 
explained by means of two distinct characteristics of a sector.  

The first sector characteristic is the possibility to protect innovations. In industries 
where innovations can be easily protected (and the returns ‘appropriated’), there is 
no impediment for firms to undertake R&D activities, and hence, the MAR argument 
is not valid in such industries. 

The second sector characteristic that may influence the effect of competition on 
growth is the maturity of the sector. In industries at the beginning of the life cycle, 
there are more things yet to be learned by firms, and hence more growth yet to be 
achieved. Therefore, one might argue that particularly in young industries, local 
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competition stimulates a process of innovations, rapid adoption of these innova-
tions, new innovations, etcetera, which process in turn leads to growth (consistent 
with Porter). 

We will now discuss the sign of the competition parameter in Table 3 for each sec-
tor, taking the above into account. 

Production 

For the sector production (which consists mainly of manufacturing), the sign of com-
petition is positive. Looking at Table A6 in Appendix 4, we see that the effect is also 
quite large. A one standard deviation increase of the competition variable yields an 
average growth of +1.66%-point per year over the period 1981-1984. Over longer 
periods of time the effect is smaller though (for instance +0.68%-point over 1981-
1991). In fact, the sector characteristics discussed above, which may influence the 
effect of competition, are both consistent with a strong positive effect for the pro-
duction sector. First, because often very specific products are invented in manufac-
turing industries, innovations can be protected relatively easy by means of patents. 
So, there is no reason to slow down R&D activities. Second, at lower aggregation 
levels within the production sector, there are often many young high-tech industries. 
Particularly in these industries there are many possibilities for spillovers to occur, and 
this occurrence is stimulated by local competition. Hence it is no surprise that the 
positive effect of competition on growth in the production sector is larger than for 
any other sector in our data set. 

Construction 

According to our estimations, competition does not play a role in explaining re-
gional growth in the construction sector.1 We explain this using the first sector char-
acteristic mentioned above. Innovations in the construction sector may be very hard 
to protect from competitors, as the building place is simple to approach for outsiders 
(as opposed to for example a factory hall). So with many competitors nearby there 
may be few incentives to undertake R&D activities (consistent with MAR). As a result 
the sector might be not so innovative, so that growth is hardly determined by our 
measures of specialization, competition and diversity. 

Trade and Catering 

This sector is comprised of wholesale, retail, repairs, and hotels and restaurants. Like 
the construction sector, there is hardly an effect of competition. It may be very diffi-

 
1 An exception is the period 1981-1998 in which competition does have a significant positive effect on 

growth. However, comparing this outcome with the non-significant estimate for 1981-1995, this out-
come must be (statistically) related to the sudden large increase in construction’s employment in the 
late 1990s, see Figure 1. We do not believe that this sudden increase has something to do with the 
situation in 1981. Therefore we consider the 1981-1998 outcome as coincidental. 
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cult to protect innovations from competitors in this sector too, as anyone can simply 
walk into a store or restaurant. This may lead to less innovations and hence less 
spillovers. So, in this sector too, growth is hardly determined by our measures of spe-
cialization, competition and diversity. 

Transport and communication 

For this sector we find a positive effect of competition. It may be the case that inno-
vations can be protected relatively easy because the most important features of the 
products in this sector are stored in computer software. Think for example of routing 
schemes and other logistic processes for transport firms. With many competitors 
nearby, it is important to constantly improve upon the most efficient routing 
schemes, and hence a process of imitation and further improvements in the sense of 
Porter may emerge. Considering the fast rising impact of ICT on the production pro-
cess in the transport sector in the last 25 years, the argument is especially valid for 
our sample period 1981-1998. In this sense, the transport sector may even be seen as 
a ‘young’ industry.1  

Other services 

This sector is comprised of areas such as financial intermediation, renting, business 
activities, public administration, community services, social and personal services, 
education, health and social work. The effect of local competition on employment 
growth is positive. In the service industries (tacit) knowledge is often very important 
and hence, innovations may be protected relatively easy. Think for example of ways 
of giving an advice by a firm of consultants. With the rise of ICT there are many 
young industries within this sector and this also stimulates innovation and spillovers 
in case of fierce local competition. 

4.2.3 Diversity 

Production 

Looking at Table 3, we see that diversity, our proxy for inter-sectoral spillovers, has a 
positive effect for the production sector, and no effect for the other sectors. We 
think that this may be due to the fact that the production sector takes a very central 
position in the British economy. Many production firms act as supplier for firms in 
the other four sectors. These production firms can get ideas for new innovative 
products from their customers.  

Furthermore, production processes can benefit from the computer science industry, 
such as CAD/CAM, flexible automation, etcetera. So, the more diverse the region is, 

 
1 Because the transport and communication sector is dominated by transport (not by communication), 

we also have to interpret our results for this sector in terms of the transport sector. 
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the more inter-sectoral spillovers occur, explaining the positive estimate. The effect 
of a one standard deviation increase of the diversity variable fluctuates around 
about +0.6%-point per year. 

Other sectors 

It may be the case that there is not so much interaction between firms of the other 
four sectors, even if they are located nearby. This might explain the zero effect of 
diversity for the other sectors. For these sectors the theory of Jacobs is not sup-
ported. 

Particularly for a sector like trade&catering, the zero effect is surprising at first sight. 
One is inclined to think that this sector might benefit from technological develop-
ments such as email, for example by being able to reach more potential clients.1 
Adopting new marketing strategies invented elsewhere might also contribute to 
increased profits. These hypotheses imply that trade&catering could be subject to 
inter-sectoral knowledge spillovers. However, the estimation results imply that this is 
not the case. But perhaps these developments (email and marketing strategies) have 
more the character of information than the character of knowledge (see again 
Audretsch and Thurik, 1999, p.5), contradictory to the assumption that knowledge 
spillovers are a local phenomenon. Businesses are not dependent on the proximity of 
other businesses to acquire this kind of information. This may explain the non-
significance of diversity for this sector. 

Time needed for spillovers to affect growth 

In sectors where significant effects are found, it is often the case that these effects 
emerge relatively fast (i.e. already for the 1981-1984 period). However, looking at 
the estimation results, no definite conclusions can be drawn on the time needed for 
spillovers to have an effect on growth. This may be due to our method of measure-
ment. It seems reasonable to assume that the sector structure in a region does not 
change very much in a few years time. So the variables specialization, competition 
and diversity as we measure them in 1981 may be strongly correlated with the same 
variables if we would have measured them in, say, 1976. So for example, if we find 
an effect of diversity in 1981 on growth 1981-1984, it might be the case that the ac-
tual spillovers causing this growth already found place in 1976, and that this effect is 
(erroneously) ascribed to the diversity variable in 1981. In such a case, it looks like 
the spillover already has an effect within three years time, while it actually took 8 
years time to affect growth. 

 
1 Notice however that the rise of e-commerce found place outside our sample period, i.e. after 1998. 
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5 Discussion 

The results presented in this report should be interpreted with some caution since 
there are a number of limitations to our approach. In this section we discuss two 
limitations. Furthermore, we give some suggestions for further research. 

First, as mentioned earlier, a clear drawback is that no information is available on 
the growth of real value added. This is a better measure of performance than the 
growth of employment. Real value added can grow for example while labour inputs 
decline by labour saving technological progress. We will illustrate this with an exam-
ple. Consider the aggregate production function (see for example Burda and Wy-
plosz, 1997), 

(8) ),( LKFAY ⋅= , 

where Y denotes total output of an economy, F(.;.) is a well behaved production 
function that describes how an economy’s capital stock K and employed labour L 
produce the total output of an economy (for example a Cobb-Douglas function), 
multiplied by a factor A called total factor productivity. Let us assume that regional 
growth can be captured by a simple Higgs neutral production function like (8), so 
that Y measures total output of the region. This can be decomposed (via Solow de-
composition) as, 

(9) 
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so that economic growth is decomposed into three components. First, technological 
progress is captured by the rate of increase of total factor productivity AA∆ . Sec-

ond, capital accumulation contributes to growth in proportion to its income share in 
GDP, denoted by α . Third, increases in the labour force also raise output in propor-
tion to its share in GDP ( )α−1 . Now, when the decline in employment growth is 

dominated by the term AA∆  via labour saving technological progress, economic 

growth can occur, while labour growth declines. The foregoing analysis implies that 
we cannot be certain that our conclusions with employment growth as dependent 
variable are completely valid.  

Second, the sectoral aggregation level strongly determines the meaning of the vari-
ables specialization, competition and diversity. Interpretations of results are condi-
tional upon the aggregation level applied. For example, as regards the competition 
variable, the question arises whether the six-sector classification adopted in the pre-
sent paper is appropriate. By defining the entire production industry as one sector 
(mainly comprised of manufacturing), one implicitly assumes that businesses in, for 
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instance, the metal industry compete with businesses in the food industry. This is 
implausible.  

Despite these limitations, we argue that the present study provides some important 
insights concerning the mechanisms of knowledge spillovers and innovation like the 
important role of regional competition in stimulating innovation and economic 
growth. Future research should concentrate on doing comparable exercises for more 
countries to see if there are differences. Policy makers may want to base policy 
measures concerning regional firm clustering on the empirical findings of more 
countries. Since the sectoral aggregation level applied is crucial in this type of re-
search, it may be worthwhile to perform the regressions while defining the variables 
specialization, competition and diversity at lower aggregation levels. 
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Appendix 1: Data sources 

The variables that are used in this report are all constructed from a database which 
contains four basic variables: startups, closures, number of enterprises, and employ-
ment. This database was constructed by EIM. These four variables are available at 
the sectoral (1-digit) and regional (British NUTS3) aggregation level for the period 
1980-99. By and large, each of these four variables is available on a yearly basis ac-
cording to uniform regional and sectoral classifications, for the whole period 1980-
99. Achieving this uniformity is not straightforward, since the crude data were deliv-
ered according to different regional and sectoral classifications. In this appendix the 
exact regional and sectoral aggregation levels, at which the four variables are avail-
able in the EIM-data set, are presented. Also, the linking operations that were per-
formed on the crude data, are described in detail. Furthermore, the data sources and 
some characteristics of the variables are described. Among other things, this includes 
some definitional problems concerning the comparability over time of the startup 
and closure data. 

Basic data 

In Tables A1a and A1b, we give an overview of the different classifications (regional 
and sectoral), according to which the four variables are available in the basic data 
files. Also, the exact years for which the variables are available (for employment 
there are some missing years), are tabulated. 

Table A1a Available years and classification schemes in basic data files: startups, closures and number of 
enterprises 

a
 

Period Available years Regional classification Sectoral classification 
1980-1993 All pre-LGR b VTC c 

1994-1999 All post-LGR SIC92 
a
  The figures of these variables are supplied by Small Business Service. 

b
  LGR = local government reorganisation 1995-98. 

c
  VTC = VAT Trade Classification. This is effectively SIC68. 
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Table A1b Available years and classification schemes in basic data files: employment 
a
 

Period Available years Regional classification Sectoral classification 
1980-1991 1981; ’84; ‘87; 

’89; ‘91 
pre-LGR b SIC80 

1991-1999 1991; ’93; ’95-‘98 pre-LGR SIC92 
a
  The figures of this variable are supplied by Nomis. 

b
  LGR = local government reorganisation 1995-98. 

Startups, closures and number of enterprises: source and description 

The figures on startups, closures, and number of enterprises are supplied by Small 
Business Service (SBS). This organisation publishes yearly figures on VAT registra-
tions, VAT deregistrations, and the stock of VAT registered enterprises, based on 
data from the Inter-Departmental Business Register (IDBR; this register is adminis-
tered by the Office for National Statistics). See SBS (2000). The VAT-registrations and 
VAT-deregistrations represent the number of enterprises registering and de-
registering for VAT each year. Because there is a turnover threshold for VAT (£52,000 
in 2000, for example), the very smallest one person businesses are excluded from the 
figures. The stock of VAT registered enterprises represents the number of enterprises 
registered for VAT at the start of the year.  

Limitations of VAT data 
There are a number of limitations concerning the comparability over time of these 
VAT data. The most important one is the fact that the above mentioned VAT regis-
tration threshold changes over time. By and large, the threshold changes have been 
roughly inflationary. However, in 1991 and 1993 there were large increases in the 
threshold. This implies that the 1980-91, 1992-93 and 1994-99 data are not on the 
same footing. As in the current research, only pre-1991 VAT data are used, our 
analyses do not suffer from these intertemporal incomparabilities. For a detailed 
outline on (other) limitations of the VAT data, see Keeble et al. (1990, Chapter 4).  

Employment: source and description 

The figures on employment are taken from the Census of Employment (until 1993) 
and the Annual Employment Survey (from 1995 onwards) and are supplied by Nomis. 
The employment figures only relate to employees. Self-employed workers and un-
paid family workers are thus excluded from the data. This implies a disadvantage of 
this data source. For instance, employees who decide to start their own company are 
not counted any more because their employment status changes to self-employed. 
This is not desired, since in both cases the person has a job, and should be included 
in an employment count. The employment figures include both full-time and part-
time employees, and relate to the situation in September of each year. 
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Regional aggregation level and classification schemes 

The regional aggregation level employed in our data set is the British NUTS3 level. 
This involves the county level in England and Wales, and the local authority region 
level in Scotland. We thus have data at the level of the 64 regions which are listed in 
Table 2 of Ashcroft et al. (1991, p. 397). In the period 1995-98, a local government 
reorganisation took place in Great-Britain. The five tier NUTS level classification was 
reviewed, and the so-called unitary authorities (UAs) were introduced. In the old 
classification, Great Britain was divided into a number of counties (England and 
Wales) and local authority regions (Scotland). In the new classification England is 
divided into a number of counties and a number of UAs, while Wales and Scotland 
have moved toward a classification entirely in UAs. Due to boundary changes, most 
new regions are not comparable with the old regions. As can be seen from Table 
A1a, the data on startups, closures and number of enterprises for the years 1994-99 
were delivered according to the new regional classification. We convert the new re-
gions into old regions so that the variables are comparable over time for the whole 
period 1980-99. For the English regions, this is not a problem, since the data in the 
basic file are given in terms of both the new and the old regions (‘former counties’). 
But for Wales and Scotland no variables for the period 1994-99 are given in terms of 
the old classification. Therefore, a linking operation has to be performed. For Scot-
land, this is a straightforward operation, since all ‘old’ local authority regions are the 
aggregate of one or more ‘new’ UAs, leaving no overlapping areas. For Wales, un-
fortunately, there are overlapping areas. We must combine some Welsh ‘old’ coun-
ties, so that no overlapping ‘new’ UAs remain. See Table A2. 

 

Table A2 Aggregation scheme for Welsh counties 

Label pre-LGR based counties a 
North/Mid Wales Gwynedd 

Clwyd 
Powys 

Dyfed Dyfed 
West Glamorgan West Glamorgan 
South/East Wales Mid Glamorgan 

South Glamorgan 
Gwent 

a
 LGR = local government reorganisation 1995-98. 

From Table A2 we see that in two cases, three counties had to be taken together to 
avoid overlap, and that in two other cases the regions remain unchanged. The num-
ber of Welsh regions thus reduces from eight to four. As a result, the total number 
of regions in our data set reduces from 64 to 60. These 60 regions comprise 46 Eng-
lish counties, 4 Welsh regions (see Table A2), and 10 Scottish local authority regions. 
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In the latter group of regions, the Orkney, Shetland and Western Isles are combined 
into one region. The 60 regions cover the whole of Great Britain.  

Sectoral aggregation level and classification schemes 

At the regional level described above, the four variables are all available at the sec-
toral 1-digit level. However, from Tables A1a and A1b, we see that three different 
sectoral classifications circulate: SIC68, SIC80, and SIC92. These classifications are all 
different, see Table A3. 

Table A3 Three Standard Industrial Classifications: 1-digit level labels 
a 

SIC68 SIC80 SIC92 

agriculture, forestry 
and fishing 

0  agriculture, forestry and  
fishing 

AB  agriculture; forestry and 
fishing 

production 1  energy/water supply  
industries 

CE  mining and quarrying; 
electricity, gas and water 
supply 

construction 2  extraction/manufacture:  
minerals/metals 

D  manufacturing 

motor trades 3  metal goods/vehicle  
industries, etc 

F  construction 

wholesale 4  other manufacturing  
industries 

G  wholesale, retail and  
repairs 

retail 5  construction H  hotels and restaurants 

catering 6  distribution,  
hotels/catering; repairs 

I  transport, storage and  
communication 

transport and 
communication 

7  transport/communication J  financial intermediation 

finance and 
professional services 

8  banking, finance,  
insurance, leasing, etc 

K  real estate, renting and  
business activities 

LO  public administration;  
other community, social and 
personal services 

business and other 
personal services 

9  other services 

MN  education; health and 
social work 

a
 Similarities in covered parts of the economy across columns are coincidental. 

We can make the following linking diagrams between the three classifications. See 
Tables A4a and A4b. By and large, there are no overlapping sectors in these dia-
grams.  
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Table A4a Relation SIC68-SIC92 classifications 

SIC68-sectors SIC92-sectors (codes) 
agriculture, forestry and fishing AB 
production CDE 
construction F 
trade a G 
catering H 
transport and communication I 
other services b JKLMNO 

a
 This is an aggregate of three SIC68 sectors: motor trades; wholesale; retail. 

b
 This is an aggregate of two SIC68 sectors: finance and professional services; business and other personal 
services. 

Table A4b Relation SIC68-SIC80 classifications 

SIC68-sectors SIC80-sectors (codes) 
agriculture, forestry and fishing 0 
production 1, 2, 3, 4 
construction 5 
trade and catering a 6 
transport and communication 7 
other services 8, 9 

a
 This is an aggregate of the two sectors of the same name from Table A4a. 

The six-sector classification in the left column of Table A4b is the classification that is 
employed in the EIM-dataset. All variables from the basic data files have been ag-
gregated towards this six-sector level according to the linking diagrams in the above 
tables. In this way we have a data set with uniform sectors for the whole period 
1980-99. 

As we saw earlier, the variables have also been made available at a uniform spatial 
(regional) classification. In summary, the EIM-data set for Great Britain contains the 
four variables startups, closures, number of enterprises and employment. Apart from 
some missing years for employment, these variables are available on a yearly basis 
for the whole period 1980-99, at relatively disaggregated sectoral and spatial aggre-
gation levels (6 sectors, 60 regions), and according to uniform sectoral and regional 
classifications. 
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We end this appendix with a listing of the 60 regions of Great Britain in our data set. 

 

1 Cleveland 

2 Durham 

3 Northumberland 

4 Tyne and Wear 

5 Cheshire 

6 Lancashire 

7 Cumbria 

8 Greater Manchester 

9 Merseyside 

10 Humberside 

11 North Yorkshire 

12 South Yorkshire 

13 West Yorkshire 

14 Derbyshire 

15 Leicestershire 

16 Nottinghamshire 

17 Lincolnshire 

18 Northamptonshire 

19 Hereford and Worcester 

20 Shropshire 

21 Staffordshire 

22 Warwickshire 

23 West Midlands 

24 Bedfordshire 

25 Cambridgeshire 

26 Essex 

27 Hertfordshire 

28 Norfolk 

29 Suffolk 

30 Greater London 

 

31 Berkshire 

32 Buckinghamshire 

33 East Sussex 

34 Hampshire 

35 Kent 

36 Oxfordshire 

37 Surrey 

38 West Sussex 

39 Isle of Wight 

40 Avon 

41 Devon 

42 Dorset 

43 Wiltshire 

44 Cornwall and Isles of Scilly 

45 Gloucestershire 

46 Somerset 

47 North/Mid Wales * 

48 Dyfed 

49 West Glamorgan 

50 South-East Wales * 

51 Central 

52 Dumfries and Galloway 

53 Fife 

54 Grampian 

55 Highland 

56 Lothian 

57 Strathclyde 

58 Tayside 

59 Borders 

60 Orkney/Shetland/Western Isles

* See Table A2 for underlying regions. 
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Appendix 2: Dealing with missing data and different 
SICs 

In the data set described in Appendix 1 there are some missing data for employment 
(apart from the years missing between 1980 and 1999; see Table A1b). For reasons of 
confidentiality, we do not dispose of the employment figures of certain sectors in 
certain regions for certain years. In this appendix we describe how we compute em-
ployment growth in these cases.1 Furthermore, we describe how we compute sec-
toral growth over periods in which the sectoral classification changes (i.e. growth 
1981-95 and 1981-98).  

Missing data 

When there are missing data for a certain region, this occurs mostly for some subsec-
tors within the production sector: sectors 1 and/or 2 of the SIC80 classification, and 
sectors C and/or E of the SIC92 classification (see Table A3). Now, if for a certain re-
gion information about one or two production subsectors (1, 2, 3 or 4) in the SIC80 
classification is not available, we use the growth rate of the remaining sectors for 
which information is available. Analogously, if information about C and/or E in the 
SIC92 classification is not available then we use the growth rate of the remaining 
subsectors. Since the implicit assumption of this procedure is that the growth rate of 
the missing subsectors equals the growth rate of the nonmissing subsectors, we 
make sure that the growth figure for production is based on the bulk of the produc-
tion sector: it must be based on at least the aggregate of sectors 3 and 4 (SIC80) or 
sector D (SIC92). By using this criterion we lose the observations of the region Ork-
ney/Shetland/Western Isles.  

Different Standard Industrial Classifications 

As we can see in Table A1b, the employment data are available according to differ-
ent standard industrial classifications before and after 1991. This gives some incon-
venience in computing growth over the periods 1981-95 and 1981-98. We compute 
the growth rate over the period 1981-95 by multiplying the growth rate over 1981-
91 by the growth rate over 1991-95 and similarly for 1981-98 (note that the 1991 
data are available for both SICs). So for example, to calculate growth over 1981-98 
for the sector production, we multiply growth over 1981-91 of (the aggregate of) 
subsectors 1, 2, 3 and 4, and growth over 1991-98 of (the aggregate of) subsectors C, 
D and E. See Tables A4a and A4b. We do this because the sectoral linking schemes 
are not precisely one-to-one as suggested by Tables A4a and A4b. 

 
1 Fortunately, for the year 1981, there are no missing data so that we have no problems with comput-

ing the model variables specialization, competition and diversity. 
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Appendix 3: Alternative operationalizations 

In Nieuwenhuijsen and Van Stel (2000), some alternative measures of the variables 
specialization, competition and diversity are discussed. In this appendix, we discuss 
two more operationalizations of specialization and diversity. We also perform re-
gressions with these alternatively constructed variables. 

Specialization 

In this report, the variable specialization is defined as: 
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An alternative that might be of use is the following: 
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where A denotes the area of a region. This measure thus uses a different scaling 
variable (area of a region instead of total employment of a region) which might be 
more appropriate to asses knowledge spillovers inside one sector. We illustrate this 
with an example.  
 

Example 
Suppose, for a certain sector X, we have the next situations in two different regions. 

Region A: employment sector X = 100; employment remainder region A = 10 
Region B: employment sector X = 1,000; employment remainder region B = 10,000 

According to definition (10a), specialization for sector X is higher in region A than in 
region B: 100/110 versus 1000/11000. But, is this true? The interpretation of a higher 
level of specialization is that there are more possibilities for spillovers inside one sec-
tor (in this case sector X). In region B there are more workers active inside sector X 
than in region A, so one might argue that there are more possibilities for spillovers 
in sector B and that the value for region B should therefore be higher than the value 
for region A. This is not the case with measure (10a) and therefore one might argue 
that this operationalization is not appropriate. In this line of reasoning, measure 
(10a) wrongly takes account of the number of workers outside the sector, as it does 
not matter how many workers are active outside the sector for the possible occur-
rence of intra-sectoral spillovers. 
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Now, suppose that regions A and B have the same area, than according to (10b), we 
get that the level of specialization is much higher for region B in the example. The 
suitability of alternative (10b) depends on the assumption that, within a region, en-
terprises are more or less evenly distributed over the area of the region. When this 
condition is satisfied, it looks like area is a good scaling variable, given the local na-
ture of knowledge spillovers (it is important that enterprises are located in each 
other's proximity). However, this assumption may not be appropriate for Great Brit-
ain. Counties often are rural and have only one large city where all economic activity 
is taking place, thus violating the assumption. This might be the reason that we 
found a poorer fit in regressions in which we used measure (10b) for specialization, 
while leaving other variables unchanged. Data on the area of regions were obtained 
from ONS (Office for National Statistics). Given the poorer fit of the regressions us-
ing area as scaling variable, we adopt measure (10a) as the best choice with respect 
to the specialization variable.  

Diversity 

For diversity we have used the following definition: 
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For a given sector, diversity should say something about the spread of the other sec-
tors in the region. The larger the share of the three smallest (other) sectors, the 
more diverse the region is (and the more chance that inter-sectoral spillovers occur). 
There is some arbitrariness in choosing the smallest three, so that it could be inter-
esting to look at a measure that uses all sectors in the region, such as the following 
Herfindahl-index type of variable: 
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We illustrate the difference between (11a) and (11b) with an example. 

Example 
Suppose we consider a certain sector, say sector 1, where the sector structures in the 
regions A, B and C are as follows, in terms of employment. 
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sector region A region B region C 

1 10 10 10 

2 40 18 35 

3 45 18 30 

4 2 18 5 

5 2 18 10 

6 1 18 10 

total region 100 100 100 

 

For measure (11b) with regard to sector 1 this boils down to the following values for 
diversity: 
region A: 100 x (1-(0.198+0.25+0.0005+0.0005+0.0001)) x (90/100) = 49.6 
region B: 100 x (1-(5 x 0.04)) x (90/100) = 72 
region C: ... = 63.9  

Now suppose that in region A, the sectors 2 and 3 are not distributed as 40 and 45, 
but as 5 and 80. Then, measure (11a) stays unchanged (the three smallest have not 
changed), while measure (11b) now becomes 18.5 instead of 49.6. This is due to the 
fact that these two sectors are now less evenly distributed and this influences the 
value of diversity according to (11b). 

Note that we still have to correct for the size of the remaining sectors. Suppose re-
gion A is distributed as 10, 18, 18, 18, 18, 18 for sector 1 until 6 and region B as 90, 2, 
2, 2, 2, 2. For sector 1, the factor ( )riH ,1 −−  is the same in both regions (because of 

the identical structure of the remainder of the region). However the possibilities for 
spillovers are larger in region A, because the remainder of the region makes out 
90% of total employment in the region, so there are many other firms to take 
knowledge from. But in region B sector 1 itself makes out 90% of the total region 
and the remainder of the region is very small. Even though the remainder is very 
diverse, there are still little possibilities to benefit from inter-sectoral spillovers, sim-
ply because there are few other firms. 

Regressions with alternative measure (11b) 
When we perform regressions with (11b) instead of (11a), leaving other variables 
unchanged, the results are invariant under the diversity measure for some sectors, 
while for other sectors, there are differences. In Table A5 below, we give the general 
pattern of results over the different time periods for the sectors production, con-
struction, trade&catering, transport&communication, and other services (compare 
with Table 3).  
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Table A5 Dominant sign and significance of sectoral parameters for the variables specialization, 
competition and diversity, with alternative measure for diversity 

 Production Construction 
Trade & 
Catering 

Transport & 
Communication 

Other 
services 

Specialization  0 /+ 0 / - 0 - - 

Competition  + 0 0 / + 0 / + + 

Diversity  + 0 0 0 0 
+  means significant at 5% and sign > 0. 
-   means significant at 5% and sign < 0. 
0  means not significant. 

Comparing Table A5 with Table 3, we can infer that the only important difference 
occurs for the sign of specialization for the sector production, which now tends to be 
positive. With diversity measure (11b), the theories of MAR and Porter on specializa-
tion are supported, contrary to our earlier findings. Nevertheless, we conclude that 
the results in the report are quite robust with respect to the diversity measure. 
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Appendix 4: Sector estimations 

Table A6 Estimation results, dependent variable average annual growth of employment; sector  
Production 1, 2  

Explanatory variable  

(parameter) 1981-1984 1981-1987 1981-1991 1981-1995 1981-1998 

Constant   ( 0β ) -9.85 

(-3.03) 

-8.06 

(-3.14) 

-8.64 

(-3.73) 

-8.28 

(-3.81) 

-5.37 

(-2.95) 

Specialization   ( 1β ) -0.77 

(-0.47) 

-0.09 

(-0.07) 

1.33 

(1.13) 

1.16 

(1.05) 

0.20 

(0.21) 

Competition   ( 2β ) 5.53 

(5.36) 

4.21 

(5.16) 

2.28 

(3.09) 

2.69 

(3.89) 

2.26 

(3.90) 

Diversity   ( 3β ) 0.19 

(1.65) 

0.16 

(1.76) 

0.24 

(2.91) 

0.21 

(2.66) 

0.14 

(2.11) 

Employment 1981 

 

-8.53 

(-3.25) 

-7.42 

(-3.58) 

-9.00 

(-4.80) 

-7.42 

(-4.23) 

-6.85 

(-4.64) 

Number of observations 59 59 59 59 59 

R2 0.43 0.43 0.46 0.43 0.45 

 

Impact on average annual growth in %-points of one standard deviation increase in speciali-
zation, competition or diversity 

Variable 1981-1984 1981-1987 1981-1991 1981-1995 1981-1998 

Specialization -0.18 -0.02 0.30 0.26 0.04 

Competition 1.66 1.26 0.68 0.81 0.68 

Diversity 0.65 0.55 0.82 0.70 0.47 
1 T-values between parentheses. 
2 No correction for heteroskedasticity needed. 
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Table A7 Estimation results, dependent variable average annual growth of employment; sector  
Construction 1, 2 

Explanatory variable  

(parameter) 1981-1984 1981-1987 1981-1991 1981-1995 1981-1998 

Constant   ( 0β ) 5.95 

(1.38) 

2.39 

(1.17) 

0.25 

(0.14) 

-3.41 

(-2.46) 

0.19 

(0.20) 

Specialization   ( 1β ) -3.48 

(-0.80) 

-4.23 

(-2.67) 

-0.83 

(-0.62) 

0.91 

(0.87) 

-2.01 

(-2.81) 

Competition   ( 2β ) 0.08 

(0.04) 

-0.30 

(-0.32) 

-1.48 

(-1.81) 

-0.50 

(-0.76) 

1.19 

(2.66) 

Diversity   ( 3β ) -0.16 

(-0.65) 

0.04 

(0.47) 

0.06 

(0.90) 

0.07 

(1.34) 

0.02 

(0.72) 

Employment 1981 

 

  -21.2 

(-2.18) 

-18.6 

(-2.43) 

-11.9 

(-2.28) 

Number of observations 58 58 58 58 58 

R2 0.06 0.13 0.10 0.18 0.49 

 

Impact on average annual growth in %-points of one standard deviation increase in speciali-
zation , competition or diversity 

Variable 1981-1984 1981-1987 1981-1991 1981-1995 1981-1998 

Specialization -0.60 -0.72 -0.14 0.16 -0.34 

Competition 0.03 -0.11 -0.54 -0.18 0.43 

Diversity -0.69 0.15 0.25 0.29 0.11 
1 T-values between parentheses. 
2 No correction for heteroskedasticity needed. 
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Table A8 Estimation results, dependent variable average annual growth of employment; sector  
Trade & Catering 1, 2 

Explanatory variable  

(parameter) 1981-1984 1981-1987 1981-1991 1981-1995 1981-1998 

Constant   ( 0β ) 2.78 

(1.40) 

1.53 

(0.97) 

2.10 

(2.45) 

1.72 

(1.92) 

1.89 

(2.38) 

Specialization   ( 1β ) -2.45 

(-1.14) 

-0.05 

(-0.03) 

-0.95 

(-1.04) 

-0.94 

(-0.96) 

-0.37 

(-0.43) 

Competition   ( 2β ) 0.66 

(0.66) 

0.81 

(1.04) 

0.98 

(2.29) 

0.93 

(2.07) 

0.52 

(1.32) 

Diversity   ( 3β ) -0.00 

(0.66) 

-0.11 

(-1.61) 

-0.03 

(-0.90) 

-0.04 

(-1.07) 

-0.04 

(-1.32) 

Employment 1981 

 

- - -3.34 

(-2.78) 

- - 

Number of observations 58 58 58 58 58 

R2 0.02 0.07 0.23 0.08 0.05 

 

Impact on average annual growth in %-points of one standard deviation increase in speciali-
zation, competition or diversity 

Variable 1981-1984 1981-1987 1981-1991 1981-1995 1981-1998 

Specialization -0.34 -0.01 -0.13 -0.13 -0.05 

Competition 0.23 0.32 0.34 0.32 0.18 

Diversity -0.005 -0.34 -0.11 -0.14 -0.15 
1 T-values between parentheses. 
2 No correction for heteroskedasticity needed. 
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Table A9 Estimation results, dependent variable average annual growth of employment; sector  
Transport & Communication 1, 2 

Explanatory variable  

(parameter) 1981-1984 1981-1987 1981-1991 1981-1995 1981-1998 

Constant   ( 0β ) -2.33 

(-0.64) 

-3.97 

(-1.76) 

0.66 

(0.44) 

1.81 

(1.34) 

2.24 

(1.47) 

Specialization   ( 1β ) -4.72 

(-2.24) 

-3.36 

(-2.39) 

-3.23 

(-2.54) 

-3.34 

(-4.09) 

-2.98 

(-3.27) 

Competition   ( 2β ) 2.02 

(1.35) 

0.93 

(0.96) 

1.22 

(2.15) 

1.52 

(2.63) 

1.62 

(2.46) 

Diversity   ( 3β ) 0.12 

(0.97) 

0.19 

(2.37) 

0.02 

(0.49) 

-0.04 

(-0.84) 

-0.06 

(-1.04) 

      

Number of observations 58 58 59 57 59 

R2 0.18 0.25 0.21 0.32 0.24 

 

Impact on average annual growth in %-points of one standard deviation increase in speciali-
zation, competition or diversity 

Variable 1981-1984 1981-1987 1981-1991 1981-1995 1981-1998 

Specialization -1.00 -0.71 -0.68 -0.71 -0.63 

Competition 0.70 0.32 0.42 0.52 0.56 

Diversity 0.53 0.80 0.10 -0.17 -0.24 
1 T-values between parentheses. 
2 No correction for heteroskedasticity needed. 
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Table A10 Estimation results, dependent variable average annual growth of employment; sector  
Other services 1, 2 

Explanatory variable  

(parameter) 1981-1984 1981-1987 1981-1991 1981-1995 1981-1998 

Constant   ( 0β ) 5.32 

(2.57) 

5.26 

(4.94) 

3.30 

(4.61) 

3.08 

(4.46) 

3.38 

(5.15) 

Specialization   ( 1β ) -5.22 

(-2.44) 

-4.02 

(-3.71) 

-2.58 

(-3.43) 

-2.29 

(-3.15) 

-2.54 

(-3.80) 

Competition   ( 2β ) 2.64 

(3.64) 

1.69 

(4.62) 

1.11 

(4.59) 

1.27 

(5.45) 

1.48 

(6.55) 

Diversity   ( 3β ) -0.04 

(-0.61) 

-0.04 

(-1.15) 

0.03 

(1.16) 

0.00 

(0.13) 

-0.03 

(-1.31) 

Employment 1981 

 

- - -0.722 

(-1.75) 

-0.749 

(-1.88) 

- 

Number of observations 58 59 59 59 59 

R2 0.21 0.31 0.37 0.40 0.45 

 

Impact on average annual growth in %-points of one standard deviation increase in speciali-
zation, competition or diversity 

Variable 1981-1984 1981-1987 1981-1991 1981-1995 1981-1998 

Specialization -0.66 -0.51 -0.33 -0.29 -0.32 

Competition 0.99 0.63 0.41 0.47 0.55 

Diversity -0.14 -0.14 0.09 0.01 -0.10 
1 T-values between parentheses. 
2 No correction for heteroskedasticity needed. 



 

48 EIM Business & Policy Research 

 



EIM Business & Policy Research 49 

Appendix 5: List of Research Reports 

 

Order no. Title 

H9301 The intertemporal stability of the concentration-margins relationship in 
Dutch and U.S. manufacturing; Yvonne Prince and Roy Thurik 

H9302 Persistence of profits and competitiveness in Dutch manufacturing; 
 Aad Kleijweg 
H9303 Small-store presence in Japan; Martin A. Carree, Jeroen C.A. Potjes and 

A. Roy Thurik 
intern Multi-factorial risk analysis and the sensitivity concept;  

Erik M. Vermeulen, Jaap Spronk and Nico van der Wijst 
H9304 Do small firms' price-cost margins follow those of large firms?  

First empirical results; Yvonne Prince and Roy Thurik 
H9305 Export success of SMEs: an empirical study; Cinzia Mancini and  
 Yvonne Prince 
H9306 Het aandeel van het midden- en kleinbedrijf in de Nederlandse indu-

strie; 
 Kees Bakker en Roy Thurik 
H9307 Multi-factorial risk analysis applied to firm evaluation;  

Erik M. Vermeulen, Jaap Spronk and Nico van der Wijst 
H9308 Visualizing interfirm comparison; Erik M. Vermeulen, Jaap Spronk and  
 Nico van der Wijst 
H9309 Industry dynamics and small-firm development in the European printing 
 industry (Case Studies of Britain, the Netherlands and Denmark); 
 Michael Kitson, Yvonne Prince and Mette Mönsted 
H9401 Employment during the business cycle: evidence from Dutch manufacturing; 
 Marcel H.C. Lever and Wilbert H.M. van der Hoeven 
H9402 De Nederlandse industrie in internationaal perspectief: arbeidsprodukti-

viteit, lonen en concurrentiepositie; Aad Kleijweg en Sjaak Vollebregt 
H9403 A micro-econometric analysis of interrelated factor demand; René Huigen, 
 Aad Kleijweg, George van Leeuwen and Kees Zeelenberg 
H9404 Between economies of scale and entrepreneurship; Roy Thurik 
H9405 L'évolution structurelle du commerce de gros français; Luuk Klomp et 
 Eugène Rebers 
intern Basisinkomen: een inventarisatie van argumenten; Bob van Dijk 
H9406 Interfirm performance evaluation under uncertainty, a multi-

dimensional frame-work; Jaap Spronk and Erik M. Vermeulen 
H9407 Indicatoren voor de dynamiek van de Nederlandse economie: een sec-

torale analyse; Garmt Dijksterhuis, Hendrik-Jan Heeres en Aad Kleijweg 
H9408 Entry and exit in Dutch manufacturing industries; Aad Kleijweg and 
 Marcel Lever 
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intern Labour productivity in Europe: differences in firm-size, countries and 
 industries; Garmt Dijksterhuis 
H9409 Verslag van de derde mondiale workshop Small Business Economics; 
 Tinbergen Instituut, Rotterdam, 26-27 augustus 1994; M.A. Carree en 
 M.H.C. Lever 
H9410 Internal and external forces in sectoral wage formation: evidence from 

the Netherlands; Johan J. Graafland and Marcel H.C. Lever 
H9411 Selectie van leveranciers: een kwestie van produkt, profijt en partnerschap?; 
 F. Pleijster 
intern Grafische weergave van tabellen; Garmt Dijksterhuis 
H9501 Over de toepassing van de financieringstheorie in het midden- en klein-

bedrijf; Erik M. Vermeulen 
H9502 Insider power, market power, firm size and wages: evidence from Dutch 

manufacturing industries; Marcel H.C. Lever and Jolanda M. van Werk-
hooven 

H9503 Export performance of SMEs; Yvonne M. Prince 
H9504 Strategic Niches and Profitability: A First Report; David B. Audretsch, 
 Yvonne M. Prince and A. Roy Thurik 
H9505 Meer over winkelopenstellingstijden; H.J. Gianotten en H.J. Heeres 
intern Interstratos; een onderzoek naar de mogelijkheden van de Interstratos-

dataset; Jan de Kok 
H9506 Union coverage and sectoral wages: evidence from the Netherlands; 
 Marcel H.C. Lever and Wessel A. Marquering 
H9507 Ontwikkeling van de grootteklassenverdeling in de Nederlandse Industrie; 
 Sjaak Vollebregt 
H9508 Firm size and employment determination in Dutch manufacturing industries; 
 Marcel H.C. Lever 
H9509 Entrepreneurship: visies en benaderingen; Bob van Dijk en Roy Thurik 
H9510 De toegevoegde waarde van de detailhandel; enkele verklarende theorieën 

tegen de achtergrond van ontwikkelingen in distributiekolom, technologie 
en externe omgeving; J.T. Nienhuis en H.J. Gianotten 

H9511 Haalbaarheidsonderzoek MANAGEMENT-model; onderzoek naar de 
mogelijk-heden voor een simulatiemodel van het bedrijfsleven, gebaseerd 
op gedetailleerde branche- en bedrijfsgegevens; Aad Kleijweg,  
Sander Wennekers, Ton Kwaak en Nico van der Wijst 

H9512 Chippen in binnen- en buitenland; De elektronische portemonnee in kaart 
gebracht; een verkenning van toepassingen, mogelijkheden en consequen-
ties van de chipcard als elektronische portemonnee in binnen- en 
buitenland; drs. J. Roorda en drs. W.J.P. Vogelesang 

H9601 Omzetprognoses voor de detailhandel; Pieter Fris, Aad Kleijweg en  
Jan de Kok 

H9602 Flexibiliteit in de Nederlandse Industrie; N.J. Reincke 
H9603 The Decision between Internal and External R&D; David B. Audretsch, 
 Albert J. Menkveld and A. Roy Thurik 
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H9604 Job creation by size class: measurement and empirical investigation; 
 Aad Kleijweg and Henry Nieuwenhuijsen 
H9605 Het effect van een beursnotering; drs. K.R. Jonkheer 
H9606 Een Micro-werkgelegenheidsmodel voor de Detailhandel; drs. P. Fris 
H9607 Demand for and wages of high- and low-skilled labour in the  

Netherlands; M.H.C. Lever and A.S.R. van der Linden 
H9701 Arbeidsomstandigheden en bedrijfsgrootte. Een verkenning met de  

LISREL-methode; drs. L.H.M. Bosch en drs. J.M.P. de Kok 
H9702 The impact of competition on prices and wages in Dutch manufacturing 

industries; Marcel H.C. Lever 
H9703 FAMOS, een financieringsmodel naar grootteklassen;  

drs. W.H.J. Verhoeven 
H9704 Banencreatie door MKB en GB; Pieter Fris, Henry Nieuwenhuijsen en 
 Sjaak Vollebregt 
H9705 Naar een bedrijfstypenmodel van het Nederlandse bedrijfsleven; 
 drs. W.H.M. van der Hoeven, drs. J.M.P. de Kok en drs. A. Kwaak 
H9801 The Knowledge Society, Entrepreneurship and Unemployment; 
 David B. Audretsch and A. Roy Thurik 
H9802 Firm Failure and Industrial Dynamics in the Netherlands;  

David B. Audretsch, Patrick Houweling and A. Roy Thurik 
H9803 The determinants of employment in Europe, the USA and Japan;  

André van Stel 
H9804 PRISMA'98: Policy Research Instrument for Size-aspects in Macro-

economic Analysis; Ton Kwaak 
H9805 Banencreatie bij het Klein-, Midden- en Grootbedrijf;  

Henry Nieuwenhuijsen, Ben van der Eijken en Ron van Dijk 
H9806 Milieumodel; drs. K.L. Bangma 
H9807 Barriers for hiring personnel; Jacques Niehof 
H9808 Methodiek kosten en baten Arbowetgeving; drs. K.M.P. Brouwers,  

dr. B.I. van der Burg, drs. A.F.M. Nijsen en ir. H.C. Visee 
H9809 Business Ownership and Economic Growth; An Empirical Investigation; 
 Martin Carree, André van Stel, Roy Thurik and Sander Wennekers 
H9810 The Degree of Collusion in Construction; M.H.C. Lever,  

H.R. Nieuwenhuijsen and A.J. van Stel 
H9811 Self-employment in 23 OECD countries; Ralph E. Wildeman, Geert 

Hofstede, Niels G. Noorderhaven, A. Roy Thurik, Wim H.J. Verhoeven 
and Alexander R.M. Wennekers 

H9812 SICLASS: Forecasting the European enterprise sector by industry and size 
class; Niels Bosma and Ton Kwaak 

H9901 Scanning the Future of Entrepreneurship; drs. N.S. Bosma, 
drs. A.R.M. Wennekers and drs. W.S. Zwinkels 

H9902 Are Small Firms Really Sub-optimal? Compensating Factor Differentials 
in Small Dutch Manufacturing Firms; David B. Audretsch,  
George van Leeuwen, Bert Menkveld and Roy Thurik 
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H9903 FAMOS; A size-class based financial analysis model;  
W.H.J. Verhoeven and E.A. van Noort 

H9904 Conduct and Performance in Dutch Manufacturing; An Application of 
Appelbaum 1982 with a Plausibility-Check; Frank A. Hindriks,  
Henry R. Nieuwenhuijsen and Adriaan J. van Stel 

H9905 Non-competitive Rents in Dutch Manufacturing; Conduct and Perform-
ance in the New Empirical Industrial Organization; Frank A. Hindriks 

H9906 A human-resource-based theory of the small firm; Charlotte Koch and 
Jan de Kok 

H9907 Van werknemer naar ondernemer; Een hybride of directe start?; 
 ir. H.C. Visee en drs. W.S. Zwinkels 
H9908 Modelling returns to R&D: an application on size effects; Peter Brouwer 

and Henry Nieuwenhuijsen 
H9909 Turbulence and productivity in the Netherlands; Niels Bosma and Henry 
 Nieuwenhuijsen 
H9910 Start-up capital: Differences between male and female entrepreneurs. 

‘Does gender matter?’; Ingrid Verheul and Roy Thurik 
H9911 Modelling Business Ownership in the Netherlands; Niels Bosma, Sander 
 Wennekers, Gerrit de Wit and Wim Zwinkels 
H9912 Measuring innovative intensity: Scale construction; J.P.J. de Jong 
H9913 Determinants of firm size; Y. Bernardt and R. Muller 
H0001 Strategies, uncertainty and performance of small business start-ups; 

Marco van Gelderen, Michael Frese and Roy Thurik 
H0002 Determinants of Successful Entrepreneurship; Niels Bosma, Mirjam van 

Praag and Gerrit de Wit 
H0003 Comparative Advantages in Estimating Mark-ups; Frank A. Hindriks, 

Henry R. Nieuwenhuijsen and Gerrit de Wit 
H0004 The ARKO labour-cost model: Characteristics and application;  

G.Th. Elsendoorn and A.H. Nieuwland 
H0005 The impact of contestability on prices in manufacturing industries;  
 Frank Bosman 
H0006 Estimating missing data within an accounting and aggregation frame-

work; Ton Kwaak and Niels Bosma 
H0007 Kennis-spillovers en economische groei; Henry Nieuwenhuijsen en André 
 van Stel 
H0008 KTO2000; Een sectormodel naar grootteklasse voor de analyse en prog-

nose van Korte Termijn Ontwikkelingen; drs. K.L. Bangma en drs. W.H.J. 
Verhoeven 

H0009 Making sense of the new economy; Joris Meijaard 
H0010 Determinants of innovative ability; An empirical test of a causal model; 
 J.P.J. de Jong, R. Kemp and C. Snel 
H0011 The effects of transaction costs and human capital on firm size: a simula-

tion model approach; Frank den Butter, Edwin van Gameren and Jan de 
Kok 
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H0012 An eclectic theory of entrepreneurship: policies, institutions and culture; 
 Ingrid Verheul, Sander Wennekers, David Audretsch and Roy Thurik 
H0013 Setting up a Business in the Netherlands: Who starts, who gives up, who 

is still trying?; Marco van Gelderen, Niels Bosma and Roy Thurik 
H0101 Measuring economic effects of stimulating business R&D; Ton Kwaak, 

Henry Nieuwenhuijsen and Gerrit de Wit 
H0102 Competition and economic performance; Applications of SCALES’ sector 

model on competition MOCO; Henry Nieuwenhuijsen and Joyce Nijkamp 
H0103 The emergence of ethnic entrepreneurship: a conceptual framework;  

Belaid Rettab 
H0104 PRISMA 2001, the Kernel; Gerrit de Wit 
 
 
 


