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ABSTRACT: This paper deals with the prevailing f@nmodel for knowledge in contempo-
rary economics, namely the state-space model intexd by Robert Aumann in 1976. In par-
ticular, the paper addresses the following quesdigsing in this formalism: in order to state
that an event is interactively or commonly knownoauign a group of agents, do we need to as-
sume that each of them knows how the informatiommigarted to the others? Aumann an-
swered in the negative, but his arguments apply tmicanonical, i.e., completely specified
state spaces, while in most applications the sja#ee is not canonical. This paper addresses
the same question along original lines, demonsgatiat the answer is negative for both ca-
nonical and not-canonical state spaces. Furthshowvs that this result ensues from two coun-
terintuitive properties held by knowledge in thatstspace model, namely Substitutivity and

Monotonicity.
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1 INTRODUCTION

Models of economic theory are peopled by agents take actions on the basis of their
knowledge and beliefs about the world, and abouah esher’'s knowledge and beliefs. The
prevailing formal model for knowledge in contempgranainstream economics was intro-
duced by Robert Aumann in a seminal paper publish&®76> Aumann’s basic idea is that
an agent knows an event if, in every state of tbddmhe agent considers possible, that event
occurs. This idea is formalized in a set-theorsétting where the knowledge of an agent be-
comes an operatd mapping subsets of the space of the states avahe Q into other sub-
sets of Q. Aumann’s model of knowledge and the generalizstiof his model have been
variously labeled as the event-based approach,idgscorrespondence model, semantic
formalism, knowledge space, Aumann structures,staig-space model of knowledge. The lat-
ter name will be adopted here.

The state-space model makes it possible not onlgpoesent what each agent knows
about the world, but also what each agent knowsutabhat other agents know about the
world. This kind of knowledge — knowledge of whahers know — is callethteractive knowl-
edge In strategic environments interactive knowledgs hmportant consequences on the ac-
tions agents take. Consider Ann and Bob, who bb#ewve a certain evefit. For instanceE
may be Ann’s effort in a principal-agent game omAnplanned output in a duopoly game. If
Ann is uncertain whether Bob knows she may choose a low effort (“Maybe Bob won't find
out”) or a low output (“I don’t know what Bob’s dssare or what he knows about my costs, so
it's better to keep my output low”). In contrast,Ann knows that Bob knowd<, she will
probably choose a high effort (“I'd better work &aor he’ll fire me”) or a high output (“Well,
I’'m a Stakelberg leader, and Bob will adapt”).

Given its strategic importance, it is fundamentalunderstand clearly how interactive
knowledge works in the state-space model. At anitige level, it seems that interactive
knowledge of an event requires the additional agsiom that agents know how information is
imparted to the others: Ann needs to know how metdron is imparted to Bob in order to
know that he knowdsE, otherwise Ann would have no clue about what Bobws. In fact, it
turns out that in the state-space formalism interacknowledge requires no additional as-
sumption about the knowledge of other agents’ mettional structure. The first contribution
of the present paper is to clarify what are thenfarfeatures of the knowledge operator
provoking this counterintuitive behavior of intetime knowledge in the state-space model.

In effect there are multiple levels of interactikmowledge. Level 1 is the one discussed

above: it is about what each agent knows about wothatr agents know about the world. Level

! In philosophy the formal analysis of knowledgeesaback to Hintikka (1962).



2 is about what each agent knows about what othenta know about her/his knowledge of
the world. The staircase of levels of interactiv@kledge escalates in the predictable way. A
specific kind of interactive knowledge ¢@mmon knowledgé\n event is said to be common
knowledge among a group of agents if all knowlltkaow that all know it, and so oad infi-
nitum?

Besides interactive knowledge of level 1, intersetknowledge of higher levels and
common knowledge are also of great consequendeait@gic environments. For instance, con-
sider interactive knowledge of level 2: if Bob knetihat Ann knows that he is able to observe
her effort, Bob may think that Ann’s commitmentth@ firm is not sincere, and decide to fire
her even if she works hard. As regards common kedgéd, some elements of the game are
typically assumed to be commonly known among tlaggas, and this assumption has a key
role in equilibrium analysis. More precisely, inngas of complete information, the set of play-
ers, the set of strategies, and the payoff funstiare assumed to be common knowledge
among the players. In games of incomplete inforomatplayers usually have prior probability
distributions about the unknown variables, and sdidftributions are typically taken to be
common knowledge. Furthermore, some important gdm@eretic solution concepts require
that each player is rational, and that the rationaf the players is common knowledge among
them? Finally, common knowledge of posterior probalsktiis essential for so-called “agree-
ing to disagree” results, and common knowledgeithingness to trade for no-trade theorefns.

When higher levels of interactive knowledge or camnnknowledge are involved, the
question about the knowledge of other agents’ médronal structure comes out again, at
higher levels. Level 2 of interactive knowledgeanf event raises a question about level 1 of
interactive knowledge: to say that Bob knows thahAnows that he knows her effort, does
Bob need to know that Ann knows how the informai®imparted to him? More generally, if

we consider leveln of interactive knowledge, leveln—-1) of interactive knowledge of the

agents’ informational structure seems to be inv/\w® that when common knowledge is at is-
sue the question becomes: to state that a cesairt & is common knowledge among a group
of agents, do we need to assume that the way iattwomis imparted to them is itself common
knowledge? Again, even if the intuitive answernsthe affirmative, it turns out that in the

state-space model common knowledge of an eveniresgoo additional assumption about the

To circumvent the infinitely recursive nature bistdefinition of common knowledge, a number oéaiative
characterizations of it have been proposed. On tisem Geanakoplos (1992, 1994) as well as Vandath
and Sillari (2005). However, these alternative ahgerizations play no role in the current contridmutt

¥ More on this in Brandenburger (1992, 2007); Detel Gul (1997); Battigalli and Bonanno (1999).

The seminal paper for “agreeing to disagree” tsdg| again, Aumann (1976); for no-trade theorérisMil-
grom and Stokey (1982).



agents’ knowledge of the way information is impdrte them. The second contribution of the
paper is to show that the counterintuitive behawbcommon knowledge in the state-space
model originates from the same formal featureshefknowledge operatdk that provoke the
counterintuitive behavior of interactive knowledge.

The puzzles surrounding interactive and common kedge in the state-space model
have already been discussed by Aumann, but in aledyloes not appear completely satisfac-
tory.” The main problem with Aumann’s arguments is thataffect only so-calledanonical
state spaceghat is, state spaces that are completely spdciflowever most applications em-
ploy a reduced state-space that is not canonigausnann’s arguments do not apply. Whereas
Aumann’s case is based on the notion of state efwbrld, the present paper addresses the
topic along different lines. Its basic insight isrethodological distinction between the intui-
tive and philosophical understanding of knowledgetlte one hand, and knowledge as mod-
eled in the state-space model through the operdtarn the other. In effectK possesses a
number of properties that are at odds with bothroomsense and the philosophical analysis of
knowledge, and the counterintuitive behavior okrattive and common knowledge in the
state-space model can be explained by two of tipesperties, namely Substitutivity and
Monotonicity. Substitutivity says that, if two eusnE and F collect the same states of the
world, when the agent knows she also knows$ . Although Substitutivity has attracted little
attention among economists, it turns out to beamdy a demanding property df but also
one that is intrinsic to any set-theoretic knowkedgerator, so that it appears difficult to get
rid of. Monotonicity states that, if everi is a subset of everf , when the agent knowk
she also knowd= . Monotonicity is stronger than Substitutivity (tfemer implies the latter),
and its unrealistic character has been thorougkdyngned in the literature. Unlike Substitutiv-
ity, however, Monotonicity can be easily eliminatedough minor modifications in the defini-
tion of the operatoK .

The paper shows that, when interactive and comnmowledge are at issue, in some
cases Substitutivity alone suffices to make supeu$ any additional assumption about the
agents’ knowledge of the way information is impdrte other agents. Moreover, whenever
Substitutivity alone does not suffice, Monotoniaitges. These results hold for both canonical
and non-canonical state spaces, so that the presetnibution may be seen as a completion of

Aumann’s analysis.

® See in particular Aumann (1976, p. 1237; 1988, {1999, pp. 272-3, 276-8; 2005, pp. 92—4). Otbatribu-
tions to the discussion are Gilboa (1988); Brandegér and Dekel (1993); Margalit and Yaari (1998art,
Heifetz and Samet (1996); Dekel and Gul (1997)féiriand Samet (1998); Heifetz (1999); Fagin, Gkapa
los, Halpern and Vardi (1999); Aumann and Heif@202, Appendix); Cubitt and Sugden (2003, Appendix
2); Sent (2006).



Some final specifications on scope and intendedeacd of the current contribution are
in order. First, in the philosophical discussiomeoof the characteristics that distinguishes
knowledge from belief is that knowledge is assutimele truthful while belief can be false. In
fact, knowledge is traditionally defined by philgéers as “justified true belief’In the state-
space model, on the contrary, nothing prevents keaye from being false, so that in fact the
present paper covers not only knowledge but alfefbe

Second, an important subset of state-space madadstitional models. Since these have
a number of nice properties (among other thingshém knowledge is always truthful), much
of the literature focuses on them. Since neithdrs8uutivity nor Monotonicity depends on the
conditions that make the state space partitiohal arguments made in the present paper hold
for both partitional and non-partitional state-spawodels.

Third, in the state-space model of knowledge, ayeannsider possible certain states of
the world inQ, and impossible the other states, but they aremaddowed with probability dis-
tributions that represent their beliefs ab&ut If we first add to the model a probability distri
bution for each agent, then introduce a belief afperB that identifies the probability as-
signed by an agent to any given event, and firraliefine knowledge as “belief with probabil-
ity 1”, we obtain a different model that is varibukabeled as probabilistic belief space, prob-
abilistic structure or Harsanyi type space. Theseeaanumber of analogies between the state-
space model and the probabilistic belief space,immparticular the issue about interactive and
common knowledge arising in the former has an analdhe latter. However, the answers to
the issue diverge in the two formalisms. This ismyadue to the circumstance that in prob-
abilistic belief spaces the probability measurelndey the belief operatoB endow it with
certain continuity properties that the knowledgerapor K fails to have. Now, the present pa-
per deals only with interactive and common knowedgthe state-space model, and does not
examine the analogous issue in probabilistic bslpefces.

Fourth, the state-space model of knowledge empetsheoretic tools that are familiar
to economists. There is another model of knowledggnly elaborated by logicians and phi-
losophers, that employs the language and tool®gitd and has been variously called the
logic-based approach, the syntactic formalism, k&iptructure or simply epistemic lodi@he

parallels between the state-space model and the-baged approach have been explored by

®  For an introduction to the definition of knowledae “justified true belief’, and the refinementstloi defini-

tion as a consequence of the so-called Gettiedgmlsee Steup (2006).

On probabilistic belief spaces and their relatiops to the state-space model, see Mertens andr £a4685);
Monderer and Samet (1989); Brandenburger and O&kéi3); Heifetz and Samet (1998, 1999a, 1999b): Bat
tigalli and Bonanno (1999); Fagin, Geanakoplospat and Vardi (1999); Meier (2005); Mariotti, Me&nd
Piccione (2005).

8 For a comprehensive presentation of the logic-dagproach see Fagin, Halpern, Moses and Vardb)199



Michael Bacharach (1985) and Aumann himself (19889), among others. The logic-based
formalism proved useful for understanding the proge of the knowledge operatd€ and
has other nice features, but its language remaifesniliar to many economists. Therefore, the
focus of the present paper is on the state-spackelinand the questions about interactive and
common knowledge are tackled and answered withemntiodel.

Finally, the paper is addressed to all scholarsireavith formal models of knowledge
and interested in the notion of common knowledgepdrticular, economists may be glad to be
reassured that no additional assumption is sutieysiy introduced into their models when an
event is said to be interactively or commonly knocaymnong a group of agents. However, they
may be surprised that this depends on reasons titherthose put forward by the standard
view moulded by Aumann’s arguments. Furthermorey tlnay be concerned that assumptions
about interactive and common knowledge are disg@shanks to properties of the operator
K that neither commonsense nor philosophy judgessfiie. As regards philosophers, they
may consider the state-space model of knowledgeitanichiternal riddles as “an economist
thing”. However, philosophers in the analytic ttaxh are familiar with formal models of
knowledge, and common knowledge has become a rt@jar of research for thethThere-
fore, the internal puzzles of the state-space m(aigecially those involving common knowl-
edge) and the solution to those puzzles suggestednmay be of interest for philosophers too.
The paper is organized as follows. Section 2 resithwe state-space model of knowledge. Sec-
tion 3 illustrates through an example the puzziesosinding interactive knowledge in the
state-space model. Section 4 discusses Aumannisiagolto the puzzle. Section 5 examines
Substitutivity and Monotonicity. Section 6 showsttisubstitutivity and Monotonicity are suf-
ficient to clarify the counterintuitive behavior afteractive knowledge in the state-space

model. Section 7 does the same for common knowleiggtion &ums up the paper.

2 THE STATE-SPACE MODEL OF KNOWLEDGE

Consider a sef whose generic element is, and a correspondené®: Q - 2°\{0} that as-
sociates to each elemeatdQ a setP(a )of elements ofQ (2 is the set of all subsets of
Q). Based on P, define an operatorK :2° - 2° as follows: for every EOQ,
K(E) ={w0Q: P(w) O E} .1°

The interpretation of the above set-theoretic stmacis the following.Q is the set of the

°  For an introduction to the philosophical reseasnlcommon knowledge see Vanderschraaf and Sit@07%)

and the references cited there.
9 This review of the state-space model of knowledgbased on Osborne and Rubinstein (1994, Chapter 5
Dekel and Gul (1997); Battigalli and Bonanno (19%3muleson (2004).



possible states of the world. A staté1Q specifies alepistemicandnon-epistemi@spects of
the world that are relevant to the situation. Tha-epistemic aspects of the world are those
that do not involve the agents’ knowledge, thataspects such as “it rains” or “agenthas
transitive preferences”. In the literature, to sate the whole of the non-epistemic aspects of
the world the terrmatureis often used. The epistemic aspects of the wanddthose concern-
ing the agents’ knowledge about nature and abailt ether’s knowledge, e.g., aspects such as
“agenti knows that it rains” or “agenj knows that agent knows that it rains”.

Only one state of the world is the true one, betdagent may be uncertain about which
one. This uncertainty is modeled by a corresporeléhcwhich associates to each statethe
set of states that the agent regardsassibleat «. . This is whyP is called gossibility corre-
spondence! The possibility correspondence of an agent expeemmally the way informa-
tion is imparted to her. Notice however that posisjicorrespondences are just a tool that the
external, omniscient model-maker employs to encadée represent the agents’ epistemic
states, not something that they are aware of.

A subsetE 0 Q is called arevent and can be thought of as the collection of altest
that share a certain feature. For instance, thetéitgains” collects all statee. 1 Q character-
ized by rain. Note that, iP(«) O E, in all states the agent regards as possibke ,ithe event
E occurs. The operatd( is interpreted as a knowledge operatorifl K (E , tHen ate the
agent knows that the evelt occurs, and this is because in every state thetaggards as
possible ine — that is, inP(a )— the eventE occurs. Observe thd& (E i3 itself an event,
the event “the agent knows”. As such, K(E )may become the object of further knowledge
or uncertainty for another agent.

As an illustration of the state-space model of kieolge, suppose that Ann is interested
in a variablev that can take values from 1 to 6, like a die, #rad each state of world is com-
pletely characterized by the value taken in itvayThis means that each state of world is com-
pletely characterized by its non-epistemic, or raiuaspects. Under these assumptions, there

are six possible states of the world:={a},@,, @, w,, @, @} . P,, the possibility correspon-
dence of Ann, is as follows:P,(w)=P,(w)={w, @}, P,(@)=P,(w,)=P,(w)=
{w, @, @}, P(w)={w}. Soifv=1, Ann considers possible both= ahdv= 2 if v=3,
Ann is uncertain whether= ,3/=4 or v=15, and so on.

Let us now consider the eveBt*“v is not greater than 3'S occurs at stateg}, w, and

1 )f P satisfies the following two properties: (i) for @y wOQ, wOP(w) and (i) if w'OP(w),
P(w") = P(w) , then the state-space model is partitional. Ini@aar, property (i) entails that knowledge is
truthful.



@,: S={w,w,w}. In which states of the world does Ann kn&® Since only iny and w,
P,(«) O S, Ann knowsS only in these two states( ,(S) ={cy,cw} . Note thatK ,(S) is itself

an event: the event that Ann knows that . 3
All this has an intuitive graphical representatiem.Figure 1 below, the ovals stand for

the setsP,(w) representing Ann’s knowledge and uncertainty abioeitrue state of the world,

whereas the rectangles stand for events:

DG DO

For future reference, notice again that if the stage iscy Ann knowsS: « OK,(S).

3 INTERACTIVE KNOWLEDGE: THE PUZZLE
The state-space formalism can also be used to niatgeactive knowledge. The simplest set-
ting with two agents — Ann and Bob — will be corsitl here since this makes the discussion

simpler without loss of generality. In this settirf and K, , with i D{A, B}, are the possibility
correspondence and the knowledge operator of AdrBaiv, respectively.

Assume that Bob’s possibility correspondence idofisws: PB(wl):{a)l}, P(w) =
P(w) ={w, w}, Pyw,)=P(aw)={w, w}, Pi(w)={w}. Consider now the evenT
“v<4” that occurs at states}, w,, w, and a,: T = {a, @, w, @,}. It is easy to show that
the states of the world where Bob knows thiat aré o, and ay: K (T) ={a), @, @} .
Kg(T) is itself an event, and in our example it happéra the eventS, “v<3”, and the
event K;(T), “Bob knows thatv< 4, occur exactly in the same states of the world:

Ks(T) =S. This situation is represented in Figure 2:



- O DHEDE

Hence, if the true state i) Bob knowsT : ¢y OK;(T). At this point, interactive knowledge
enters the scene. We can ask whethewatAnn knows that Bob knows that< . 4ince
Kg(T) is itself an event, in the state-space formalismduestion can be restated as follows:
doesay UK, (K;(T))?

From an intuitive viewpoint, the answer is thatlépends on what Ann knows about the
way information is imparted to Bob. If Ann knowsathn ¢y Bob is certain that = ,land that
in aw, Bob regards as possible bottr aRdv= 3 then ina Ann can reason as follows: |
don’t know whether the true statedag or «,, but I'm sure that in both states Bob knows that

v< 4 Therefore, Ann does indeed know that Bob kndwsOn the contrary, if Ann does not

know how information is imparted to Bob i@ and w,, neither does she know what Bob
knows in these two states, and so cannot conchateéBob knowsT . In other words, the intui-
tive answer is that we do need to make some additimssumption about Ann’s knowledge of
Bob’s informational structure to state thatcatshe knows that Bob knowfs.

However, consider the following, formalist-orientedjection to this intuitive answer. It
was established that a Ann knows S (i.e., ¢ UK, (S)), and that the set of states where
Bob knowsT coincides withS (i.e., K;(T) =S). But if o OK,(S) and K,(T) =S, itis
also the case thayy UK ,(K;(T)), that is, in fact aty Ann knows that Bob knows that< . 4

And this is independent of any additional assunmpaibout Ann’s knowledge of the way in-
formation is imparted to Bob.

Still, from the intuitive viewpoint there is an dbus reply to the formalist objection: if

Ann does not know how information is imparted tobBehe is not aware th#t;(T) =S, so
that she cannot go froriK,(S) to K,(K;(T)). In other words, from Ann’s subjective view-
point, S and K;(T) are different events. To say that, for Arf,is subjectively equivalent to
Kg(T), the additional assumption that Ann knows how rimfation is imparted to Bob iy

andw,, is indeed necessary.



Which stance is correct, the intuitive or the folistaone?

4 AUMANN’S SOLUTION TO THE PUZZLE
Since in the state-space model the way informasomparted to agent is formally repre-
sented by his possibility corresponderfgeone may think that our Ann-Bob puzzle reduces to
the question whether aij Ann knows Bob’s possibility corresponden€g, and that this
question could be easily answered by checking venetp DK ,(PB;) . The problem with this
idea is that the knowledge operatr applies to sets, not to possibility correspondence
Therefore, the very expression “knowledge of paksibcorrespondences” has no formal
counterpart in the state-space model, and the ssipreK ,(P;) is meaningless in it. This is
not just a technical issue. At a methodological amate substantial level, the point is that pos-
sibility correspondences exist for the model-makert, for the agents in the model. As ob-
served in Section 2, possibility correspondencesrafact just a tool that the modeler employs
to encode and represent the agents’ epistemicsstadé something that they are aware of or
even know. Therefore, the idea of solving the ArobBuzzle by framing it in the terms of
Ann’s knowledge of Bob’s possibility corresponderrigks mixing up the viewpoint of the
modeler with that of the agents, and hence coulehisading.

Since 1976 Aumann has proposed a different solutothe puzzle, which is based on
the very notion of state of the world and goesal®ws ? If the model is well specified, a
state of the world should be a complete descriptibbavery epistemic and non-epistemic as-
pect of the world that is relevant to the situatibherefore, a state of the world should contain
also a description of the manner in which informatis distributed among the agents when
this is relevant to the situation. In our Ann-Botample, assume for instance that at state
Ann is uncertain about what Bob may know. Ann cahiadk: “If v=1, there are two alterna-
tives: either Bob knows that= dr he wrongly believes that= .&nd | do not know which
alternative is the true one”. But if this is thesea our Ann-Bob model, where

Q={w,w,w,w,w,u} and each state of the world is characterized bylyion-epistemic
aspects, is ill-specified. In the correct model fact, the statecy should be split into two
states:a' wherev = land Bob is certain that= ,nd «j" wherev= land Bob wrongly
believes thatv = 6 Accordingly, the state spad® should be expanded and Ann’s informa-
tional structure should be such that she canntihdisish betweeny' anda''.

More generally, if in a state of the world agénis uncertain about the way information

12 See in particular Aumann (1976, p. 1237; 198B)p.



is imparted to agenj, then that state should be broken into differéates andQ should be
expanded until the point where all uncertainty@érti about the informational structure ¢f

is eliminated. Therefore, in the correct and corgpktate spac& , which is also calleda-
nonical each agent knows by construction how the infoimnat imparted to the other agents.
But this knowledge “is not an assumption, but a&dtem’, a tautology; it is implicit in the
model itself” (Aumann, 1987, p. 9), that is, ittlee outcome of the way the canonical state-
space model, as an economist’s tool to represgbppately both the nature and the agents’
epistemic states, is built up.

There are two problems with Aumann’s solution te #inn-Bob puzzle. The first and
minor one, already pointed out by Aumann himsell athers, is that in some situations the
construction of the canonic& is precluded because no number of state splgsfficiently
large to exhaust all interactive uncertainty of #yents. In particular, this happens when no
number of sentences is sufficiently large to déscthe agents’ interactive uncertainty. How-
ever, these situations appear to be quite pecstiadhat they do not affect Aumann’s solution
to the puzzle in a significant way.

The second problem has received little attentiotihéliterature but in my opinion is the
major one. Aumann’s solution to the Ann-Bob puzaquires that the interaction among the
agents is modeled by using the canonical stateespémvever most applications employea
ducedstate-space, in which the states describe onlyémeepistemic aspects of the situation
at issue, and therefore are in fact jsisites of natureather than states of the world. Reduced
models are used because as soon as one attensplg the states of nature in order to elimi-
nate interactive uncertainty and construct the omab Q , the state-space formalism loses its
simplicity and tractability, and becomes a cumbersanachinery. In effect, also our formal

representation of the Ann-Bob interaction is a seglumodel: the six states —w, represent

only the different values the die can take, andpb&sibility correspondences of Ann and Bob
express their uncertainty about these values alategbout the other’s epistemic states.

If the agents have no kind of interactive uncettaabout the epistemic states of the oth-
ers, then the reduced model is also canonical,Aamdann’s arguments work fine. However,
when the model is not canonical Aumann’s case doéspply and the puzzle returns: to say

that at state ofiature ¢y Ann knows that Bob knows that< , 45 any additional assumption

about Ann’s knowledge of the way information is enigd to Bob necessary? The answer put

forward in the present paper is in the negative:gtoperties of Substitutivity and Monotonic-

3 More on the cases where the construction of theriaalQ is problematical in Aumann (1989, 1999); Hart,
Heifetz and Samet (1996); Heifetz and Samet (1998jfetz (1999); Fagin, Geanakoplos, Halpern anddVa
(1999); Aumann and Heifetz (2002, Appendix).
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ity that the knowledge operatdf holds by construction in the state-space modekenzay

additional assumption dispensable, and this not ontanonical state-space models, but also
in reduced ones. This conclusion is in accord vitimann’s, and the present contribution may
in fact be seen as a completion of his case wharcanonical state spaces are involved. Let us

now examine in more detail Substitutivity and Mamatity.

5 SUBSTITUTIVITY AND MONOTONICITY

The state-space model of knowledge makes knowledgg to handle in economic models,
and captures certain features of the intuitive ginitbsophical understanding of knowledge. In
effect, the idea that we know a fact when this fakes place in any situation we consider pos-
sible sounds sensible. On the other hand, theitiefirof knowledge throughK implies some
properties of knowledge that appear too demandimg the intuitive and philosophical view-
point, and have been discussed in the philosophecainomic and artificial intelligence litera-
ture under the banner of thegical omniscience problenThe present paper focuses on two
properties of K: Monotonicity, which has already attracted consatée attention among
economists, and Substitutivity, which on the cantiaas been rather neglected by the profes-

sion!*

5.1 Substitutivity
Substitutivity states that, if two events collegaetly the same states of the world, when the

agent knows one event she also knows the othemdtiyr
Substitutivity: if E=F , thenK(E) = K(F )

Although Substitutivity may appear a quite natynadperty of knowledge, a brief aside on the
philosophical notions aéxtensiorandintensionwill show that it is not®

Arguably since Medieval discussions about the statuuniversals, philosophers have
recognized that there is a difference between wHatguistic expression designates and what
it means. What a linguistic expressidasignatesonsists of a set of things to which the ex-
pression applies, and has been labeledem®tationby John Stuart Mill (1843)eferenceby
Gottlob Frege (1892), anektensionby Rudolf Carnap (1947). Carnap’s terminology bas

4 On the logical omniscience problem, see the rafare cited in note 10, as well as Dekel, Lipman Roe-
tichini (1998) and Fagin, Halpern, Moses and Vdid195, Chapter 9). On Substitutivity in particulage
Bacharach (1986) and Vilks (1995, 2007). In theiddmased approach Substitutivity is usually caltbd
Equivalence Rule. Lismont and Mongin (1994, 20G&),well as Ferrante (1996), have introduced logical
models of knowledge that are based on so-calledtdde-Scott or neighbourhood semantics, and wiagre,
least to a certain extent, Monotonicity is replaeetth the weaker Equivalence Rule.

> This aside is largely based on Bealer (1998); <imas (1998); Fitting (2007).
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come standard in contemporary philosophy and veladopted here. So, for instance, the ex-
tension of the term “computer” is the set of exigtcomputers. What a linguistic expression
meansis the notion or idea conveyed by the expressamig, has been callezbnnotationby
Mill, senseby Frege, andnhtensionby Carnap. The intension of “computer” is the iddaan
electronic machine that can store, retrieve, andgss data.

Two expressions can have the same extension Wetafif intensions. Frege proposed
the example of the morning star, which is the #tat can be seen at sunrise, and the evening
star, the star that appears at sunset. The mostémgnd the evening star have different inten-
sions but the same extension, since both desighatplanet Venus. Other expressions with
different intensions but equal extension are “5a8 417 x 3", or “equilateral triangle” and
“equiangular triangle”.

In certain contexts, extensional equality is sugfit to apply the so-callegrinciple of
substitutivity according to which equals can be substituteddmalks in any statement without
modifying the truth-value of the statement. Corgexhere substitution of equals requires only
extensional equality are calledtensional context€lassical logic, mathematics and standard
set theory, that is, Zermelo-Fraenkel set theory,tgpical instances of extensional contexts.
Contexts in which intension also matters, and inctvlextensional equality alone does not
warrant the principle of substitutivity, are calledensional contextsTypical examples of in-
tensional contexts are statements involving vefbgrapositional attitude such as “believes”,
“wants”, “knows”. For instance, even if Ann knowsat the morning star is Venus, she may
not know that the evening star is also Venus. B/@ob knows that the triangle in front of
him is equilateral he may not know that it is aésmiangular.

One could think that the failure of the substitityivprinciple in these two examples is
due to the fact that the extensional equality antbegexpressions involved is only accidental,
that is, non necessary: equilateral and equianguargles coincide in Euclidean geometry but
may differ in some non-Euclidean system. Similatthg evening star and the morning star are
the same in the actual astronomical universe, lay loe different in another possible universe.
In effect, the principle of substitutivity can faven when extensional equality is necessary,
that is, holds in every imaginable universe. Fatance, even if it is always the case thak17
3 =51, Carl may know that 2¥¢ 3 is not prime but not know that 51 is not prirhegical sys-
tems developed for intensional contexts are catieehsional logicsEven if a number of in-
tensional logics have been proposed in the laste®@s, none of them has gained general ac-

ceptance?®

'® The main systems of intensional logic are thosgesed by Carnap (1947); Church (1951); MontagQéQL
1970); Gallin (1975); Zalta (1988).
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Going back to the state-space model, here we ddéintbtinguistic expressions but sub-
sets of Q called events. However, we have seen that eveatsypically interpreted as set-
theoretic images of linguistic expressions like rains”, “v is not greater than 3”, or “Bob
knows thatv is not greater than 4”. According to this intetat®mn, the extension of an event
is the set of states d® constituting the event, whereas its intensiordentified with the in-
tension of the linguistic expression representethlyevent, e.g., the intension of “it rains”.

Now, the problem with Substitutivity as a propeofythe knowledge operatdf is that
it says that extensional equalitf € F) is sufficient to apply the substitutivity prinégpand

deduce thatK (E) = K(F :)if Ann knows that the morning star is Venus, smast also know
that the evening star is Venus. This means thttdrstate-space model, the contexts involving
knowledge are purely extensional, and that theaipeiK misses the intensional dimension
that both philosophy and commonsense recognizetuabknowledge.

In particular, in contexts involving interactive dwledge the extensional nature Kf
has an even more striking consequence: it entaalsan agent may know what an other agent
knows, even if the former has no clue about the iméyrmation is imparted to the latter. In

fact, if a generic evenE and eventK, (F) concerning agent’s knowledge are extensionally
equal, Substitutivity applies with no need of amdial assumptions, so that if agenptknows

E she also knows that agenknows F . We will see this happening in the Ann-Bob puzzle.

Note that Substitutivity draws from the axioms d@rielo-Fraenkel set theory and the
circumstance thak operates on sets, rather than from the specific #ais defined in the
state-space model, that is, HSE) :{a)DQ: P(w) O E}. In fact, as far aK has sets as its
domain, and seE is equal to sef , it must be thatk (E) = K(F ,)and this independently of
the proposed definition oK .}” Therefore, Substitutivity turns out to be a fun@amal prop-
erty of any set-theoretic knowledge operator, ibata property that cannot be removed by
modifications of the standar® . This also means that any set-theoretic knowlemjggrator
tacitly endows the agent with epistemic capabditieat appear problematic in the economic
and philosophical interpretations of the state-spaodel.

5.2 Monotonicity
Monotonicity states that, if everlE is a subset of everft , when an agent knowB she also

knows F . Formally:

7 Notice that Substitutivity is also independentiué two properties of that make the state-space partitional
and were mentioned in note 11.
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Monotonicity: if E O F , thenK (E) O K(F )*®

Clearly, when Monotonicity holds, so does Substittyt. Monotonicity is usually interpreted
as stating that the agent knows the implicationstudt she knows. This means that if the agent
knows the axioms of a mathematical system, shelalsws all the theorems that are valid in
the system, and this appears at odds with ordimamtions about knowledge and the logical
abilities of human beings. Here a slightly differarterpretation of Monotonicity is suggested,
which proves helpful in clarifying the counterirtiue behavior of interactive and common
knowledge in the state-space model.

According to the usual interpretation, Monotonicsgems to deal with the deductive ca-
pacities of the agent, so that it enters the soemgwhen the agent knows something and re-
mains silent otherwise. If the agent does not ktlmsvaxioms of the system, Monotonicity has
nothing to say about what theorems she knows. Hewéwonotonicity is much more perva-

sive. In fact, at any stat®@ the agent knows and cannot avoid knowing the e, that is,

the event collecting all the states she regardpoasible ate.. By Monotonicity, she also
knows and cannot avoid knowing all the events theatude P(« ), i.e., all the events that are
supersets oP(« .)Therefore, Monotonicity enters the scene at anyand implies that there

is always a number of events that the agent knawlscannot avoid knowing, nameR(a« )
and its supersets. In a senseaatP(«) and its supersets make themselves manifest to the
agent.

In the economic literature, this epiphanic chanaoteK has been noticed (and exploited
for a number of results) with reference to a patéc class of events calleslf-evident events
or truisms*® An eventE is said to be self-evident if, for evesyJ E, P(«.) O E . Therefore, if
E is a self-evident event and[JE, then it is also the case that 1K (E , i)e. EOK(E). In
words, whenever a self-evident event occurs thatdgews and cannot avoid knowing it. The
interpretation of Monotonicity proposed here hights that the epiphanic character Kf is
not restricted to self-evident events, since in arafe & there is a number of events that are
immediately and necessarily known by the agent,ehaiR(«) and its supersets.

Note that among the events that make themselvedesato the agent, there may also
be events concerning the knowledge of other ag8imise Monotonicity implies Substitutivity,

'® To see why Monotonicity holds whei(E) ={w0Q: P(w) O § , note that ifwOK(E) then P(w) O E. If
EO F, itis also the case th&(w) O F, and hencew K (F). Notice that Monotonicity, like Substitutivity,

does not depend on the two propertiesPothat make the state-space partitional and werdiomad in note
11.
19 See e.g. Milgrom (1981), Geanakoplos (1992, 1894 Binmore and Brandenburger (1989).
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under Monotonicity, the epistemic capabilities lbé tagent already entailed by Substitutivity
cannot become weaker. In effect, under Monotonitigse capabilities become even stronger:

agent j will know that ageni knows eventF not only whenK, (E) and E = K. (F), but also
wheneverE [0 K (F).

From a philosophical viewpoint it can be argued tteatain events related to sensations
(e.g. “I see this object as white”) or thoughtgy(¢he Cartesian “I am thinking” or the analyti-
cal truth “A is A”) are immediately and necessaklyown, and that any knowledge ultimately
relies on this kind of event. However, in most s&akld circumstances knowledge refers to
states of affairs that do not make themselves raahiénd this certainly holds for mental states
of other individuals. Therefore, even in the intetption proposed here Monotonicity appears
an unrealistic property oK . Moreover, to Monotonicity apply all criticisms tfe extensional
nature of K discussed in relation to Substitutivity. It can d&eded that Dekel, Lipman and
Rustichini (1998) have also shown that Monotonigtyncompatible with our intuitions about
a feature of actual knowledge that is relevanteimnomic analysis, namely that an agent may
be unaware of some possible events.

Unlike Substitutivity, however, Monotonicity can keasily ruled out by slightly modify-
ing the standard definition of the knowledge oparal . Consider for instance a mapping

X:Q - 2%, that associates to each statea collection of subsets d@. X may be inter-
preted as a “comprehension correspondence” thatciasss to eachw the events that the

agent is able to figure out inw. K(E) may then be defined as follows:
K(E) ={w0Q:P(w) 0 E& EO X&)}, whereby P(«) is the customary possibility corre-

spondencé’ The interpretation of this modified knowledge agier is that knowing an event
requires not only that the event occurs in eveayesthe agent regards as possible, but also that

the agent can figure out the event at issue. Fiamte, if atcy Bob is not able to figure out
the meaning of “odd number”, although in all statesregards as possible @t the value of
the die is odd, Bob does not know that it is. $30QE{w,w;,w;} is the event ¥ is an odd

number”, OO X;(«}), so that @ OK,(O), although P;(e«y) O O. Whereas Substitutivity
holds also for this modified knowledge operator,ndtmnicity does notE [J F and K(E) no
longer imply K(F), since it may be thaE [J X(w) but F [ X(w).

6 INTERACTIVE KNOWLEDGE

Let us now return to the Ann-Bob puzzle: is anyiadidal assumption about Ann’s knowledge

2 This definition of K is largely inspired by Fagin, Halpern, Moses amaid (1995, Chapter 9).
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of Bob’s informational structure necessary for Aarknow that Bob knows that< ,4.e., the

event K;(T), at ¢y ? The intuitive answer was “Yes”: even if af Ann knowsS, i.e., that
v< 3, andK;(T) =S, if Ann does not have any clue about the way mi&tion is imparted to
Bob, she is not aware th&;(T) =S, so that she cannot go from knowir® to knowing

Kg(T).

The analysis of Substitutivity put forward in Secti5.1 makes clear that this answer is
erroneous. The error derives from interpretingdperatorK on the basis of the commonsen-
sical and philosophical understanding of knowledmording to which intension matters. In
fact, for both commonsense and philosophy eve8 iand K;(T) are extensionally equal,
their intensional difference ¢'< "3is intensionally different from “Bob knows that< "%
does not allow Ann to jump fronK ,(S) to K,(K;(T)). However,K is not an exact copy of
actual knowledge, and in particuld obliterates the intensional dimension of knowledge
Therefore, the extensional equality 8fand K;(T) is indeed sufficient to apply Substitutivity
and go fromK,(S) to K,(Kz(T)), and this without any additional assumption aboh’s
knowledge of Bob’s informational structure.

To this line of reasoning one may object that tma/ob puzzle and its solution refer to
a particular case, namely the one whirgT) = S and Substitutivity applies. In effect, in gen-
eral Substitutivity does not suffice, and the sggamMonotonicity is needed. For instance, con-
sider evenV “v#5” that occurs at all states except: V ={w},w,w, @, @} . It is easy to
show thatK, (V) ={a,w,w, @}, so thatK, ¥ ¥ S and Substitutivity is ruled out. This

situation is represented in Figure 3 below:

slcke apy©

_________________________

Here at g Bob knows thatv# 5 Moreover, sinceP,(a)={w,w} 0{w,w, w,w =
Kz (V), at g Ann knows that Bob knows thatz : 3y OK,(K;(V)). Does this require any

additional assumption about Ann’s knowledge of wegy information is imparted to Bob? If
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we think of the interpretation of Monotonicity swegged in Section 5.2, we see that this is not
the case. In effect, since,(w) U K;(V), at ¢j the fact that Bob knows thatz Bakes it-
self manifest to Ann: Ann knows and cannot avoidwimg that Bob knows that# ,5and
again this happens without any additional assumpimout Ann’s knowledge of Bob’s infor-
mational structure.

All this holds not only for evenY¥ , or the Ann-Bob pair: for any two ageritand j, if
at w i knows eventE, i.e. wOK;(E), and in all stateg regards as possible at it happens
thati knows E, i.e., P (w) UK/ (E), then j knows thati knows E: wlK;,(K;(E)). This
does not require any additional assumption abjpst knowledge of the way information is
imparted toi, since by Monotonicity evenk, (E) makes itself manifest tq . This clarifies

the counterintuitive behavior of interactive knodde in the state-space model.

7 COMMON KNOWLEDGE

As stated in the Introduction, an event is saidb@éocommon knowledge among a group of
agents if all know it, all know that all know ithé so onad infinitum Within the state-space
model, an evenk is said to be common knowledge between Ann andiBdbe state of the
world « — this is written asvJCK ,;(E) — if at w Ann knowsE in the sense of the operator
K, Bob knowsE in the sense oK, Ann knows that Bob knowEk in the sense oK, and so
on. Formally, wOCK,;(E) if « belongs to every set of the infinite sequen€g(E),
Ke(E), Ka(Kg(E)), Kg(KA(E)), Ka(Kg(KL(E))), Kg(KA(Kg(E)),...

If we look at this definition of common knowledgéthvthe previous discussion in mind,
it is natural to ask whether any additional assuonpabout common knowledge of their in-
formational structures is required to state thane\E is common knowledge between Ann
and Bob. As in the case of interactive knowledbe,dnswer is in the negative. More specifi-
cally, sometimes it suffices to bring into play Stitutivity, whereas in general Monotonicity
IS needed.

To see that sometimes Substitutivity suffices, amrsthe evenW “v=6", which oc-

curs only atay: W ={w}. At a, both Ann and Bob knowV, since P,(«) = P,(cw,) =
{aw} OW. Note thate, is also the only state where Ann and Bob knttyso that the events

“v=6", “Ann knows thatv= 6, and “Bob knows thatv= 6 have the same extension:
K,(W) =K;(W) =W . Hence Substitutivity applies, so that Ann and Belch level 1 of in-

teractive knowledge: atw, Ann (Bob) knows that Bob (Ann) knows that= : 6

a, UK, (K (W)) and w, 0K, (K ,(W)). As explained in Section 6, this step does noblves
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any additional assumption about the knowledge @dayer has about the informational struc-
ture of the other.
In effect, sinceK; W ¥ W, the set where Ann knows that Bob knows that , i

againW, and the same holds for BoK, K{ W ( 9K, K[ W( 9W. Hence, Substitutivity
applies again, and level 2 of interactive knowledgeeached: aty, Ann (Bob) knows that
Bob (Ann) knows that she (he) knows that= : 6w UK,(K (KA, ((W)) and
ay DK (K A(K((W))). This step involves no additional assumptions abevel 1 of interac-

tive knowledge of the agents’ informational struetu

In effect, it is easy to see that for eadf{A B} and j#i, we have that

K; (K (K K (W) MI=W, so that by Substitutivitya, OK;(K; (K K (W), which
means that aty, it is common knowledge among Ann and Bob that . Aain, no step up
this infinite staircase of interactive knowledge Wt involves additional assumptions about
lower levels of interactive knowledge of the wafommation is imparted to the agents. We can
interpret this result in the sense that Substiiiytimakes the entire hierarchy of “I know that
you know that | know... that = ’Btransparent for both Ann and Bob.

More generally, if at statev eventE is common knowledge between agerdand agent

], by the very definition of common knowledd®(«w) belongs to the infinite sequende,
K;(E), K;(K(E)), K;(K(K;(E))),... Therefore, by Monotonicity, agentknows and can-
not avoid knowing all the events in the sequence.alsenseE, K,(E), K,;(K/(E)),
K;(Ki(K;(E))),... make themselves manifest ta Similarly, E, K (E), K(K;(E)),
Ki (K; (K (E))) ,... make themselves manifest jo Hence, to state thd is common knowl-

edge betweem and j, no additional assumption about common knowledgieir informa-

tional structure is required.

8 CONCLUSION

This paper shows that, contrary to intuitive intetptions, in the state-space model interactive
and common knowledge of an event do not entailtexidil assumptions about the knowledge
agents have about the way information is imparneathers. This result is obtained by bringing
into play Substitutivity, and sometimes the stranigenotonicity, and holds for both canonical
and non-canonical state spaces, as well as fatipaal and non-partitional ones. When Sub-
stitutivity alone is involved, the result is robesten to modifications in the standard definition
of K, since any set-theoretic knowledge operator sagiSubstitutivity.

The result is counterintuitive because neither comsense nor philosophy regards Sub-
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stitutivity and Monotonicity as plausible propestief actual knowledge. The original insight of
the present contribution is in fact a methodologdiatinction between knowledge as under-
stood by philosophy and commonsense on the one, l@antdknowledge as modeled in the
state-space formalism through the operdtoon the other. When we keep in mind this meth-
odological distinction, the counterintuitive behaviof interactive knowledge and common
knowledge in the state-space model becomes intdéig

This conclusion leaves us with the question abloeitrélevance of the state-space model
of knowledge: if the model necessarily endows tengs with implausible epistemic capabili-
ties like those implied by Substitutivity and Moapicity, to what extent is it useful for study-
ing interactions among real agents? Or, to pustme question in more fashionable terms: if
“an interpretation is a mapping which links a fotrtteeory with everyday language” (Rubin-
stein, 1991, p. 909), what interpretations of ttadesspace model of knowledge are interesting
and/or useful for economists and philosophers?oiigin the answer to this question is beyond
the scope of the current paper, the analysis preddrere shows the need for generalizations of
the standard state-space model that could acconteodare realistic formal treatments of
knowledge. In effect, a number of such generatizatihave already been proposed, especially
in order to overcome the circumstance that thedst@hstate-space model precludes unaware-
ness’' The task of examining what happens to Substitytiand Monotonicity in these gener-
alizations of the standard state-space will befteftuture research.

2l See, among others, Modica and Rustichini (199@)pétn (2001); Heifetz, Meier and Schipper (2008);
(2006); Galanis (2007).
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