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Abstract

The objective of this thesis is to investigate the risk fastabilities due to SubSynchronous
Resonances (SSR) conditions in large wind farms connectegrigsscompensated transmis-
sion lines. In particular, the focus is on Doubly-Fed InductGenerator (DFIG) based wind
farms. Analytical models of the system under investigatiom derived in order to understand
the root causes that can lead to instabilities. A frequeregeddent approach, based on the
Nyquist criterion, has been applied in order to investighgerisk for SSR in DFIG based wind
turbines. Through this approach, it is shown that the olexephenomenon is mainly due to an
energy exchange between the power converter of the turbici¢hee series compensated grid.
This phenomenon, here referred to as SubSynchronous dentrakraction (SSCI), is driven
by the control system of the turbine, which presents a n@sipa behavior in the subsynchro-
nous frequency range. The different factors that impactrtdgpency characteristic of the wind
turbine, thereby making the system prone to SSCI interachiave been investigated. Through
this analysis, it is shown that in a DFIG wind turbine, thereut controller in the rotor-side
converter plays a major role and that the risk for SSR ina@®agen increasing its closed-loop
bandwidth. In addition, it is shown that the output powereayated from the wind turbine has
an impact on the frequency characteristic of the turbine.

Time-domain studies are performed on an aggregated wibtheamodel connected to a series-
compensated transmission line with the objective of vergythe analytical results obtained
through frequency-domain analysis. Based on the theolretnedysis, mitigation strategies are
proposed in order to shape the impedance behavior of thetwhohe in the incident of SSCI.
The effectiveness of the proposed mitigation strategie®@aluated both theoretically through
frequency domain analysis and using detailed time-domaialations.

Index Terms: Wind power, Doubly-Fed Induction Generator (DFIG), Sub&yonous
Resonance (SSR), SubSynchronous Controller Interaction §Si&@uction Generator Effect
(IGE), impedance-based analysis, passivity.
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Chapter 1

Introduction

1.1 Background and motivation

During the past 50 years, fixed series compensation has beeeassfully applied at the trans-
mission level to improve the active power transfer and atstlime time increase the power
system’s stability margin. Although various types of ser@®mpensation schemes based on
power electronics have been proposed and adopted in acstallations, the use of fixed capac-
itor banks still remains the preferred choice, thanks tsiitplicity and economic advantages.
However, it has been reported that the presence of a sepasitar in the vicinity of a genera-
tion station presents the risk of poorly-damped oscillabelow the system’s rated frequency:
a phenomenon know as SubSynchronous Resonance (SSR) [1]s@SRdonant condition
where the generator system exchanges energy with the dorqetectrical system below the
subsynchronous frequency. SSR is not a new phenomenon arlsteka mainly observed in
steam turbine and nuclear based generator system [2].

Up until 2009, it was generally believed that installatidrfised series compensation did not
present any risk of SSR in case of large wind farms directiyneated to the transmission grid.
However, an eye opening scenario occurred in south Texastewdn wind farm experienced
severe oscillations in the subsynchronous frequency rasgeresult of radial connection to a
transmission line that was on series compensation [3] [4hdost of the wind turbines based
on induction generators and power electronic devices (DFil@l turbines), the phenomenon
was initially attributed to self-excitation due to Indwarti Generator Effect (IGE) [5] [6]. Sub-
sequent analysis has shown that the main cause of the iterdad to be attributed to the
interaction between the controller of the wind turbine caters and the transmission line. In
a DFIG wind turbine, the slip is controlled through the resade converter. Under specific
circumstances, dictated by the operating conditions alettesl control parameters, the con-
verter’s control system can contribute to uncontrolledrgpexchange between the generating
system and the connecting grid. Therefore, investigatitmthe root causes of this phenomenon
becomes crucial in understanding the mechanism that cdrtdaastability and thereby being
able to propose effective mitigation methods.

Intensive research has been conducted in this field, tryragsess the potential risk of SSR



Chapter 1. Introduction

in DFIG-based wind farms when connected to fixed-series emsgtion. Some of these works
evaluate the frequency response based on the transfarefiumatrix of the system [7] [8].
In [8], a pole-zero mapping for the total radial system isduse evaluate the impact of dif-
ferent parameters such as controller gain and compensatieh Eigenvalue analysis of a
DFIG based wind farm connected to series compensated tisgsiemline can also be found
in [9] [10] [11] [12]. However, in all these works the aggrégea wind farm and the series com-
pensated transmission line are represented with a higtr-trebarized state-space model. The
disadvantage with this approach is that it can be bulky, @agthire system must be modeled as
a single state-space representation, leading to the difficuproperly assess the impact of the
different parameters on the system stability. Furthermibiee entire mathematical model must
be rebuild in case of variations in the investigated sys#nother approach is the impedance-
based Nyquist stability analysis, presented_in [13] [14dwdver, in all these works only the
impact of the inner current controller, level of series cemgation and wind speed are consid-
ered, while all outer control loops are neglected in thesisl

1.2 Aim of the thesis and main contribution

The aim of this thesis is to understand the root cause of tleeaiction due to SSR in wind
turbines when connected to a series-compensated tramsmiis®e. The final goal is to better
understand the SSR phenomenon in wind turbines and therelaple to propose effective
countermeasures. To the knowledge of the author, the maitmilootion of this thesis can be
summarized as follows:

1. A detailed linearized mathematical model for the DFIG dvinrbines connected to a
series compensated transmission line has been deriveceafidd/through time-domain
simulations. The derived individual subsystem are usedetfopm frequency domain
analysis to identify their behavior in the subsynchronaagdiency range.

2. An impedance approach based on the Nyquist criterion &as proposed to identify the
risk of SSCI in DFIG based wind farms when connected to a senegpensated trans-
mission line. Individual subsystems constituting the DF&é@n and series compensated
transmission line have been evaluated from a frequencyadoimpedance approach un-
der a variety of operating conditions and for different eystcontroller parameters. The
different factors that contribute to the risk of SSCI haverbiglentified.

3. Two types of mitigation approaches have been developddralyzed. The first approach
involves impedance shaping through the variation of cdietrgparameter whereas the
second approach involves enhancement of system dampimggththe implementation
of a damping controller in the rotor-side converter cur@titroller loop.



1.3. Structure of the thesis
1.3 Structure of the thesis

The thesis is organized into seven chapters. Chapter 1 psaberbackground, motivation and
major contribution of the thesis. Chapiér 2 of this thesiggan overview of the various types of
SSR and analysis methods employed to evaluate the risk ob8®mn classical generator units,
like a steam-turbine, and in a wind turbine. An introductionhe different components and the
controller of the DFIG wind turbine is presented in Chaptein3haptef#, the mathematical
representation for the DFIG turbine and the series-congiedgransmission line is derived.
The derived mathematical model is then verified againstiasfitching DFIG model simulated
in PSCAD. Based on the results obtained from the derived mdd€hapter 4, frequency-
domain stability analysis is performed in Chapter 5. In tihigater, analytical conclusion based
on frequency-domain analysis is performed to evaluate dadtify system parameters and
operating conditions that affect both the DFIG and transioisgrid behavior. An impedance-
based Nyquist criterion that employes the DFIG turbine idgmee and the transmission grid
admittance is introduced and utilized. Time-domain sirmoafaperformed in PSCAD/EMTDC
is then used to verify the obtained analytical conclusi@tsaptei 6 deals with the utilization
of the DFIG controller to mitigate SSCI. Two mitigation appobes have been proposed. Both
analytical and time-domain simulation are used to assessripact of these techniques on the
overall investigated system as well as on the aggregate® Diddel. Chapter]7 presents the
conclusion and the future work.
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Chapter 2

Subsynchronous Resonance in Power
Systems

2.1 Introduction

Reinforcement of existing transmission lines to host the groirnom generator units is often
needed[15]. With fast growth of renewable energy sourdeswind, solar, e.t.c, several chal-
lenges appear when dealing with the integration of the predypower into existing transmis-
sion system [16] [17]. Furthermore in many cases there nfighhe need for an upgrade of the
transmission system in order to host the generated povtkerdiy constructing new AC/DC
system or by enhancing the transmission capacity of egidt@nsmission line. Among the
possible solutions, fixed series compensation is an ecaabswlution to enhance the power
transmission capabilities in existing grids [15]. Howesaries compensation is know to cause
a risk for Subsynchronous Resonance (SSR) [17] [18] [19].

The first SSR incident was observed in Mohave project in sbigvada in 1970 [20]. A 750
MVA cross-compound turbine generator unit experiencedt sttanages due to a ground fault
that caused a 500 kV parallel transmission line to be switat@. This caused the turbine
generator to be radially connected to a bus through a traassoni line that was on series com-
pensation[[2]. Following the first incident in 1970 and a $&mbccurrence one year later, an
IEEE working group was to investigate the cause of the darfidg&he Mohave incident was
an eye opener to the problem of SSR, but further investigatimsidering other turbine gen-
eration projects gave a reflection on how complex the proldeambe [[2]. An example is the
Navajo project, which consisted of three tendem-compourigrie generator with a generation
capacity of 750 MW and a 2900 km/500 kV transmission line ][ With the exception of
short tie lines, all transmission lines were on series corsagon. The initial analysis showed
that the Navajo project would have faced a severe SSR prol#ter a series of analysis [21],
the project continued with the same level of series compEmshut with additional counter-
measures to reduce the risk of SSR [2].

The likelihood of SSR in renewable generator units, sucla@elwind farms, was not consid-
ered up until 2009. In 2009, an incident in southern Texasiwed, where the Gorilla-Zorilla
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wind farm became radially connected to a series-compeths@esmission line due to a fault
on a parallel line[[3][[22]. As most of the wind turbines areséd on induction generator with
power electronic devices, the phenomenon is in gener@batind to self-excitation of the sys-
tem due IGE or control system interaction [23][19][24].

In this chapter, a general introduction of the problem of S8Rower system together with
the classification of the different types of SSR will be giv&he analysis method to asses the
risk of SSR will be presented in Sectibn2.3 with more detailse including in the chapters to
follow. In Sectior 2.4, SSR in classical generator unit idradsed while Sectidn 2.5 will cover
SSR in wind generation units.

2.2 SSR definition and classification

In accordance with the definition of IEEE, subsynchronosemance (SSR) ian electrical
power system condition where the electrical network exchaagesyy with turbine genera-
tor at one or more of the natural frequencies of the combingedesn below the synchronous
frequency of the system following a disturbance from an dxgjiwim point[1].

There exist three types of classical SSR, namely: Inductiene@ator Effect (IGE), Torsional
Interaction (TI), and Torque Amplification (TA). Based on tirae required for the oscillation
to build up, these can be further classified into groups:dstasgate and transient SSR. The
steady-state SSR comprises of IGE and TI. Since this kindS&® §pically build up slowly,
they might be considered as small signal conditions (at ledéslly) and can be analyzed
using linear model representation. The transient SSRdeslTA, which is an SSR that occurs
following a large system disturbance such as system faihis.is therefore a fast phenomenon
that can reach dangerous level with in a short period of time.

Induction Generator Effect (IGE) : IGE is a pure electrical phenomenon caused by self exci-
tation of the electrical system. The subsynchronous ctthan flows in the armature of the ge-
nerator creates a Magnetic Motive Force (MMF) that rotaleser than the generator's MMF.
This causes the synchronous generator to act as an indgerrator in the subsynchronous
frequency range. As a result, the resistance of the rotoremged from the terminal of the ge-
nerator, at subsynchronous current, is negative [25] [26)e magnitude of the negative rotor
resistance of the generator exceeds the sum of the armaidirgeivork resistance around the
natural frequency of the network, the system presents amalbnegative resistance against the
subsynchronous current. This results in a self-excitdtiahleads to a growing subsynchronous
current. IGE is a pure electrical phenomenon that does mohia the mechanical system of the
generator unit.

Torsional Interaction (TI) . Tl is a electro-mechanical phenomenon that results in anggn
exchange between the electrical system and the mechahaftb$the generator unit. Tl occurs
when the electrical torque setup by the subsynchronougmucomponent is electrical close
to the natural frequency of the generator shaft. When thipérpthe rotor starts to oscillate
around the rated speed with a frequency equal to the petiombiaequency,fper. Besides its
fundamental component, the induced terminal voltage vallcbnstituted by two additional
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frequency components, a subsynchrondys ;) and a supersynchronous componefys-(
foer) [27]. If the generated torque components exceeds theenhewerall damping torque of
the system, excitation occurs. During the planning stageddes compensation, the resonance
frequency for the system is chosen so that it lies in the sutbspnous frequency range. For a
loss-less line, this resonance frequency can be calcudatE2b]:

%
=1/ Te = @/ (2.1)

wherews is the base frequency in rad/sec whleandX, are the equivalent per-unit (pu) induc-
tive and capacitive reactance, respectively. On the otdued hithe natural frequencies (normally
refereed to as oscillation modes) of the mechanical systemaya lies in the subsynchronous
range. For an SSR to occur, the natural frequency of the gemweshaft system must coincide or
is in the vicinity of the complementary frequency and at thme time the total damping of the
system around this frequency is zero or negative. Meanitigeife exist a condition where the
frequencies coincides and the total damping of the systeéhatfrequency is zero or negative,
any exchange of energy will not die out but instead is susthr growing through time. TI
interaction manifests itself in generator units where tleztia of the turbine is in the same or-
der of magnitude as the inertia of the generator (rotorh siscthermal power plants or nuclear
power plants([28]. In a hydro generator station where theimef the generator is higher than
the turbine inertia, any oscillation that are triggeredha turbine unit does not get reflected on
to the rotor, which breaks the cycle and as a result minirgitie interaction that could possibly
occur with the grid resonance.

Torque Amplification (TA) . TA also known as Transient Torque is a phenomenon that sccur
when the electrical resonance presented by the electyistdrs is close to one or more natural
torsional frequencies of the mechanical system, followandjsturbance from an equilibrium
point. Following a disturbance, a high current level thatieto oscillate at the system’s natural
frequency {,), flows in the network. This charges up the capacitor whickumn discharges
through the network into the generator. The resulting higfue is reflected on the mechanical
system. If the complement of electrical natural frequesasiose to one/more natural torsional
frequency of the mechanical system, with the total dampingue begin negative or zero re-
sulting in a growing/sustained oscillation. Unlike IGE aridthe growing rate of TA is high and
oscillating shaft torque can reach damaging level withimalsamount of timel[2]. In addition,
as the non-linearity of the system comes into play, analysisg conventional linearized model
will not feasible. As a result, analysis for TA must be penfied using time-domain simulation
program like EMTDC/PSCAD where the system non-linearity i vepresented.

2.3 SSR analysis and investigation methods

Through the years different analytical tools have beenldeeel to identify and analyze the risk
for SSR. The most commonly used are the Frequency Scanningof¢ESM), Eigenvalue

analysis and EMTP analysis. Eigenvalue analysis and FSMrayeapplicable for assessing
the risk for steady-state SSR. On the other hand, EMTP, wilakéstinto consideration the
non-linear property of the different components involviedjsed for assessing the risk for TA.

7
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2.3.1 Frequency Scanning Method

FSM is a technique widely used to preliminary asses the fiS&R in a system [25]. The prin-
ciple is to compute the frequency-dependent equivaleitteaxe and reactance of the network,
as seen from behind the generator’s stator. If there existscaurrence where the inductance
goes to zero and the resistance is negative for the samesfregua sustained oscillation per-
sists at that frequency as a result of IGE. The advantagetingimethod is that it gives a quick
check for the risk of instability due to SSR [28]. FSM is alspaaverful tool to asses the risk of
TI [25]. If there exists a network series resonance or a eg@et minimum close to one of the
shaft natural frequencies, it is an indication that therghtbe a risk for Tl, although this needs
to be verified with other analytical approaches. Dampingueranalysis, which is an analytical
method involving the computation of the damping torque @né=d by the electrical system (i.e.
generator and network) and the mechanical system, is arapipeoach used to analyze Tl (as
mentioned in section 2.4).

2.3.2 Eigenvalue analysis

Eigenvalue analysis requires the entire system to be defirtedns of linear differential equa-
tion. Based on the equations, the state space form is obtaindtk entire system as:

X=Ax+Bu (2.2)
the eigenvalues can be obtained as a solution of the matixtienq below
detAl —A]=0 (2.3)

Eigenvalue analysis has an advantage over FSM as it proviftemation about the oscillatory
frequencies as well as the damping for these frequenciesddinside with eigenvalue analysis
is that it can be bulky, especially for large system, as alsistate-space model of the entire
system is needed to perform the analysis.

2.3.3 Time domain simulations

PSCAD/EMTDC is a program used for numerical computation stey differential equation

in time domain. The benefit it provides is that we are able t@doll nonlinear modeling of

the system machine and other devices. Another importastiadhat TA can only be analyzed
using EMTP approach since the non linearity of the systemesoimto play when studying
this phenomenon. In this report, we also use PSCAD/EMTDCyaisalo verify the conclusion

reached using analytical or frequency based methods.

2.3.4 Input admittance approach

Various application have employed the concept of input #dmie to evaluate the stability of
a system and possible interaction that may exist, as in [29] [14] [31] to mention a few.

8



2.4. SSR in classical generator units

Although, the mentioned works differ a bit in their analyajgproach, they all share a core
theory relating to the passivity of the system for a rangeexdiencies. It is stated in [32] that a
Single Input Single Output (SISO) systeR($)), represented with a transfer functi@gs)and
a feedbacld(s) (see Figl 2.11), is passive if and only if the closed-loopgfanfunction satisfies
2.4),

Re[F (jw)] > 0,Yw >0 (2.4)

whereF (jw) is the closed-loop transfer function. Meaning, for a systeith a positive real
part in a specific range of frequencies, if subjected to aillason within the same range, is
immune to instability if it is able to dissipate the energ®][ZThis holds provided that we are
looking at the closed-loop system. In addition, the inpundthnce in corresponds with the
passivity can also be used to evaluate the stability of didsep systemk(s), by observing the
individual transfer function&(s)andH(s) [32]. For the interested reader, further details can be
found in [32] [33] [34].

u(s) G(s) y(s) -

H(s)

Fig. 2.1 Block diagram of a SISO system with feedback

Another approach for evaluation of system stability usimguit admittance is by employing
the impedance or admittance transfer function in the samenaraas above but instead of
considering the closed-loop transfer function, we apgtme Nyquist criterion on the open-
loop transfer function [14]. This approach is further ds®ed in detail in chapter 5.

2.4 SSRin classical generator units

In 1970, The Mohave station located in southern Texas, expexd shaft damage when the
station became radially connected to a transmission lingeoles compensation. A similar in-
cident in 1971 occurred, which lead to the manual shut dowtheétation. Fid. 212, shows the
power system of the station at the time of the incident. Dua tault, the 500 kV transmis-
sion line was switched out by opening the circuit breakers Taused the Mohave station to
be radially connected to the Lugo bus through a transmigsgierthat was on series compensa-
tion. The phenomenon observed included excessive fielért@alarm for high vibration, field
ground and negative-sequence currents as well as flickegint in the control room, which
continued for two minutes. Post incident investigations/gtd that the shaft section in the high
pressure turbine experienced extreme heating as a resojiché torsional stress [2]. After
thorough investigation, it was understood that the indideiMohave was due to an interaction
and exchange of energy between the mechanical system afrtiied generator and the series
capacitor of the transmission line (what we refer today a$2]!
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Eldorado
4 modules (35%)
IHHH system
e
Lugo
4 modules (35%)
———{ I circuit breaker
system
-
I
4 modules (35%) Mohave

== @ Unit 1

HHHI——@H%—@ Unit 2
7

4 modules (35%)

Fig. 2.2 Single-line diagram of the power system around Mohave station.

Following the two incident that occurred in Mohave, an IEE&king group for subsynchro-
nous developed the IEEE first benchmark Model (IEEE FBM) aedE&EE Second Benchmark
Model (IEEE SBM) for use in computer program simulation andsdigoment to investigate the
risk of SSR. The IEEE FBM system consists of a synchronous g@rezonnected to an infi-
nite bus through a series compensated transmission ligeZFi shows the layout of the IEEE
FBM, while the detailed modeling and parameters can be foutlade Appendix B.

Let us consider a steam turbine generator system with a nuoflpgessure stages as shown
in Fig.[2.4. The parameters for the turbine model are takem fthe IEEE First Benchmark
Model (IEEE FBM) that can be found in the Appendix B. The mecbainsystem presents
five modes with characteristics frequencies 15.71 Hz, 2029, 25.547 Hz, 32.28 Hz, and
47.456 Hz. When a mode is excited, the generator rotor wilillage with a frequencyf,),
which is reflected on the generator voltage having both sulispnous componenty(— f,;,)
and supersynchronous componef ¢ f,,), wheref; is the system frequency (see Hig.]2.5).
The electrical torque in theq frame can be written as

To=1m [iaq (W) | = iata — 10t (2.5)

X i R, XL X, XSys
%% M1 I3 @
@ v b

infinite bus

Fig. 2.3 Single-line diagram of a synchronous generator connected itdimite bus through a series
compensated transmission line.

10



2.4. SSR in classical generator units

Dupp Dip.ipa Dipa-1pe Dipe-g Dg.ex
n| | | n| |
M| M| M| M| M|
HP P LPA LPg G EX
m 1 T — T M
J_ Kup.p J_ Kip.pa Kipa-pe J_ Kire- J_ G-EX J_

Dyp T Dy T DLpr_J|-_A DLPBL|J D¢ T Dex T

Fig. 2.4 six mass mechanical system representation of a turbine generdtion u

whereiyq is the armature current arlﬂdq is the stator flux. For small variation around an
operating point, the linearized equation are

ATe = iq0APqg + Yaoliq — idoAPq — Paolig (2.6)
450
1 4

400
E _ 05
» 3501 =)
% & () 4
E W)
— 300 >
a" 05

250 L N

200 ‘ ‘ : : : ; ‘ :

0 0.02 0.04 0.06 0.08 0.1 0 0.02 0.04 0.06 0.08 0.1
Time[sec] Time|[sec]

Fig. 2.5 Oscillation on rotor speedy() (left plot). Terminal voltage due to oscillation on rotor speed
(‘right plot)
Let us consider the transfer function frakay to ATe as shown in Fi§.2]6

o(9) = % s 2.7)

Mechanical System Equation, Gm
(shaft system equation )

AT,

Electrical System Equation, G. |
(Generator + network equation)

Fig. 2.6 Block diagram showing the interaction between mechanical andied¢system.

To get the frequency response of the system, the Laplacabkas in (2.7) is replaced with
jax wherewy is the frequency of interest. The frequency response capliiéngo its real and

11
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imaginary part as
Ge je) = ReGe(je)] + JIm [Ge (j)] = Moo (j) — ATseljd) (2.8

whereATpe andATse are referred to as electrical damping and synchronizatioque respec-
tively [28]. The same definition holds for the mechanical garg (ATpm) and synchronization
torque QATs;). The inherent damping torque of the electrical system uodesideration, which
includes the generator and the series compensated transmimse, can thus be obtained by
taking the real part of the transfer function from rotor sp&suwg) to electrical torqueXTe) as

Toe i) = Re| 25 (1) 29)
The extracted electrical damping torque according td (B.8epicted in right plot of Fid. 217.
Similarly the mechanical damping of the system is depicteithé left plot of the same figure.
SSR due to Tl can occur in a power system if the electricalnmasce of the system coincides or
is electrically close to one of the natural frequencies efdlenerator-turbine system provided
that the total damping of the system is zero or negative agithesl in [2.10). Observing the left
and the right plot of Fid. 217, the total damping torque cldted based o _(2.10) is negative for
the second mode (20.205 Hz), which indicates a high risk pif &h oscillation at this specific
frequency is triggered.

ATp (jwm) = ATpe (jom) +ATom(jwm) <0 (2.10)
x10™" 10
| ‘ ‘ ‘ ‘ ‘
07 OL
-1 A = -10}
=) 2
& 27 E —20}
P‘E j : z =30
< 54 —40
-6 -50}
71 -60 : . . . -
8 : : : : ‘ 0 10 20 30 40 50
0 10 20 30 40 50 frequency [Hz]

frequency [Hz]

Fig. 2.7 Mechanical damping torquleft plot) and Electrical damping torque for 38% series compensa-
tion(right plot).

For investigation of SSR due to IGE, it is necessary to evaltlze subsynchronous rotating
flux established by the subsynchronous current; in this tte@ssynchronous generator inherits
the behavior of an induction generator with a slip descrimgd

foup—
Seor = g (2.11)
sub

12



2.5. SSR in wind generator units

wherefg,, is the frequency of subsynchronous flux dpds the frequency of the rotor flux.
Accordingly, the equivalent rotor resistance can be dbeedras:

ub R
qu S (2.12)

As the speed of the subsynchronous component of the statas fess than the rotor flux vector
that rotates at synchronous speed, the slip becomes regfaitvin turn causes the equivalent
resistance to be negative. To asses the risk of IGE, the iampedof a synchronous generator
for subsynchronous frequencies is plotted in Eigl 2.8. Asiit be observed from the plot, due
to the fictitious slip resulting from the presence of the sulsironous current, the synchronous
generator behaves like an induction generator with a negettor resistance. As a result, the
impedance of the synchronous generator for the entire sghsynous frequency range be-
comes negative. The problem of IGE prevails if and only if thial resistance of the system,
as viewed from the rotor, becomes negative. That is, if the elithe generator’s resistance
and network resistance is negative. IGE can occur in allgygfegenerator units, including
hydro generator units. On the contrary, if we observe [Ei8, the negative resistance of the
synchronous generator can possibly exceed the resistative wetwork for higher frequency
range . For the system resonance to occur within this rahgdetel of series compensation
should be over 80% compensation. This level of compensatiozality does not exists due to
thermal issues [2].

-0.01

pu]

T -0.02 -

AR

-0.03

-0.04

0 10 20 30 40 50 60
frequency [Hz]

Fig. 2.8 Synchronous generator resistance for subsynchromugefrey range.

2.5 SSR in wind generator units

Renewable generator unit is a term given to an energy geoeratiit where the sources of
energy are available abundantly in addition to being réslésauch as: wind, hydro and solar
energy. To minimize the impact of our energy demand on thé&@mwent, actual trends are
favoring this kind of energy sources. But the shift is faciagious challenges. For instance, in
case of wind energy, large scale wind farms are locatedrestifghore or onshore, at a remote
locations, away from the load centers. One of the challeisgegdransport the energy produced.

13



Chapter 2. Subsynchronous Resonance in Power Systems

The focus of renewable energy source in this thesis is winddWurbines typically can be
divided in three types. These are the Fixed-Speed Indu@emerator (FSIG) wind turbine,
the Full-Power Converter (FPC) based wind turbine and the Deedd Induction Generator
(DFIG) wind turbine. In the sections to follow, the diffetdgpes of wind turbine together with
the associated risk for SSR will be discussed

2.5.1 SSRin fixed speed wind turbine

A FSIG wind turbine mainly consists of a Squirrel Cage InductiGenerator (SCIG) that is
directly connected to the grid through a transformer, asatieghin Fig.[2.9. A SCIG consists
of two windings, a stator winding and a rotor winding. The@tavinding provides excitation
and at the same time carries the generated armature curhentotor in SCIG is short circuited
and serves the purpose of carrying the induced current. A §té&ents several advantages
over other types of wind turbines, such as robustness, maeaiaimplicity and relatively low
price [35]. The major downside with this sort of machine,ngeinductive in nature, require
reactive magnetizing currerit [16]. As a result, to improwe power factor of the generated
power at the connection point, a shunt-connected capdmattk is added to the system.

[ Induction \
generator /

Transformer

L~

1

Capacitor banks

Fig. 2.9 Single-line diagram of a fixed-speed wind turbine.

If we observe the equivalent circuit diagram of an inductieachine, shown in Fig. 2.10, the
rotor resistance is negative when the induction machinpesaied as a generator. This is due to
the negative slip as also investigated in the previous@edixpressing the equations governing
the IG in the rotatinglg frame, the stator and rotor voltages in pu are expressed as:

(2.13)

whereRs andR; represent the pu stator and rotor resistances, respgctied termaw is the
slip angular frequency, which is equivalentdg — wy with «y representing the rotor angular
frequency. The ternmwg is the base angular frequency, which is equivalent to thersgmous
angular frequency here expressechasgu andL/J are the stator and rotor fluxes, respectively,
which are further expressed in terms of currents and reeetaas:
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2.5. SSR in wind generator units
: : X, © —o
L A AA Ty 1L g=2s r

A )

Fig. 2.10 Equivalent circuit of induction machine.

- . . X . -
%: %134’ Xﬁ? (is+iy) = ﬁf'.s"‘ %lr
(2.14)
ﬂr = %lr ‘l'% (is+ip) = %lr +%i_s

where the different terms in the equation above have the imgas in Fid.2.10. Breaking (2.1.3)

into components and replacing the currents with the fluxesgions of((2.14), the state-space
equation of the system can be derived as

X = AcXc +BgVs

2.15
Yo = CaXg (2.15)

where

V, i
V= sd ] 7 _ l _sd ]
[ Vsq Y Isq (2.16)
XG = [ Ysd WUsq Yd WYiq ]T

*Rs)[;rrwB s RSXSwB 0
Ws —Rs>[()rrwB 0 Rsxeran
AG=| RXnwn 0 R gy
D X D R X,
XsXer — X2,
D = 7S — Am
B

Xm

>
—Am

0 D
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Chapter 2. Subsynchronous Resonance in Power Systems

Taking the stator voltage as input and stator current asugutpe admittance matrix in thag
frame can be expressed as

isq(s) | | Yoqd(S) Yoqq(S) Vsq(S)

wheres represent the Laplace variable. Note that in a SCIG, the stainort circuited, there-
fore the rotor voltagew) is equal to zero. Being the admittance matrix symmetric pitese
admittance can be extracted from thepadmittance matrix as [36]:

{ isq(S) } B {YGdd(S) YGdq(S) } { Vsd(S) } (2.17)

Y6 (S) = Yedd(S) + [Yoqd(9) (2.18)
The phase impedance for the generator is obtained from @@ mittance as

1 1
" Yo(s)  Yodd(S)+ jYoqd(S)

Zg(9) (2.19)

Replacing the Laplace variabdavith jw for steady-state representation, the real and imaginary
part ofZg (jw) as a function of frequency can be plotted as shown inEigl Padameters used
can be found in Append[xIB, Table. B.5. The real part of the inapee is negative for the entire
subsynchronus range while the imaginary part of the gemenapedance is mainly positive,
due to the inductive nature of both the stator and rotor @sc@he fact that the resistance is
negative in the subsynchronous range only indicates pateisk for IGE. For IGE to exist, the
total resistance of the generator in combination with netvetould become zero or negative.
Comparing Fig[ 211 with Fid. 2.8, it can be observed that tfi¢tion generator presents
a tenth of order higher negative resistance as comparedtétsynchronous generator. This
increases the probability of the grid impedance begin Iatvan the generators impedance over
a wider frequency range, which indirectly increases theafdGE.

= L
2 0
3 02 b
S
& 04 !
0 10 20 30 40 50
=034
&
— 024
3
2
0 : : : :
0 10 20 30 40 50

frequency [Hz]

Fig. 2.11 Impedance of an induction generator in the synchronous freguange.

To Evaluate the total resistance of an induction generatseries with a series-compensated
transmission line, the transmission line model should bkided. For this a rotating reference
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2.5. SSR in wind generator units

frame that is fixed to the infinite bus is considered (see[ER), &vhich is represented with the
capital letterQ. The terminal voltageg andy,, in the DQ frame are expressed as

(DQ = (RL+ jX0)i g )+§B (DQ)+V(DQ)
(2.20)
Q) .
dd jwsv( Q) wangQ)
Fig. 2.12 Relation betweeaitg andDQ frame.
The state-space equation for the network then can be exprass
d VcD VCD ID
— | =A : Bn | - 2.21
dt{Vc,Q} N[VC,Q AN g @21
with
B 0 s | weXc 0
A“_[ —ws 0 } B“_{ 0 waC]
10
oo 1]
Expressing the terminal voltage in generatodg-reference frame
(d)
(do) _ o Xodis™ 5 700
W = (R XIS e (v +e?) (2.22)

whereds is as described in Fig.2.112. Since the term&dyare all constant an% :Sd } =CgXg,
sq
then the derivative of the current that appear$ in (2.22)eaexpressed as

S isq] = Ca¥o (2.23)
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Substituting [(2.283) intd(2.22) followed by mathematicamipulation to express the equation
in terms of matrices, the terminal voltage can be expressed a

Va=FolGloxe+ FloPlo{ Yu-+ | b, |} 224
with
- -1
Flo = |12~ 5 [Ccl B
(Glo = [21](Cal + 2= [Cal Aa (2.25)
Vo= [ Vs,d }
L Vsq

wherely, [Z| ] and[Y\] are

[Z]— R|_ —OL)SXL [ — 10
=1 wXL R 2710 1

wi=| g | -eu [V

Matrix [P]g accounts for the transformation matrix between the netweférence frame and
the generator reference frame and is expressed as

cosds —Sinds
Plg = { Sind,  COSAs 1, (2.26)

Now taking the terminal voltage expression[in (2.24) andstuiing it in the generator state-

space equationh_(Z.115) together with the network equaftigtilj2the combined state-space for
the generator and the transmission line can be express@gd]as [

X = AgXg + BgEp (2.27)

where

P {AG—I—BG [FIg[G] Bg[F|g[PlgICn]

° L BulPlsCe An (2.28)
Bs ~BalFlolPls | § |
The new state variableg; are
Xo=[ Wt Wsq Yia WYrq &p & (2.29)

18



2.5. SSR in wind generator units
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Fig. 2.13 Impedance of Induction generator radially connected to a sengsensated network. Resis-
tance in pu@pper plo), Reactance in pugwer plof), Xc = 0.35pu

The induction generator’s rotor speegh ) expressed in terms of the slig) (is considered
as input during linearization. Extracting the phase impeeafrom [2.17) to[(2.19), the total
impedance for the generator in series with a transmissi@ndin series compensation can be
obtained. Figl_2.13 shows the total impedance of a radiahection between an induction ge-
nerator and a transmission line with 35% series compemsdtrom the figure, we can observe
that the total resistance of the system is negative at tlomagse frequency, which is a clear in-
dication of risk for IGE. To summarize, fixed speed inducg@merator present a risk for IGE at
a realistic level of compensation. This is attributed torlegative resistance that the generator
presents towards the transmission network.

To evaluate the risk of torsional interaction, the eleefridamping torque for the electrical
system and the mechanical damping torque of the mecharysins is compared. The drive
train for the fixed-speed wind turbine is modeled using the tmass system shown in Fig. 2.14.
The set of equation that define the dynamics of the mechadhiva train is expressed as:

T

m

T T~
= 0= 0

D
H,D, ke H,,D,

N~

Fig. 2.14 Two mass representation for the mechanical system of an indgetienation unit.
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2H—— = Tm — Dt — Dig (a1 — wy) — Kig (& — Jg)
(2.30)

. =Wy
d
ZHQ—% = Te— Dgty — Dig (g — @) — Kig (&g — &)

The mechanical damping torque is then calculated usingrémesfer function from the rotor
speed to mechanical torque as:

Tom(s) = Re{ﬁ% (s)] (2.31)
Plotting the electrical damping torque against the mea@miamping torque as in Fig._2]15
shows that the mechanical mode for a wind turbine occurs atrylow frequency, i.e. in the
range 2-9 Hz. It is also known that when the various rotatioghgonents, like the gear box
and the blades for instance, are lumped into a two-mass modeliew is limited when it
comes to the different mechanical modes that might existf31], where a five-mass model
for the drive train is considered, the dominate frequeng@eaped at 2.5 Hz, i.e. still occurs at
low frequencies. As a result, for an interaction betweemtlehanical and electrical system to
occur, the negative electrical damping torque needs toratd¢he complementary frequency of
fo —f, 1.e. comes close to the synchronous frequency. The netwednance frequency occurs
very close to the synchronous frequency if the level of sez@mpensation is very high (about
90% compensation), which is not realistic in practicalafiation. In conclusion, the likelihood
of SSR due to Tl in wind farm is very low and as a result will netfarther discussed in this
work.

20
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Fig. 2.15 Electrical damping torquagper plo) and mechanical damping torquewer plof) for induc-
tion generator connected to IEEE FBM netwaxk,= 0.35pu
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2.5. SSR in wind generator units
2.5.2 SSR in doubly fed induction generator

Attention concerning SSR in variable-speed wind turbirese into focus following the in-
cident in south Texas in 2009. Fig. 2116, shows the single-liagram of the transmission
network topology around the Zorilla Gulf wind farm in soutaxgs. Two wind farms with in-
stalled capacity of 93.6 MW and 96 MW, respectively, werermied to the Ajo station [22].
The 345 kV transmission from Ajo to Rio Hondo has two stagesdks compensation (17%
and 33%) located at the Rio Hondo station, with both stageisdilp in service. During the
incident, a single-line to ground fault occurred on the $raission line that goes from Nelson
to Ajo. To clear the fault the circuit breaker was opened,chlgaused the Zorilla Gulf wind
farm to be radially connected to the series-compensateditween Ajo and Rio Hondo. The
system voltage oscillation started to build up with a peakage reaching up to 2 pu. This
caused the shunt reactor at Ajo and the transmission lime & to Rio Hondo to trip. The
series capacitors have been bypassed in approximatelgd.ibte the event. Measurements on
the series capacitors indicated the presence of subsymmsaurrent. Within the wind farms,
a large number of crowbars were activated [22].

—»

Nelson Lon Hill

- v

/4

Edinburg circuit breaker :
| | %j

Rio Hondo\ / Ajo

33% series
compensation 17% series
compensation

Fig. 2.16 Single-line diagram of the power system around Zorilla Gulf winah fa

The Zorilla Gulf wind farm was the first practical incident 86R in variable speed wind tur-
bine. Most of the installed wind turbines were of DFIG typeitypical DFIG wind turbine
consists of an induction generator, whose stator is direxthnected to the grid while a four
guadrant Back-to-Back (BTB) converter connects the rotor ta@tite A three winding trans-
former connects the stator, the BTB converter and grid, asnshio Fig[2.17. Typically, the
rotor-side converter (RSC) controls the torque and the neapiwer of the generator, while
the Grid Side Converter (GSC) controls the DC-link voltage anddme cases is utilized to
control both the terminal and DC-link voltage [8] [22] [38113
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Power Electronic
Converter
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Fig. 2.17 Single-line diagram of a DFIG wind turbine

Following the incident, enormous efforts from the researocinmunity and turbine manufac-
turers were put forward to explain the phenomenon, whilelbging different mitigation tech-
niques. The incident has been identified to have been cays&diiisynchronous Controller
Interaction (SSCI)[3]. SSCI is a type of interaction that ives energy exchange between a
power electronic device and a series compensated eldetat@ork [23]. SSCI, like IGE, is a
purely electrical phenomenon that does not involve the meiclal system. In most analysis, a
modified model of the IEEE FBM for SSR analysis has been emglayeere the synchronous
generator is replaced by an aggregate model of a DFIG farif$R9The focus of this thesis
is to analyze the SSCI phenomenon in DFIG based wind farmgehiemther details will be
presented in the chapters that follow.

2.5.3 SSRin full-power converter wind turbines

Another variant of variable speed wind turbine solutionhis full-power converter wind tur-
bine. This wind turbine consists of a multiple-pole synetwas generator in series with a BTB
converter as shown in Fig._ ZJ18. Due to variation in wind spé¢lee generated voltage at the
generator terminal has a variable frequency. The BTB coerextts as a frequency converter
to adopt the variable frequency voltage to the grid frequenc

|

— ~

“ Power Electronic Transformer
Converter

Fig. 2.18 Single-line diagram of a full-power converter wind turbine

The advantage of a full-power converter wind turbine over @i¥IG, is the presence of BTB
converter that creates a decoupling between the grid artdribi@e. As a result, any oscillation
that is triggered on the grid does not propagate towardsithée. Hence SSR due to Tl is very
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2.6. Conclusion

unlikely in this types of wind turbines, although other tygfanteraction might need attention.
Up to the time of writing this report, there exists no incitleh SSR in wind farm involving
full-power converter turbines.

2.6 Conclusion

In this chapter, an overview of the various types of SSR ingrosystem has been covered.
Various generator units and the associated types of SSRdhagxist has been addressed. An
introduction to different types of analysis approach has &leen presented. SSR in classical
generator units and fixed-speed wind turbines using linednmodel has also been investigated.
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Chapter 3

DFIG Wind Turbine Model and Control

3.1 Introduction

The previous chapter has been dedicated to establish tiefbaSSR both in classical and
in wind-based generator units. Different investigatiooht@ques used for assessing the risk
of SSR have been addressed. As the focus of this thesis iseomubstigation of SSCI in
DFIG-based wind farms connected to series-compensateshtiasion lines, a proper model
representation of the wind turbine becomes crucial. Thaptdr focuses on the description
of the DFIG model used in this work. The purpose of the difiér@mponents that build up
a DFIG wind turbine is discussed. This is followed by a dedwn of the control structure,
thereby establishing the basis for the electrical dynaraf@bior of the DFIG wind turbine.

3.2 DFIG wind turbine model

A typical configuration of a DFIG unit with its various compants is illustrated in Fig.3.1. It
consists of a Wound Rotor Induction Generator (WRIG). A Volt&gpeirce Converter (VSC)
based BTB converter, which allows operation in both the satissgonous and supersynchronous
speed range, connects the rotor to the grid. The stator ointhection generator is directly
connected to the grid through a three-winding transforinghe DFIG model that is considered
for this work, the GSC controller controls the dc-link cajpaicvoltage while the RSC controller
controls the PCC active and reactive power exchange of th&DIFis important to observe
that only the slip power is handled by the converters. Tlueesfthe power rating for these
converters are in the range of 15-30% of the turbine’s rateep. This means that the losses in
the converter and the cost of the converter are reduced ipaoson to other topologies where
the converter has to handle the total power.

In the subsections to follow, the model description of thduiction generator followed by the
model description for the dc-link capacitor are presentéithin this section, the description of
the protection system for the DFIG is also addressed. In¢lesection, the model description
for the RSC controller and GSC controller are covered. Tocakeilundancy, the grid-side filter
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Chapter 3. DFIG Wind Turbine Model and Control

model description is presented along side the GSC controlle

Rotor-Side | dc-link Grid-Side
Converter | Capacitor | Converter

Mechanical

Drive Train Machine

Fig. 3.1 Components of a DFIG turbine unit.

3.2.1 Induction generator

When modeling analytically an induction machine, a T-repnéstion of the system can be
adopted (see Fig.3.2[a)), wheRe andL,s represent the stator winding losses and leakage in-
ductance, respectively, whilg andL,, are the rotor winding losses and leakage inductance,
respectively. The inductands, represents the magnetizing inductance of the machine while
the back-EMF of the machine is represented ca\st_lJﬁs) with wr representing the rotor angu-
lar frequency. Although this is an accurate way of modelingrauction machine, often when
dealing with control systems, it is preferred to use-eepresentation (Fig. 3.2(b)), due to its
simplicity for deriving the control law. The main differembetween these two models lies in
where the leakage inductances are placed [38]. Accordif#Dlpit is possible to represent the
machine with no loss of information by placing all the lea&agductances in the rotor circuit
(see Fig[ 3.2(B)). When moving from the T- to theepresentation, the relation between the
different parameters [41]

) [
Y=—, VR=W,, lR:Yﬁ Lv = ybm
(3.1)

Ye=W,, Rr=VR, Lr=yLis+VyLly

with Ls = Lis+ L. In this chapter and in the chapters that follow, expressamd parameters
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Fig. 3.2 Representation of an induction generator in the stationary-stataticate frame: (a) T-model
representation and (Ibymodel representation.

with the subscript “R” indicate that tHe-representation of the machine is considered, whereas
subscript “r ” indicates T-model representation is consade

With reference to the symbols introduced in Fig. 3.R(b),eéhaations governing the electrical
dynamics of the machine in the stationary-stator coordifraime are:

dwdd
dt

48 Rl +

(3.2)
(s

g dwd
VR = RelR + - — Wy

Using Park’s transformatior], (3.2) can be transformed tinéorotatingdg-coordinate systems.
Here, a flux-oriented g frame, where thel-axis is aligned with the stator flux of the machine,
has been selected. The resulting equations are given By (3.3

(g , AW
V9 = R =t josw
(3.3)
) ooy ARV g
VR :RRlR +T+JQ)2£R

ws corresponds to the synchronous angular frequency whexeasws — «w is the slip angular
frequency. The stator and rotor fluxes expressedin (3.3)iaed by

W — Ly (694109
(3.4)

WD 0D D ) = LRiSY 4 9

Finally, the IG model must be completed by considering thehmaaical dynamics of the ma-
chine. Here, itis important to stress that the aim of thiskweon the investigation of resonance
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Chapter 3. DFIG Wind Turbine Model and Control

conditions due to control interaction (SSCI, as discuss&ekitiorf 2.5.2); in this case, the me-
chanical system will have no impact on the system dynamiasthts reason, it is possible to
model the mechanical side of the machine by simply usingglesimass representation, as

d
2Hg 2 = Tn—To— Dycy (3.5)

whereHy is the inertia time-constant for the single magsandTy, are the electrical and me-
chanical torque, respectivelq is the damping coefficient whiley is the mechanical rotor
speed. If a more detailed representation of the mecharnjstdrs is needed, a two-mass model
as in the one presented in [9] can be adopted.

3.2.2 DC-link model

The dc-link of the BTB converter is modeled as a pure capafidsses are neglected). The aim
of the dc-link for the BTB converter is to provide a temporatyrage for the system to allow

proper operation of the RSC and GSC. The capacitor is chargediacharged based on the
power balance between the GSC and the RSC converter as eulioatig[3.8.

Pr Pf
-— —

AV, = |
Cdec== Ugc

|/ = MU

RSC GSC

Fig. 3.3 DC-link model

With the signal convention given in Hig.3.3, the energy estioin the dc-link capacitor can be
expressed as

dWge 1 duf,

dt ECch =—R —P (3-6)
whereWy. is the energy stored in the dc-link whilg. represents the dc-link capacitor voltage.
Under the assumption that the dc-link capac@gg is constant and the converters are lossless,
the time derivative of the stored energy in the dc-link carekeressed in terms of the power
balance between the RSC and GSC a&in (3.6).

3.2.3 Protection for DFIG

The purpose of the protection system is to prevent any damageed by high current as a
result, for example, of sudden drop in the terminal voltage t fault conditions in the grid.
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3.3. DFIG control

From a hardware point of view, protection to the wind turbism@rovided by using crowbars,
either connected on the ac-side of the RSC or on the dc-linkeoB{TB converter. The latter
will be discussed here. Fig.3.4 shows the single-line diaxfior the BTB converter of the DFIG
with dc crowbar. It is constituted by a breaking resistorenes with a static switch (typically,
an IGBT) that is controlled using hysteresis control. The aflthe dc-crowbar is to absorb the
exceeding energy coming from the RSC during large distudintorder to avoid excessive
over-voltages across the dc-link capacitors.

| Lir[_b |
I I
To rotor dc crowbar To grid-side filter

Fig. 3.4 Single-line diagram of DFIG converter with dc crowbar

However, the DFIG performance under large transient is he\tbe scope of this work. For
this reason, the dc crowbar is neglected during the moddhaginterested readers, additional
information can be found in [42] [43].

3.3 DFIG control

The principle of using space vectors to represent threegpA@squantities as vectors having
dc characteristics, creates the freedom of using convaatltfl controller for control purposes.
A typical control structure for a DFIG turbine is shown in H&3. The RSC and GSC are con-
trolled independently from each other. A Phase-Locked L@y ) is used for synchronization
purpose. The details of the different control loops areudised in the upcoming subsections.

3.3.1 Rotor-side converter controller

The aim of the RSC is to control the terminal active and reagbower of the DFIG system.
The control for this converter has a cascade structure, aitner current controller and an
outer power controller. The outer controller generatesdiference rotor currenth anle ),
which serve as an input to the inner current controller. Tdreroller is derived based on tIh'e
representation of induction generator. As a result, megalsguantities and generator parameters
are transformed to thie-representation using the expression give in| (3.1).
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Fig. 3.5 Detailed controller structure for DFIG

Active and reactive power controller

The terminal powerP,, of the wind turbine is composed of two components, the power
through the statoi, and the power through the grid side filtBf, as

Pout = Ps+ Ps (3.7

The power through the stator has a proportional relatiohéaetectrical torque and speed as

P, o Tewx (3.8)

whereTe is expressed a% = 3npim [gédQ)Conj (i_gj‘“))}. Considering a stator-flux oriented
dgframe, the electrical torque expression reduces to

From (3.8) and(319), it can be deduced thatdf@mponent of the rotor current can be used to
control the stator active powePd). However, the aim of the power controller is not to control
the stator powerFr) but the terminal powerR,;) of generator. In order to control the terminal
power in a closed-loop manner, the powt in (3.17) is considered as a disturbance as depicted
in Fig.[3.6. The error introduced as a resulPgf is instead taken care of by the integrator term
of the power controller (see Fig. 3.6).
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out K {1+ 1 J IR,q _| Current VR,q .| Induction
p,P

sT,» "| controller "| generator

Active-power controller

Fig. 3.6 Main structure for active power controller for DFIG

Similar to the active power, the terminal reactive pow@y,:, is composed of stator reactive
power Qs) and reactive power through the grid-side filt€; ¢). According to [41], the reactive
power through the stator (again, considering a flux oriedtgttame and d -representation of
the machine) can be expressed as

Qs—3 {wlws,d (L':—;" - iR,d)} (3.10)

From (3.10), it can be seen that the stator reactive po@grgan be controlled by controlling
the d-component of the rotor curreniz(g) where as the reactive power contribution from the
grid-side filter Qs ) is effectively controlled to zero in steady-state by theGZ®ntroller. The
block diagram of the implemented reactive-power contrafi@epicated in Fid. 317.

in
Qou 1 J IR | Current VRd .| Induction Qs Qou

Kol 1+ > >
PQ sTo controller generator

Reactive-power controller

Fig. 3.7 Main structure for reactive power controller for DFIG

The pu control law governing the active and reactive powetrcdler in the Laplace domain
are then given as

a9 = ko (14 - ) (Pou(®)~ Po()

(3.11)

0 8= koo (1+ 57~ ) (Qou(9)~ Q)

where ‘S’ represents the Laplace variable. The telkpsandT; are the proportional gain and
integrator time-constant, respectively. The outputs fibese controllers serve as reference
current input for the rotor current control loop.
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Chapter 3. DFIG Wind Turbine Model and Control

Rotor-side current controller

Let us now observe the equivalent circuit of the inductionegator (using -representation )
in series with the RSC shown in Fig._.B.8. The rotor voltagg &t the rotor terminal in theq
frame can be expressed as:

) (g, AP (da)
aQ _ Rrig " + _dF: + japWg (3.12)
i g/q) RR LR R.s‘ l gdq)
- - . :D_/‘ﬂ\ oy M
T — + + L +
To GSC l v V! Ly v
—_— f\_/ = —. — —

RSC

Fig. 3.8 RSC in series with-model representation of an induction generator

Taking the rotor flux equation in_(3.4) witgg’q) = Lp{iéfI 9 +£§dm and substituting it into

(3.12), the expression for the rotor voltage can be rewrite

d(dq) quwida
ve? = (Rect jobr)in ¥ + LR+ =g+ Jps™ (3.13)

wheree(m} represents the back EMF of the machine. The above equatiobeceearranged to

describe the dynamics of the rotor current as

dild? : . ,
Lr—o— = v — Reig ¥ — jwrLrig ¥ — i (3.14)

Further, [[3.14) can be expressed explicitly in terms oflismdq components as

dIRd . .
LRW =VRd — RRIRd + W2LRIR g — €emtd
(3.15)

dIR . .
Lr—~ dtq =VRq— RrRIRq— G2LRIRd — €emfq

From (3.15), it can be observed that there exist a crosshoguipetween theég 4 andir g cur-
rents. In the control law described in_[41] [44], it is podsibo decouple the cross-coupling
between thér 4 andir g and compensate for the back EMF of the machine in order tavarch
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3.3. DFIG control

an independent control of thekand g-current and, thereby, of the active and reactive power.

This is accomplished by introducing a decoupling tejmongigjq) and a feed-forward term for

the estimated back EMF as
V:;(dQ) :\_/I(:?Cl)' + jo\)ZLRh(qu) _|__é(dCI) (3.16)

Vi emf

Where\_/(qu)/ is the output from the PI controller. In this analysis, thenarters are treated as

lossless linear amplifiers. In addition they are assumecttoléal, meaning that they are able
to generate the reference voltage with no delay as

Now moving the analysis to Laplace domain, the dynamics efrtior current expressed in
(3.12) can be rewritten as

sLaie? (s) = Ve () — Reily Y (5) — janLrily Y (5) — 80 () (3.18)

Similarly, the reference voltage expression[of (8.16) gleitle the structure for controller in
Laplace domain can be expressed as

dqg)* d . .(d A(d
V8V (8) = vtV (9) + jwaLi§? (5) + &k (9)
(3.19)
d .(d . .(d A(d
= Focr(9) (IR (9~ iR (5)) + JrLriR ¥ (5) + &t (5)

whereFccr(S) is the transfer function of the controller applied to thereat error. Under the

previous assumption thgg@* = \_/QQ) and assuming a perfect estimation of the back EMF,

(3.18) and[(3.19) can be combined as
sLrif? (5) = —Reif (8 +Feer(5) (Ik V" () =ik (9)) =

: 1 .

ik (8) = g e Feer() (I8 (9 -ig " (9) (3.20)
GecR(S)
ce,R(S

Rearranging (3.20), the closed-loop expression fr@fpfk to |R (s) can be obtained as

(dq) Geer(S)FecR(S) . (dg)+

i S — | S 321

ig " (9 \1 + GeeRr(S) FeeRr (S) S ( :
Gecal($)

Using Internal Model Control (IMC)[45] [46], the closed-logan be shaped as a first order
low-pass filter having a closed-loop bandwidik r as

QccR
OccR  —5

S+ UccR l+ acsc’R

Geegl (S) = (3.22)
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From (3.21) and (3.22), the transfer function of the coferdf.cr (s) can be obtained as
CQRRR

a _ a
FecR(S) = —<~ Gerr(S) = —= (SLr+Re) = oeRLrt+ —c—

(3.23)

which indicates thaFccr(s) is a Pl controller with a proportiond, .c equal toaccrLr and
integral gairk; ¢ equal toaccrRRr. Here it is worth noting that the aim of the RSC is to control
the active and reactive powers. As a result, the integralgighe inner current controller can
be omitted as any steady-state error that could arise i ted&ee of by the integral action of
the outer-loop controller. Under this assumption, the i@haw for the RSC current controller
considered for this work is given by

e . 1.
R = Koo (1 (9) -1k (9)) + ki 9+ 7 &t (9 (824
——

Hip(s)

wherekp ¢ is as defined in(3.23). Note that a low-pass filter tétpa (s) with a time constant
T p is introduced to reduce the dynamics in the estimated back.EM

3.3.2 Grid-side converter controller

The purpose of the GSC converter is to maintain the dc-lidacaor voltage to its reference
value by controlling the active power flow through the gridesfilter. Similar to the RSC, it
has a cascade structure with an outer dc-link voltage clbertiand an inner current controller

(see Fid.3.b). The inner current controller receives thereace currenti_ﬁd(”*) from the outer
controller and outputs the reference voltagigoe* ) for the GSC. The controller for the GSC

is aligned with the grid flux meaning that the voltage veogéq}?) shown in Fid.3.D, is aligned
with theg-axis. The apparent power at the terminal of the grid-siderfdan be expressed as

for v, 0
Stt=Prt+ Qi 4gd>3{jvgqconj[(dq)” (3.25)

Thus, the active and reactive power through the grid-siter ilan be expressed as

Pf 7t == 3Vg7q| f7q
(3.26)
Qft = 3Vgqif.d

Grid-side current controller

Fig.[3.9 shows the equivalent circuit for the grid side fikdong side the GSC. The grid-side
filter consists of a inductandeg and a resistand®;. The voltage equation at the terminal of the
GSC can be written as
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P P .
-« Ll i R, L,
=
— + + +
U, (dq) (dq) (dq)
T RSC U
’ ‘ /\J Yy Yy Y,

GSC

Fig. 3.9 GSC converter with grid-side filter

d'(dQ)

|
Vi = R L+ el g (3.27)

Following the same procedure described for the derivatioihe RSC current controller, the
control law for the GSC current controller in the Laplace démtan be expressed as

(9 = (Kproot 1) (199~ (9) + el 9+ o WO 9

(3.28)

where, callingacc ¢ the closed-loop current controller bandwidth, the paransefor the PI
regulator are given byt cc = acc Lt andkis cc = acc £Rf. Again, the measured grid voltage

is filtered to reduce its dynamics. The block diagram deswithe GSC current controller is
depicted in Fig_3.10

- (dq)

+ k k if.cc

plect —a

\

Fig. 3.10 Block diagram of the GSC current controller
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Dc-link voltage controller

The dc-link capacitor voltage can be controlled in two wawgsterms of the dc-link voltage
(ugc) involving the flow of current in and out of the dc-link or inrtes of the energy stored in
the dc-link capacitor involving the power exchange. Theelas adopted in this thesis. For the
sake of clarity, the dynamics of the dc-link described i3 repeated here

dWse 1 d

1
at Ecd"

Ui _
o= PR (3.29)

wherePRy is the power flowing into the RSC considering the&epresentation of the induction
generatorP; is the power flowing into the GSC as indicated in Fig] 3.3. tiidd be noted that
(3.29) is non-linear in nature due to th§=t term. With the aim of extracting the control law, the
above expression can be linearized, resulting in

dAudC
dt

L Caclico % = APy — AP (3:30)
whereugc is the dc-link voltage at the operating point. Equation @3 8ints that, the relation
is operating point dependent. To avoid this, a techniqued&tedback linearization [45] can
be employed, in which a non-linear equation can be repladgédan equivalent linear equation
where traditional control techniques can be employed. ezesquare of the voltagelﬁc, is
replaced with a new variablgy, which in physical sense represents the energy in the dapaci
as [42] [45]. The dc-link dynamics can now be rewritten as

1 dw
SCaege = —Pr — P (3.31)

Fig.[3.11 shows the open-loop dynamics for the dc-link capad-rom the controller point of
view, Pr can be viewed as a disturbance. Using IMC, as in previousosesstihe dc-link con-
troller can be shaped as a first order low-pass filter havirigsed-loop bandwidtlwrg, result-
ing in a proportional controller with a gakp gc = —a4Cqc. As the dc-link voltage controller
is an outer-control loop, any steady-state error that catikk due to parameters mismatch or
disturbances can not be removed through a proportionatatart To alleviate this, a small
integral term is introduced during the controller desighisTis achieved by introducing active
damping during the design as in [45] [47].

Pr

2| W

P, =
G

Fig. 3.11 Block diagram of dc-link capacitor dynamics
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Considering the GSC to be lossless and the losses in theidadier to be negligible, the
powerP; at the terminal of GSC converter can be approximated as

Pr ~ Prt = 3vgqitq (3.32)

Inserting [(3.3R) into[(3.31), under the assumption thatvibleage vector is perfectly aligned
with theg-axis asvy = jvgq = |vg|, the dc-link expression frori (3.81) reduces to

1. dw .
ECdCW == —3‘Vg‘|f7q—PR (333)
The control law governing thg-component of the filter currenif'f‘(q) with active damping term

as implemented in [45] is expressed below

it q=i1q+GaW (3.34)

wherei'f q is the controller output an@; is the gain of the active damping term. Considering
the inner current controller is much faster than the outep lfmr stability reasonsiiq =lt,qg),
the above expression can be insertedin (3.33) to obtain

1. dw .

TreatingPk as a disturbance, the transfer function frt};g toW can be written as

_ _6‘V9| i’
— f.q
s,C;;|C+6\vg|G;,L

-~

Gdc(s)

W(s)

(s) (3.36)

with
itq(S) = Fac(s) (W(9)" =W (9))

Fqc represents the transfer function of the controller. With éiim of shaping the closed-loop
system behavior to a first order low-pass filter that has ael&iandwidth oy, Fyc(S) can
be obtained using IMC as

ki,dc

aq _
Fac(s) =Kpact —~ = ?CGdcl<S) =

0dCdc  AdcGa

ol s (3.37)

As done in [45], by placing the poles @y (S) at aqc, the closed-loop system can retain a
closed-loop bandwidth correspondingag, as

_6|V9‘ 6‘VQ|Ga = 04 (3.38)

Gdc(s) = SCdc‘i‘6|Vg‘ Ga Cyc
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resulting inG; = “gﬁﬁ Combining [(3.3I7) with the Laplace transform [of (3.34), apression
9

for the dc-link voltage controller is obtained as (3.39). ldk-diagram description for the
dc-link voltage controller is also shown in Fig. 3112

ki,dc

iTq(s) = (kp,‘dc+ ?) (W ()" =W (s)) + GaW (s) (3.39)

i
* k.. | “ra
W ki,d{: + ;{(

31Vl

Fig. 3.12 Block diagram of the closed-loop controller for the dc-link voltage

As briefly mentioned earlier, the-component of the filter current can be used to control the
reactive power output from the GSC. In this thesis the reacfivrent component; 4, is con-
trolled to zero by setting; ; = 0. This is to indicate that in steady-state, the reactivegrow
(Qt.t) output from the grid-’filter is effectively controlled torze

3.3.3 Phase-locked loop

In sections leading up to this, it has been mentioned thaatarstiux orienteddg-coordinate

frame has been used, where the voltage veg@r)@s aligned with the g-axis. The alignment
of the voltage vector with thg-axis is achieved through the knowledge of the phase afigle (

for \_/9. As the angle of the voltage vector is not known, a PLL is usedstimation purpose.
The control law of the PLL is as below

Qs = ki PLLEPLL
(3.40)

0s = s+ KppLLEPLL

where éx and 65 are the estimated grid frequency and voltage angle, ragplctThe gains
Kp,pLL = 20p L andkj pr = aéLL are selected in accordance(tol[4&]. is the error signal for
the PLL. In order to determine the error signal for the PLIlg fbcus is directed to Fig. 3.13

where a voltage vectoy@) together with the stationamy-frame and a non-alignedi-frame

is shown. As can be seen, tigdecomposition of the voltage vectqé?) results in a non-zero
d-component. It can be seen easily thatdheomponent of voltage is given by
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3.3. DFIG control

Vsd = — |V [ sin (65— ) (3.41)

Taking 65 — s to be very small (sifis — 8s) ~ (6s— 6s)), (342) can be considered to extract
the error signalg, for the PLL as

g—_Ysd (3.42)

Therefore, by choosing the error signap() as [3.42), the PLL can be made to adjdst

thereby changings until the error ') is set to zero.
Vs

Fig. 3.13 Decomposition of voltage vectp&s() into a non-alignediqframe

Fig.[3.14 shows the block diagram of the adopted PLL strectlihe voltage vector\_/gs)) is
transformed to thelg-frame using the estimate@y. From the decomposetly components of
the voltage vector, thd-component is normalized with the magnitude of the voltagetar
which is fed into the PLL structure described by (3.40) (shdwghlighted in Fig[.3.14). The
updated estimated phase is fed back to the stationaty taansformation block to produce the
updateddq decomposition of the voltage vector. This way, the PLL waxkset the error to
zero.
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Fig. 3.14 Block diagram of PLL

Here it is important to stress that, if the investigationatated to the GSC, then the voltage
vector Qés)) in the above analysis should be replaced with filter voltasgtor @és)). In a similar

manner, transformations dealing with quantities on therrside should take into account both
the rotor speeddy) and position angle&).

3.4 Conclusion

This chapter mainly focused on establishing an understgrah the modeling of a DFIG wind
turbine system used in this work. The different componerd&ing up the wind turbine were
explained. The chapter aims to create the basis for how thieat@ystem in this types of wind
turbine works. A mathematical description of the controktrmnism for the RSC and GSC are

also presented.
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Chapter 4

System Admittance Modeling

4.1 Introduction

In chapter 2, investigation techniques used to analyzesket SSR has been addressed. One of
these techniques is the Eigenvalue analysis which reqasggyle mathematical model describ-
ing the overall system. eigenvalue analysis is a good toabtaining information regarding the
damping of system modes with their corresponding frequefoscillation. Numerous works
investigating DFIG based wind farms connected to seriepemsated transmission line can be
found. Among these, the most cited works are [9] and [10].

The work in [9], based on eigenvalue analysis, identifies @adsifies the various modes of
system as subsynchronous, supersynchronous, torsiathakdmwork modes. In identifying the
impact of compensation level and output power (wind spabd)ywork neglected the torsional
dynamics and turbine controller thereby focusing on theeplzion of the IGE phenomenon.
However, the overall analysis was based on creating a lrmexhmodel of the overall system
from a set of non-linear equations describing the systenchwisi unique for each variation of
system or controller parameter. [n [10], the stability e has been performed using partic-
ipation factor analysis of parameters (both of the systechtha controller) to identify para-
meters and system conditions that influence the stabilith@bverall system. It evaluated the
impact of system parameters like level of series compemsatd wind speed on the dominant
eigenvalue.

Another approach that has gained popularity is the impeslased analysis method. In [14],
an impedance based Nyquist stability was employed to ifye88R risk in DFIG based wind
farms. A space vector approach was used to develop the imped#oth for DFIG and the
series-compensated transmission line. The derived inmpedaodel however did not take into
account the outer-loop controllers. The worklin|[49], hasrbdedicated to develop three differ-
ent small-signal sequence impedances of the DFIG that &dgfoadifferent frequency ranges.
Based on the developed impedance of the DFIG and the impe#fancéransmission grid, the
authors asses system stability based on the phase margin.

So far, irrespective of the analysis approach chosen, aepmathematical representation of
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Y / infinite bus
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J— CdcT* /\J
Power Electronic
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Fig. 4.1 (a) Single-line diagram of wind farm connected to a series-cosapesh transmission line, (b)
single line diagram of a wind turbine unit.

the investigated system plays a major role in the whole @®CEhis chapter tries to develop a
mathematical representation for the system that can beadito identify and investigate the

risk of SSCI. Sectioh 412 starts off by presenting an ovendgéthie investigated system. Section
4.3 is dedicated to the development of a model representatiadhe transmission grid. This is

followed by a section dealing with model representationarification of the DFIG system.

4.2 Investigated system overview

A single line diagram of the studied power system is shown.I{a3. It is adopted from the
IEEE FBM where the synchronous generator is replace with dVMIDFIG based wind farm.
The 100 MW wind farm is an aggregate model of 50 wind turbiné® wach wind turbine
rated at 2 MW. The 2MW DFIG model used in this work is based oreaegc model that
was verified against a 2-MW V90 Vestas turbine installed @&ker, Swederi[42]. It is based
on the parameters of this 2 MW wind turbine that the 100 MW/33dggregate model is
developed. The wind farm is then connected to an infinite s 161 kV series compensated
transmission line. In this thesis, the point where the trassion line meets the low voltage
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side of the transformer is referred to as the Point of Commomplduy (PCC). The values of
the parameters for the aggregate model used in this workraseipted in Tabl8.1

This section broadly highlights the components of the itigated system. However, perform-
ing SSR stability analysis requires development of a pregstem model. In the next section,
the transmission grid admittance will be derived.

4.3 Grid admittance

Fig.[4.1(a) shows an aggregate wind farm radially connettdeal series-compensated trans-
mission line. The transmission line is derived based on IEBE for SSR analysis (see Ap-
pendix), with the parameters adopted to accommodate thregafg wind turbine model; is

the voltage at the connection point to the wind faRq.andR_ are the resistive losses of the
grid transformer and the transmission line, respectidetyandL, are the inductive losses of
the grid transformer and the transmission line, respdgti@represents the capacitance of the
fixed-series compensation wheregsepresents the infinite bus voltage. The state-space repre-
sentation of the transmission grid is derived in the DFIGtiag reference framel() that is
aligned with the stator flux. In reference with symbols shawfig.[4.1(a), the voltage at the
connection point can be expressed as

i(dg)

: di , .
Vt(dq) :Rtot|t(dq)+|—tot ét +stLtotlt(dq)+V<(:dq)+V|(3dq) (4.1)

with Riot = R + Ry andLiot = L + L. ws is the synchronous angular frequency. In a similar
manner, the dynamics of the fixed-series capacitor can lieewas

d
dv'? 1.4
dt c'!

(99 90 @2)

By explicitly extracting thed andg component ofi(4]1) and (4.2), the state-space expression fo

TABLE 4.1. PARAMETERS OF THE100 MW AGGREGATE MODEL

Rated power 100 MW
Rated voltage 33 kv

Xis 0.158367 pu
Xen 3.8271871 pu
Xir 0.065986 pu
Rs 0.0092417 pu
R 0.0075614 pu
Xs 1.055 pu

Rf 0.1055 pu
Cac 437 uF
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the transmission line can be derived as

it d It
d it.q it {th} [Vbd}
. ’ — A ,d + B ) + B )
dt | Veg TL Ve TL1 " TL2 Vo
Veq Veq
i 4.3)
_ !t,d
It.d It q
L = C ’
{ It.q } T Ved
| Veq |
where
_ . L
- “ e 01
_ __ Rot =
ArL= f)s Lot 0 Lot |,
o 0 0 wWs
| 0  —w 0
-1 1
Lo Y “Ga 0
SR ) P
pry tot g tot
TL1 0 o |°TL2 0 0
0 0 0 0
1 00O
Cro= { 010 o}

The transfer function of a linear time-invariant systemregged in a state-space form hav-
ing matricesf A B C D ] can be obtained using the equatidris) = C(sl — A) !B +D.
Taking into account that the series-compensated trangmibse is a linear system where the
terms of matrices if (413) are time-invariant, the tranffiection for the transmission line can
be expressed as

it (S) =C1L (S| — AT L)_l Bt vt (S) +CtL (S| — ATL)_l Bt 2vb (S) (4.4)

where

o [g ] o [WE ] we (g

it,q(S)

The term “s” represents the Laplace variable. To extracatmittance relation of the transmis-
sion line looking into the grid, the transfer function matexpressing the relation from (s) to
it (S) is considered as

it(s) =YrL(s) Ve (9) (4.5)
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where

YrLdd(S) Yrrdg(s) 1
YTL(S) = ’ ’ =CrL(sl —A BtV (s 4.6
TL(S) Yriqd(S) Yrigq(s) TL( TL) " BTLavt (9) (4.6)
Further evaluating the terms for the matyix | (s), the series-compensated transmission line is
a symmetric system withfr_qq(S) = YrLqq(S) and—Yr_dq(S) = YrLqd (S) which can equiva-
lently be described using complex transfer functions af [36

Y1L(8) = YrLdd(S) + JYTLqd () (4.7)

To obtain the frequency response of the transfer functicd.in), the variable “s” is replaced
with jay, with w, representing the angular frequency range of interest. @smiance frequency

for the transmission line based &gas= ,/ % fsappears in the subsynchronous frequency range

with fs represents the synchronous frequency. tlgédrame that is rotating at the synchronous
frequency, this would appear &ts— fs. As can be observed from Fig. 4.2 (left), showing the
dq admittance of a series-compensated transmission linggmmance appears at a negative
frequency. This is to imply that a resonance in the subsymus frequency range appears as
a negative sequence in the rotatishg-frame. However in thex 3-frame, the response can be

obtained through frequency shifting by substituting thealae “s” with j(w — ws) instead as

in Fig.[4.2 (right)

30

30

f =-32.3223 Hz
res

_ é frcs=l7.6777 Hz
2 =
= 20 gw 20
8 1
> )
a 10 =, 10
2 )
&
0 0
20 - — 20
_ 2
é 10 = 10
3 s
S 0 8 0
> )
E -10 >-7] -10
e
-20 -20
-50 0 50 0 20 40 60 80 100
frequency [Hz] frequency [Hz]
(a) (b)

Fig. 4.2 Frequency response fibg admittance of a series compensation transmission line, 30% com-
pensation (a) obtained substituting “s” wittv (b) obtained substituting “s” with(w — o)

4.4 DFIG admittance

The modeling approach consists of developing small suésystvhich are connected to build
the total system. The advantage with this approach is ticatrglex system can be built through
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Fig. 4.3 Model of a DFIG turbine

a step-by-step interconnection of smaller subsystemsed@r, the system is verified for each
subsystem added which makes the debugging process lesticaiagh Another added advan-
tage with this approach is the possibility of removing subsgns and analyzing the impact on
the overall system. The DFIG is considered as an entirersyistalt from smaller subsystems
like the induction generator model, the RSC model, the GSCetraxad the dc-link dynamics

model.

Fig.[4.3 shows the DFIG system to be modeled. In this sectienDFIG is considered to be
connected to an infinite bus through a transmission line. WG is represented in terms
of resistancesRs andRg) and inductanced {4, andLg). The ac-side of the RSC is connected
directly to the rotor of WRIG whereas the dc-side is coupledheodc-side of the GSC through
the dc-link with a capacitanc€{c). The ac-side of the GSC is coupled to the grid-side filter
represented by a resistan¢g | and an inductance.¢).

First, the WRIG with the RSC current controller excluding thdidk dynamics and the outer-

loop controllers is derived. Next the subsystem consistihthe grid-side filter and the GSC
current controller is developed. The two subsystems areadasl to create a simplified model
not including outer-loop controllers for the RSC and GSC eated. Following this, a subsys-
tem comprising the outer power control loop for the RSC is bigped. A final subsystem for

the outer-loop controller for the GSC and the dc-link dynzsms derived. In the end, the two
subsystems for the outer-loop controllers are cascadddtiet simplified model to create the
electrical model for the DFIG.

4.4.1 WRIG with rotor-side current controller

In this section, the WRIG together with the RSC current cordratixcluding outer-loop con-
trollers and dc-link dynamics is derived. For the purposelafity, the stator and rotor voltage
equations for the WRIG considering therepresentation in thég-frame as described i (3.3)
are repeated here.
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4.4. DFIG admittance

(dq)
\_lng) = Rsigdq) + a% + jwsggd‘*)
dq_)(dCI) q '
\_,giq) _ Rpigiq) + —dFte + jwzﬂe o)
Expressing the stator and rotor flux expressions ugiagdig, (4.8) is expressed as
. di®? o o
WY = RIS+ Ly LR+ jasbwiSY + jealwif?
(49 _ g i(dg i ST (dq “
Ve = Rrig 4 Lw o +(Lm +LR) _cF;t + joplmis ¥ + jop (Lm +LR)ig |
The above expression governing the WRIG can be expressed liap@ce domain as
V' (8) = (Rt sl -+ sl i (8) + sk + jaskw) i (9) 4.10)
Ve (8) = (s + jeopLm) ISV (8) + (Re+S(Lm + Lr) + ez (Lm + LR)) i © (9)

Using [4.10), the WRIG can be expressed in a matrix form in texfwssator and rotor currents,
input rotor voltage and input stator voltage as

where

MR

_ [ _is i« — ?s7d (s)
iR isq(s)

[ Rs+slv  —aslwm
wskm Rs+sblwm

sbwm —aplm

wolm Skwm
[0 0 1
00 0
1 0}’ Ms= 0
01 0

. | ird(9)
} FRE { iRg(S)
SLm
wskm
Rr+S(Lm +LR)
w2 (Lm +LR)

OOoOPr o

:|7VR

_ { VRd (S)
VRq(S)
—wslm

Skwm
—wp (Ly +LR)
Rr+ S(LM + LR)

(4.11)

7VS:|:

In this chapter, variables with bold letter are used to regmé both matrices and vectors. In
Subsection_3.31, the derivation of the RSC current comirallas presented. The reference
rotor voltage generated by the RSC current controller showB.P4) is repeated here.

V3"V (8) = Fecr(S) (iR

.(d
(s)— i

(9) + oLl

(dg)

(S) + Hip (s) 899

dg)

(s) (4.12)
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Chapter 4. System Admittance Modeling

where the estimated back EMF terngé%??(s) = Vs(S) — (f—; + joor) @édq) and the low-pass

filter term asH p (S) = sfgfip. The transfer functiofrccr (S) is a proportional controller with the
termkp cc = AccrLR. Under the assumption that the RSC converter is treated dsohlseear
amplifiers and are able to generate the reference voltageswidelay, the rotor voltage vector

Vrin (@.11) can be expressed as

VR = VR
9 (4.13)
s » .
VR = [ Vg,z (s) } = FogRIR+MecRlg+MecyVs

where
Foon— | Feer(S) 0 Moy — | HP(8 0 i _ [ 1Ra(9)

€6 i 0 FCQR(S) ’ eV 0 Hip (S) ’ R IE,q (S)
Moog = —RsHLp(S)  wrlmHip(S) —Fecr(S) — (tLlr— wrLmHLp (S))

cc | —wlmHLp(S) —RsHp(s) (awplr— wlmHip(9)) —Feer(S)

In (4.11), a representation of a WRIG using fheepresentation has been formulated in terms
of input voltages, stator and rotor currents. Followingsthaking the expression of voltage
generated by the rotor-side converter (i.e. neglectingther- controllers), a representation for
the rotor-side current controller is obtained[as (4.13)thesoutput voltage from the rotor-side
converter serves as an input to the WRIG rotor, combiriing jafmd (4.18) results in a system
representation in terms of currents, reference valuesrgnd voltages as

Mgccilg = Mgeerefin+MgeevVs (4.14)

IVlgcc,i = Mg— MRMCC,R
M gccref = M RFcc,R

Mgccy = MRM ey + M

The losses and phase shift due to the three-winding transfofsee Fid. 413) is assumed to be
negligible and therefore not considered during the modektfowever, the transformation ratio
between the different side is accounted for. As there is a@nae ratio between the stator-side
and terminal-side of the DFIG, the stator voltage vectgy ¢an be replaced by DFIG terminal
voltage {) resulting in

IVlgc(;iig = Mgcqrefi*R+ Mgcqth (4-15)
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4.4. DFIG admittance

At an early stage, the admittance of WRIG with the rotor curcemitroller can be obtained by
rearrangingl(4.15) into a form corresponding to

i Is Ggecsref }* [ Ygce }
9= ig | T iR+ v 4.16
’ |: IR :| |: GgCCRI’ef R chcR t ( )
with
Ggcesref } ~1 { Y gec } 1
’ = [Mgcei] "M and — Mogeeil *M
{ GgccRref Mgeail ™ Mgecre Y gecR [Mgcei] ~“Mgceev

Ggcesrefr GgecRref, Y gec aNdY gecrare X2 transfer function matrice¥.gcc expressing the rela-
tion from terminal voltage vectox) to stator current vectord) is considered as the admittance
matrix which is expressed explicitly as

It R Naria ] el o)

The combined system constituting the WRIG and the rotor-sidesnt controller is symmetric
in nature as the system is identical both along dhand q axis. Hence the admittance can
equivalently be expressed using complex transfer fun@36]

Ygee(S) = Ygee(L,1) + [ Ygee(2,1) (4.18)

The admittance of a WRIG with current controller in the subsyanous frequency range ob-
tained by evaluating the frequency response_of (4.18) isctepin Fig.[4.4. The admittance
is normalized by the rated power and voltage for the DFIG. athmittance of a WRIG with
the rotor circuit connected to a rotor-side current colgrddy itself does not give much insight
into the behavior of the DFIG turbine but instead will sergeagbuilding block for total DFIG
admittance.
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Fig. 4.4 Admittance of WRIG in series with the RSC connected to the rotor termmhakconsidering
the inner-current controller, closed-loop current controller bantiwedl 1 pu
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Fig. 4.5 Grid-side filter connected to GSC

4.4.2 Grid-side filter with GSC current controller

In this section, the grid-side filter together with the GS@ent controller as a stand-along shunt
device is considered. Figuife. 4.5 shows a portion of[EigwitB the grid-side filter connected
to the GSC. The outer dc-link controller for the GSC is ne@éddh this subsection and will be
connected as an added subsystem in the coming subsection.

In reference to Fid. 415, the voltage at the terminal of the GSC in the Laplace domain can be
expressed as

Vi (s) = (Rr+5Lr) 1" (9) + el 1™ () + 'Y (9 (4.19)
The expression for the GSC current controller as describ€8.28) is repeated here.
ViU (9) = For (9) (i (9~ 11"V (9)) + jlri ¥ (9) + Hip (9" (9 (4.20)
Kif cc

FCC,f (S) - kpf7cc+ s |S a PI Controller Wlthkpf’cc - (JCQfo and kif’cc - aCQfRf. Agaln
assumingg(qu) = \_/?(dq), (4.19) and[(4.20) can be be expressed as

Micciit =M fcc,refi? + M fecvgVg (4.21)
where
i — ita(9) ] it — { i_?,d(s) } Ve — [Vg,d(s) ]
| irq(s) ]’ itq(s) |79 | Vgq(s)
Moo — [ Rt +sLt + Fec f (S) 0
feel = | 0 Ry +SL¢ + Fec  (S)
M fecref = i 0 chf (S) 7M fcevg =— 0 Hip (S) 1

In the same manner as in the previous subsection, the losdgshase-shift due to the three-
winding transformer is neglected. However consideringtthasformer’s ratiok,) between
the grid-filter side and the generator terminal side (seel£&H), the voltage vectorg can be
expressed as

Vg = ker Vit (4.22)
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4.4. DFIG admittance

Inserting [(4.2R) into[(4.21), a subsystem representatfdhengrid-side filter connected to the
GSC with a current controller in terms of the terminal inpattage, the actual and reference
filter currents is given by

Mtcciit = Mtceretit +M eyt (4.23)
with
M fcev = ktrM fcevg

4.4.3 Combined WRIG, RSC and GSC current controllers

In Subsections 4.4.1, the WRIG together with rotor-side aurcentroller has been expressed
as a single subsystem having terminal voltage &nd rotor current referencesj as input and
currents as outputs (refer to equatibn (4.15)). Similanisubsection 4.412, the grid-side filter
along with the GSC current controller has been describedyusansfer function matrices hav-
ing terminal voltage\) and filter current referencé;] as input is shown i (4.23). Combining
the two subsystems, a simplified DFIG model neglecting therdoop controllers both for the
RSC and GSC can be obtained. Using (#.15) and{(4.23), thedmsegistem is expressed as

Mgreeii = Mgreerefires +MgrecuVt (4.24)
with
Mgeci P M P
M - gccl 1 M _ geeref 1
gree,i [ P‘{ Mfcqi ) grecref P, Mfcc,ref
M [ 's IE
e e I S Y

P; =zerog4x2|, P,=zerog2x2

In a similar manner, the expression [n_(4.24) can be reaedrng generate admittance and
reference matrices as

i = Ggrcci;-kef + Ygrcc\/t (425)

with matricesGgrcc andY grec €Xpressed as

grce,is

iRref
greciR P>

ifref
P2 Gyeeif (4.26)

Geref P,
-1
Ggrcc = Mgrcc,ngrcc,ref = G

1 Ygrcc;,is
Ygrcc =M arcc,i M grecv — Ygrcc,iR
Ygrcc,if
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a)

Gi;éec‘;s is a X2 transfer function matrix expressing the relation frijﬁq) to i@ where as
Gi;éi‘;R is a transfer function matrix of the same size expressingettadion fromi_;(dcﬁ to i_gjq).
Ggrgif express the transfer function relation er”fﬁdq) to i_(fdQ). Y grecis represent the transfer

function matrix from terminal voltage\_/kdq)) to stator currenti_édq)) whereasY grecif IS the

transfer function matrix from terminal voltagg(?q)) to filter current (Eng)). Observing[(4.25),
the system with WRIG, RSC current controller and the GSC cuoemiroller is represented in
a transfer function matrix form explicitly defined as matscaffecting the reference term and
matrices affecting the admittance term. In the subsectlmtgollow, the subsystems expressing
the outer-loop controllers both for the RSC and GSC theretxyrporating the dc-link dynamics
is derived. These are then cascaded to obtain the overdiematical expression for the DFIG.

4.4.4 Active and reactive power controllers

In previous subsections, a simplified mathematical reptesen of the DFIG neglecting outer

controller loops have been covered. In this subsectiongtiter-loop controller for the RSC is

derived. The outer control-loops as discussed in Chapterhased on a Pl controller which

controls the terminal active and reactive power of the DFH@.the convenience of the reader,
the expression for the controller are repeated.

IE,d (S) = FQC (Qéut - HLRQQOUI) (4 27)
iRq(S) = Frc(Pou — HuppPout) .
where
1 1 aLpp
=kpp|l1l+—), Foc=kpo|l+—=—), Hpp=Hpo=—"7"
o= or ( sTi,p) e ( sTi.,Q) TR s,
The expression for the terminal powelRs,: andQgyt are
Pout = 3(—Vsdisd — Vsglsg+ Vadif.d + Vgqi
out ( sdlsd s,q's,q gd'f.d 9,9 fﬂ) (428)

Qout = 3 (Vsdisq — Vsgisd — Vgdif.q+Vagit.d)

It should be noted that the inclusion of the power contratkused the system to be non-linear
as [4.28) is non-linear. Hencé, (4.27) can be linearized as

AiE7d = FQC (AQ:;ut - HLP,QAQout)

. R (4.29)
Al Rq = Fec (APout — Hip PAPOUt)
here represented using transfer function matrices as
Ai*Rd _ A gut AI:)out
[ Birg } =Froc [ AQoy |~ PP | AQy, (439
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with
0 F
FP C_ |: FPC 80:|

Linearization of the power expression [n_(4.28) results in

|: APout :| _ |: —3V57do —3V5q0 } |: Aigd :| + [ 3Vg,d0 3Vg,q0 :| [ Aif7d :|

AQout —3Vs7q0 3V57d0 Al&q 3Vg.q0 —3Vg7d0 Al f,q
M;,Q,is M;&if
—3isdgo —3isqo | | Avsgd Bitgo 3ifq | [ Avgd
+ o > i S . L ' 4.31
[ 3|s7q0 —3IS‘d0 AVSq —3| f7q0 3' f/do L Ang ( )
M;:Q,vs MP‘f,?,vg
Apout Ai d Aif d AVt d 1
= Mbpai 'S MpaA i ' M )
[ AQout } P [ Aisgq HPQif Aitq HPQu Avig |

where
Mpqy = Mpqus+kirMpqyg

The “0” in the subscript indicates initial conditions. Egpsion [(4.3]1) can be conveniently
expressed as

APyt , AV g
= | Mppoic P> Mpois |AI+M ' 4.32
{ AQout] l PQiis Vz PQ;if l PQ,v[ Mg (4.32)
Mpq;

with

Ai=[ Disg Aisq Airg Dirg Dirg Airg |

Equation [4.30) and{4.82) can be combined to generate thression for the reference rotor

AV
cu rrents{ Rd | as

Aig 4
A, AP . AVi 4
|: Ai*R:d ] = FPQC|: AQ%T; ] — FPQCHLRDM pQJAI — FPQCHLRpM PQyV { AVt:q (4.33)

Even with the numerous expression derived so far, the cogipletween the subsystem consti-
tuting the WRIG and RSC, and the subsystem constituting thesiptelfilter and GSC is not
accomplished. The RSC and GSC are electrically coupled ghrthe dc-link capacitor. Hence
the incorporation of the dc-link dynamics together with tlmplemented dc-link voltage con-
troller is a crucial step. The next subsection is delegaiggenherate a subsystem representing
the dc-link dynamics and the dc-link voltage controller.
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4.4.5 DC-link voltage controller

Recalling the dc-link voltage controller that actsggnomponent of the filter current, the control
equation in[(3.39) can be rewritten as

i1 q = Fac (Udé —Ugc) +Galge (4.34)
with
kid
Fac = Kpdc+ TC

with Ky gc andk; qc as described i (3.87). Linearization around a steadg-staérating point
leads to

Ait g = 2UeoFdcAUqc + 22U (Ga — Fac) AUge (4.35)

To obtain the expression f&Uq., the dynamics of the dc-link capacitor is considered. The
dc-link capacitor dynamics as described in Chapter 3 can peesged in terms of the active
power exchange between the RSC and the GSC. Under the assumhgtid®ooth the RSC and
GSC converter are ideal meaning that the power on the dassicinsidered equivalent to the
power on the ac-side, the expression for the dc-link capacén be written as

= P — Pk (4.36)

Linearization of the above expression and transformatidraplace domain results in

—AP; — APk

AUye = Colngs (4.37)
The expression fohit , in (4.35) can now be combined with (4]37) to obtain
AV} 4 = MycreiAUge+ Mp (APt + ARR) (4.38)
where
Macref = 2UioFde,  Mp = 2(Fdc— Ga)
CdcS

To further expand(4.38), linearized expression for powawifig into RSC and GSC are re-
qguired. The active power flow from the GSC, using small sigceh be expressed as

Al : : Av
AP = [ 3Vido 3Vf,qo ] [ Ai?g ] + [ 3itdo 3if,q ] l AV:’Z } (4.39)
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The expression for the voltage;{ at the terminal of the GSC (under the assumptions consid-
ered) can be extracted fron (4120) as

Avig | Ait 4 —Fect —slt |, keHp O

Combining [(4.3P) and_(4.40), the linearized expressiod\M&rcan be rewritten as

HES
Al d

AP = Mpfref { Ai’g } +MpyitAit +MprAvg (4.41)

’q
where

Mpfret = [ 3ifdo 3if,q } M fecret
: . —F —msl
Mpyit = [ 3Vido 3Vfqo |+ [ 3ifdo 3ifqo | { cef  —Okbf }

skt —Fect
Mpsy = [ 3itdo 3if,q } { ktrOLP ker Hp }

The linearized expression for the power flowing out of the R&R lze expressed as

AiR’d . . AVR7d
APr = [ 3VR,dO 3VR7q0 ] { AiR’ } + [ 3|R,d0 3|R,q0 } { AVR,q } (4.42)
Since the expression for in (4.13) is Iinear,{ 2:’/? 1 can be obtained from the same expres-
&
sion as
Av, Ait .
|: AV::Z: :| - FCC,R |: A'g: :| + MCC,RAIQ + McqvAVt (443)

The combination of(4.42) an@ (4143) results in

Al .
APR = MpRref { Aigg } + MpRrigQig + MprAVt (4.44)

where
Mprref=| 3irdo 3irqo | Fecr
Mprig= [ 3irdo 3irRgo |Mccr+[ 0 O 3/rdo 3VReo ]
Mpry= [ 3iR,dO 3iR,qO ] Mcc,v
Ait
The expression fohPg in (4.44) in combination with the expression f%rAi Rd } in 4.33) and

Rd
APt in (4.41) can be manipulated to obtain

Pk

Al
AP +APR = Mpiref { v } +MpRreprQc[
7q

APt

AQ%ut } +Mitrefidi + MifrefvAvy  (4.45)
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where

Mifrefi = [ Mprig Mprit | —MprrefFroddLrpMpg;
Mitrefv = Mprv+Mpty—MprretFrodHLppM poy

Inserting (4.45) into[{4.38) results in

. " Aig AP
AIf,q = Mycre fAUGe + MpMpref { Aljl;;j } +mpM PRrefFPQc{ AQ%I:; }

+ MpMirefidi + MpMifre vVt

(4.46)

As it was presented in Chapter 3, tthecomponent of the filter current is controlled to zero by
setting the reference value to zero. However for the easatbmanipulation, the expression
for the referencel-component is here described as

Ai?’d - Ai/f)':d (447)

Combining [(4.46) and (4.47) results in

[Ai’%,d } _ { 1 0 ] { AV }Jr{ Ps ] {Ai_?d ]
A'?q 0 Mycref AUj, MpMpref Al?q
, ,

Mcref Mcif
P3 AP Pa . P3
+ + Al + Av
{ mpM PRrefFPQc} { AQout MpMitrefi MpMifrefy |
M p‘d,cref M‘;ci M‘;cv

(4.48)

whereP3 andP4 are vectors of zero with size corresponding to

P3 =zerod1x2], P4=zerog1x6)

Following some matrix manipulation, the reference filterrent expression can be obtained as

A A ARy
T4 =MgMacref | o F8 | +MacM pacre .
At AUgc fQ (4.49)

+ MgcMycidi +MgcM geAve
with the matrixM 4. defined as
~1
Mdc = [I = Mcit]

With | representing a)2 identity matrix. Equation(4.49) gives the representati the re-
ference filter current/it) in terms of input referenced\G,, AQq, Ait 4 andAUj (), input
terminal voltage 4v;) and currentsfig, Aig andAi;). This expression is used in the next sec-
tion where the various subsystems are combined to obtaiovérall system.
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4.4. DFIG admittance

4.4.6 Combined subsystems

In Subsection(4.4]13), a combined subsystem consistifgedMRIG, the RSC and GSC current
controller has been generated leading to a structure defin@d25) that can be expressed in
small-signal as

Ai = GgrecQife + Y grecAVy (4.50)
where

To incorporate the outer-controller loops using expressaberived in Sectiornis 4.4.4 and 4]4.5,
(4.33) and[(4.49) are combined to obtain a representatioii.toas

ARgut
A, — { FrPac P2 } A?:;ut
ref MdcM pacret MacMdcret Al f*jd (4.51)
AU}, '
—FpodHLppMpqi } - { —FpocdHLppMpqy
+ ' N WAVES ' [ Av
[ MgcM gci MgcMgey !
Inserting [4.511) into[(4.50) and following some matrix n@uation
ARgut
: AQg
Ai = Gyt 953‘“ + YotV (4.52)
Altd
AU},
with
FpocHLPp P> H
Git=GI{ G ’
ot ! { grcc[ MgcM pdcref MycMgcret

—FpodHLppM
vy | PRI o
vV

-1
—FpocHLppM poi
G = {|6x6— Ggrcc{ Pﬁ/lcdcll_\/szci POl } }

The admittance transfer function matriX§;) is a 6<2 transfer function matrix constituting the
relation from terminal voltage, to ig, ir andi;. The matrixGyot is a 64 transfer function
matrix showing the relation from reference input to cursagtig andis. The various transfer
functions from matriceSio: andY ot can be used to define new transfer functions matrices for
the individual currents as

APyt
Aisq | . AQput | Aveg
{ Ais./q } —Gtot,ls Ai/f*_‘d +Ytot,|s AVt,q (4-53)
AUj,
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ARGyt
Airg |~ | AQpu | Dwg
[AiR, }—Gtot,lR Ai,ffd + Yiotir M (4.54)
AUj,
ARGyt
Aif,d B _ AQg ¢ | Avig
|:Aif’ :|_G'[Ot,lf Ai,f*’d + Ytotif Avi, (4.55)
AUJC
with
Gtot,is Ytot,is
Giot= | Gtotir |, Ywot= | Ytotir
Grot if Y tot if

Observing[(4.53), the transfer function matridis) represents the admittance viewed from
the DFIG terminal into the generator stator where as thestearfunction matrix ¥tqjf) in
(4.55) represents the admittance matrix as viewed fromehainhal into the grid-side filter.
From the terminal of the DFIG, this two admittances appedetoonnected in parallel. Hence,
through parallel connection of the two admittanc¥gjs and Y jt), the admittance transfer
function matrix for the DFIG as viewed from the terminal ith@ generator can be obtained as

' YDFIGdd YDFIGdd
Yoric = Yiotis — Yiotif = YoriGad YDFIGAq (4.56)
whereY;Ot i« Is the transfer functiorYotjs transformed to the high voltage-side of the three-
winding transformer. The admittance transfer functionrraY pgig, unlike the matrices we
have dealt with so far, is non-symmetric. This is to mean thatrepresentation of transfer
function matrix using complex transfer function (as don@.ib8) no longer holds. To obtain
the phase transfer function in tleg8 frame from thedq transfer function matrix, an approach
described in[[26] is adopted. According to [26], the phasadfer function in thex3 frame,
through averaging. can be obtained from dugaxes as

1 ) .
YpriG(S) = > [YDRIG,dd(S— jos) + YDFIGqq(S— j0s)| +
. (4.57)

JE [YDFIG,qd (S— jws) — YDFiG,dg(S— jws)]

It should be noted that the above expression is valid onlypfisitive sequence admittance.
However when dealing with SSR, the interest of frequency edigg in the subsynchronous
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frequency range which justifies the use of this approach.fidgeiency response for the DFIG
can be obtained by substituting “s” with&” resulting in an admittance curve shown in Fig.14.6
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Fig. 4.6 Admittance of a single DFIG wind turbine in the subsynchronousié&necy range. Pout=0.72
pu, Qout=0 pupccr = Occf = 1 pu,aqe=0.1 pu

4.4.7 Model verification

To validate the derived linearized model of the DFIG, a fulitshing model of a DFIG in
PSCAD/EMTDC having the same parameter and control struttasebeen utilized. The uti-
lized DFIG model in PSCAD is a generic model developed foragetdip analysis and shown
to exhibit similar electrical dynamic behavior to an actwahd turbine that is installed at
Tvaaker, Sweden [42]. However, for the validation purpose aidh#he Advanced Grid Op-
eration (AGO) and the Fault-Ride Through (FRT) capabilitias been disabled

A frequency sweep is performed by injecting a balanced tptesse voltage at the terminal
having a fundamental frequency component and a harmorgadrecy component with a pre-
determined amplitude (2% of the fundamental). For evergueacy sweep, the superimposed
harmonic frequency is varied between 1 Hz and 48 Hz in stedsH#. When steady-state is
reached, the injected voltage and current response arairedagrom the measurements the
harmonic voltage and current components are extractedi#&inodin average phase impedance/
admittance.

The validation was performed for various operating poird eontroller parameters. However,
as a demonstration, two output power levels are preseRigd: 0.72 pu andP,; = 0.25 pu. De-
pending on the selected reference power, the operatingl §fmk for the mathematical model
and the PSCAD simulation is determined using a look-up tadmelsis assumed to be constant
during the perturbation. The power leve)y: = 0.72 pu corresponding to supersynchronous
speed range where power flows out both from the stator andtfienrotor. In this range of op-
eration, the GSC operates as an inverter feeding the poarrtfre rotor into the grid. Fig. 4.7
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shows a comparison for the real and imaginary part of the taince obtained using the lin-

earized model and the PSCAD model.
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Fig. 4.7 DFIG mathematical model validation. Pout=0.72 pu, Qout=@pg=1 pu anday.=0.1 pu

The power leveP,y; = 0.25 pu corresponding to subsynchronous speed range wbees is
fed into the rotor from the grid via the BTB converter. Here @®C operates as a rectifier. The
model verification for this power range showing the real andginary part of the admittance

is depicted in Fig. 418
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Fig. 4.8 DFIG mathematical model validation. Pout=0.25 pu, Qout=@pg=1 pu anday=0.1 pu

The frequency sweep performer in PSCAD showed a good matdtetiveéquency sweep ob-
tained using the linearized model. The DFIG is shown to aihdbzero-crossing on the imagi-
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4.5 Conclusion

In this chapter, the development of an admittance modelh@iirivestigated system has been
presented. A state-space approach has been adopted imdpuiid admittance model for the
transmission grid system. The admittance model developfoewind turbine adopted a modu-
lar approach that break the turbine into small subsysteat<tn be interfaced with each other.
This subsystems were then merged to develop the overalhwdamittance. The obtained ad-
mittance plot has been validated against an equivalent witéhe model in PSCAD/EMTDC.
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Chapter 5

Frequency domain stability analysis and
verification

The system investigated in this thesis has been presen@ubiptet 4. In the same chapter, the
system has been divided into subsystems, comprising of ithe twrbine and the transmission
subsystem. A model representation for a single wind turbagebeen derived, which in pu will
be utilized to represent the aggregate wind farm modelFIda) shows a single-line diagram
of the system expressed in terms of wind farm impedance addgmittance. The system at
hand, can be represented as a SISO using small-signal snasyshown in Fid. 5.1(b). The
wind farm model utilized for this investigation is operatadpower control mode. Depending
on wind speed, the corresponding maximum power point levekxiracted from a look-up table
which serves as a reference input to the power controlldne@tFIG. In Fig[ 5.1(B), the input
(Ai*) is a current reference proportional to the reference egower B;,,) for the wind farm.

A constant wind speed distribution through out the farm siased, resulting in a single power
reference level. The ter@brc(S) is the impedance representation of the DFIG farm which can
be represented as a controllable frequency-dependentlanpe. The variation in PCC voltage
(Aw) serves as input to transmission grid admittaMces). For the variation iMv, the grid
response through the line curreiit closes the loop.

infinite bus

Lr R R, L C
T, T L L " _ . AV,
Je—vW\—T11— Ai Zowa(9) = T—
" Ve Vi
AN J .
H/_/ ~ Ad,
Yi(s)
Zpric(s) Yi(s)

(a) (b)

Fig. 5.1 (a) Single line diagram representation for investigated system]3K) presentation of the
investigated system.
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u—{_y— G(s) y

I H(s)

Fig. 5.2 Block diagram representation of a SISO with negative feedback

5.1 Frequency domain stability analysis approach

For the system shown in Fig. 5.2, the stability of the systamlme evaluated by analyzing the
poles of the closed-loop systdris) expressed ir (5l1) or by applying Nyquist criterion to the
open-loop transfer functio; (s)H (s).

F(s) = T GSH (S (5.1)
The frequency domain representation for the individuatfioms G(s) andH (s) can be ex-
pressed as [50]

G(jw) =G () + |Gi(w)
(5.2)

A method using complex torque coefficients is introducedbity] fand [52] for the analysis of
the risk of subsynchronous torsional interaction for arstéarbine generator system. In the
analysis, the transfer functida(s) represented the mechanical damping torque whetigas

is the transfer function for the electrical damping tordliee damping coefficientsx (w) and

H; (w)) and the spring constant@i((w)andHi' (w)) are then employed to derive a net damping
criterion, which states that for each closed-loop resoaandf (5.3) holds, there exists no risk
of torsional interaction

D (w) = G (@) +H, (w) >0 (5.3)

However, it was in[[50] that, both proof and modification fbetabove analysis was provided.
Using the Nyquist criterion , it has been shown that the aloowerion should be applied for the
open-loop resonance and not for the closed loop resonaneeliaes for low frequencies where
the loop gain does not exceed unity. The above analysis cartbaded to assess the stability
of an impedance/ admittance based interconnected systaessed as a SISO. Here, instead of
using damping coefficients, the frequency-dependent ispezland admittance characteristics
of the individual subsystems can be used to generate a sireidion. Replacing the Laplace
variable “s” with jw, the open-loop relation can be expressed as
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Gr (w)
Hy (@)
)

Gr(w

+ JGi (w)

+ jH; (w)

H (@) + Gi () H! () +jGi<w)H;<w>—<sr<w>H((w> (5.4)
HY (w)® +H{ (w)® N HY (w)® +H{ (w)°

REG(jw)H (jw)] IM(G(jw)H (jw)]

G(jw)H (jw) =

Based on the Nyquist criterion, if the individual subsystamesstable (meaning have no polesin

the right-hand plane), the closed-loop systéi(s) will also be stable; provided that the open-

loop transfer functiorG(s)H (s) does not encircle the -1. By applying the classical Nyquist
criterion to the expression df (5.4), non encloser of -1 igrgateed if:

Re[G (jon) H (jan)] > —1 2% 1m [G(jan) H (jen)] = O (5.5)

Therefore, the stability of the closed-loop system F(s)uargteed if R¢G (jon)H (jon)] >

—1 holds forwy that satisfies IMG(jen) H (jan)] = 0. ReplacingG (jw) with frequency-
dependent DFIG impedancéyr | (jw), andH (jw) to represent the admittance of the trans-
mission grid,Y, (jw), the relation provided in_(5l5) can be used to evaluate thieilgy of
the closed-loop system shown in [Fig.5.1(b). In this thehis criteria in [5.b) is referred to as
impedance-based Nyquist criterion. Here it should be ntitatkoy represents the open-loop
resonance, not the closed-loop resonance of the system.

Before proceeding to utilize the impedance based Nyquibtlgyeanalysis to asses the stability
of the interconnected system shown in [Fig. 5]1(a), frequelmenain analysis for the individual
subsystem can be evaluated. This helps to gain insightghetearious controller parameters
and system conditions that could impact the impedancettaime behavior of the subsystem.
The obtained result serves as a guidance for identifyinggeysonditions and parameter varia-
tions that potentially affect the system’s overall stapili

5.2 Frequency domain analysis for DFIG system

In Chaptei 4, the admittance modeling for the overall DFIGing has been presented. The
method has been proven to be an efficient approach for obtathe frequency domain ad-
mittance, (in the subsynchronous frequency range) whichfegher be used to obtain the
frequency domain impedance.

The DFIG mainly comprises of an induction generator withvesters. Its behavior is therefore
influenced by the behaviors of the induction generator amgtexters collectively. To just eval-

uate individually the various subsystem to arrive at a \@alginclusion is not feasible. However
the same approach can be used to identify system parametece@aditions that affect the var-

ious subsystem. To start off, the influence due to the indogenerator is evaluated from an
impedance point of view.
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5.2.1 Influence of induction generator

As a baseline for evaluating the influence of the inductionegator, the impedance plot of
the induction generator used for the modeling is considebdderve that the presented plots
are related to the induction generator only and that theexders here are not considered. The
induction generator is a WRIG however, in this section, thersoaire short-circuited hence
acting as a squirrel cage induction generator. This is &ipstsimplification as the aim is to
alienate the effect of the induction generator from thathef converter. The mechanical drive
train of the induction generator is not taken into accourdugghout this analysis. Fig. 5.3 shows
the impedance plot for the induction generator that hasaa ed¢ctrical speed corresponding to
oy = 1.1ws wherews is the fundamental angular frequency.
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(==}
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Im[Z, (j®)][pu]

0.1+
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frequency [Hz]

Fig. 5.3 Frequency domain impedance of induction generatos 1.1 pu

The induction generator has a negative resistance for a&rahfrequencies below the syn-
chronous frequency. This indicates that the induction ggoehas a negative influence on the
system’s ability to dissipate power. To further elaboréts,tthe steady-state circuit representa-
tion of an induction generator shown in Hig.15.4 is considefiée termvy is the rotor voltage
(in thel representation) which in this analysis is set to zero (sticztiited). The terns’ indi-
cates the slip term due to the slip associated with the r@eed of rotation. This term can be
expressed in Laplace domain as

(5.6)

wherewy is the rotor electrical angular frequency. From the eqeivatircuit (see Fid. 514), the
impedance for the induction generator can be written (irstdemain ) as

Z6(s) = Ro+ (% +sLR) / /st 5.7)
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Lg R

K3 LM <~ ZG

Fig. 5.4 Steady-state equivalent circuit diagram of an induction generator

As the magnetization inductance of the machine is muchigtgge>> LRg), the above expres-
sion can be further simplified as

Zg(s) = Rs+sLR+% (5.8)

Evaluating the relation in_(5.8), there exists a teRmthat under the given assumptions, is
frequency independent . The second tesin results in a positive-complex impedance that
contributes to the imaginary part of the induction generetpedance. The third term, consti-
tuting of the ratio of the rotor resistanBg ands' is the one attributing to the observed negative
resistance. ThBR is individually frequency independent, however, the dbmtion ofs' for fre-
guency range below the rotor angular frequency is negasiaerasult ofto < «y. This causes
the ratio to be negative in the frequency range below thelangotor frequency.

For a fixed rotor speed, the negative resistance increaghe &®quency approaches the rota-
tional frequency. This can also be observed in[Eig. 5.3, e/tier resistive impedance is positive

up to a 30 Hz indicating tha@ value does not exced®;. However, after this frequency, the
resistive impedance becomes negative.
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g 04 —mr:I.l pu |
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Fig. 5.5 Frequency domain impedance of an induction generator for vat@speedw =1.05 pu (blue
curve) andw=1.1 pu (red curve)

To observe the influence of the rotor speed, the impedandeeafenerator for two different
rotor speeds is plotted in Fig. 5.5. It can be observed thattive with a higher rotor speed
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Chapter 5. Frequency domain stability analysis and venéinat

exhibits a lower negative resistance. This is associatéd te fact that as the rotor speed
increases, the terfs'| get larger resulting in lower values §¥

Another aspect to be evaluated is the impact of the gengratameters. Here, the influence of
rotor resistanc&g in combination with the slip term serves as a good startirigtp&ig.[5.6
shows the impedance plot for a constant rotor speed of 1.1lifiuavl0% increase and de-
crease of the rotor resistance. As can be speculated [fr@)) {3crease in rotor resistance will
contribute to an overall higher negative resistance andpposite applies for a lower rotor
resistance (see Fig. 5.6). However, it should be noted ligainfluence of the rotor resistance
on the impedance even for a high deviation of 10 % is not stiissantial.
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Fig. 5.6 Frequency domain impedance of induction generator for variedresistancew=1.1 pu

5.2.2 Influence of rotor-side converter

In the previous subsection, the behavior of an inductioregaor in the subsynchronous fre-
guency range has been discussed. To further create an tamkng), the impact of the RSC on
the DFIG impedance characteristics is evaluated in thisettion. The impact of the rotor-side
converter to the risk of SSCI has been reported in a numbetesature [[14] 9] [12, 53—-55]
The RSC modeled in terms of its control structure has a cadaamt@roller with an inner cur-
rent controller and an outer power controller. The WRIG witluerent controller as derived in
Subsection 4.4]11 has been considered. Here, the prelyraisaumption are:

e The rotor reference current that serves as an input to the R8ent controller are known
with good accuracy.

e The RSC is considered to be a linear amplifier, meaning, arhehigrder harmonics due
to switching are neglected. In addition, the converter issadered lossless.

The impedance plot for the WRIG, having current controllerrearted to the rotor side is ob-
tained from the admittance relation derived[in (4.18) isvahan Fig.[5.7. The system shows a
negative resistive part throughout the subsynchronogsiénecy range with a bending inductive
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Fig. 5.7 Frequency domain impedance of an induction generator with antwoatroller based vol-
tage source attached to the rotor. Closed-loop bandwidth for the cuwetller, ag=1.0
puw=1.1 pu

reactance. Comparing the result with the plots obtained fronsidering the induction gene-

rator alone (see Fi@. 3.3), it can be observed that a highgative resistance occurs with the
inclusion of the RSC current controller.

Consider the rotor voltage equation generated by the cucoetitoller presented i (4.112)

V2" (8) = Feer(9) (i (9) —i ¥ (9)) + jcoLein () + Hip (I & (9)  (5.9)

~emf

For ease of analysis, the feed-forward term involving thekdaMF is neglected. Assuming

\_/SO') = \_/E(dQ), the expression (5.9) results in

Ve (9) = Feer(9)ir " (5) ~ [Fecr(S) — Madl i * (5) (5.10)

where jMqq is the controller decoupling term. Moving the analysis te #iationary reference
frame, the above expression can be rewritten as

VR(S) = Feer(S— jws)iR(S) — [Fecr (S— jos) — Mg ir(S) (5.11)

Fig. 5.8 Equivalent circuit diagram of an induction generator with curcemtroller based voltage
source connected to the rotor

From (5.11), the current controller can be expressed (ga#tie positive sequence) by a vol-
tage sourceccr = Fecr(S— jws) ik behind an impedanc&.cr(s) = [Fecr(S— jos) — jMdg) -
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Chapter 5. Frequency domain stability analysis and venéinat

Fig.[5.8 shows the steady-state equivalent circuit reptaien of an induction generator with
a rotor-side current controller. From an equivalent cirgaint of view, the inclusion of the
rotor-side current controller results in a frequency dejeeh complex impedance in series with
a voltage source. Therefore, comparing Eigl 5.3 and Fig tbefconsequences of having a cur-
rent controller can be associated with a pronounced frexyudapendent negative resistance
and a much lower inductive reactance. In addition, accgrthr{5.11), the complex impedance
(ZeeRr) is influenced by parameters of the controller.

Variation in rotor-side current controller bandwidth

Recalling that the RSC current controller is a proportionatiaaler with gain kp cc = dccRrLR,

its impact can be evaluated by considering the closed-looot controller bandwidtlacc .
As the aim is to evaluate the weight of this parameter on theedhance behavior of the DFIG
subsystem, the overall impedance model of the DFIG is censitifor the analysis. Frequency
scan, in the subsynchronous frequency range, using theritoeel mathematical model derived
in Chaptei 4. Figl_519 shows the DFIG input impedance for défié values ofaccr. Here, a
constant output power correspondingP; = 0.72 pu and)oy: = 0 pu is assumed. The closed-
loop current controller bandwidth for the GSC is setitg = 1 pu. The outer power controller
gain was held &y p =5 pu with an integrator time constant corresponding to= 0.2 sec. The
bandwidth for the dc-link voltage controller was maintalreg agc = 0.1 pu.
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Fig. 5.9 DFIG impedance for varied RSC current controller bandwimth.varied from 1 pu to 4 pu

From Fig[5.9, the DFIG impedance by itself is shown to extaliero-crossing for the imag-
inary part (here denoted as “resonance”) that varies welcthrrent controller bandwidth. As
can be observed from the lower plot, the impact of the vanain accr is a small shift on
the zero crossing associated with the DFIG reactance. Thatiea also affects the resistive
impedance presented by the DFIG. Referring to the upper pl6igo[5.9, increase in the cur-
rent controller bandwidth results in a substantial inceelasf negative resistance over a wide
subsynchronous frequency range. This is due to the fastaatihe RSC current controller that
effectively produces a higher rotor resistance. Howeuss,td the negative slip associated with
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the machine, this resistance appears as a negative resistarseen from the stator terminals.

The above resultis in sync with the analysis drawn earlién vagards to the impact of the RSC
current controller.

Variation in power controller parameters

To account for the influence of the outer-loop power corgrod similar procedure of impedance
evaluation is adopted by varying the controller gd«'mp()l and integrator time-constarif; ).

To start, a frequency scan has been utilized to evaluatartpadt of varied power controller
gain (kpp) on the impedance character of the DFIG. A constant outpwepeoorresponding to
Pout = 0.72 pu andoyt = 0 pu is considered. Both the RSC and GSC closed-loop current co
troller bandwidths are setto 1 pu. The outer power contrghénkp p is varied for four different
values whereas the integrator time-constant is held conatdj p = 0.2 sec. The closed-loop
bandwidth for the outer dc-link voltage controller has beehatayc. = 0.1 pu. The obtained
result is shown in Fid. 5.10
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Fig. 5.10 DFIG turbine impedance for varied RSC outer controller loopmpeters k,, , varied from 2
puto 10 pu

As it can be observed from Fig._5]10 (upper plég)p is shown to affect the resistive part of
the DFIG impedance mainly in the frequency range, 37 - 50 He. Aigher negative resistance
is associated with a high&p, p gain value. On the other hand, in the lower plot of Fig. 5.0e, t
power controller gain clearly affects the resonance of tRé@impedance resulting in a lower
resonance frequency for an increaségp gain. Proceeding to evaluation of the influence of
the integral term in the outer-loop power controller, fregay scan under similar conditions
with the exception thaip p is set to 5 pu and the integrator time consfap, is varied for three
different values, is shown in Fig. 5111.

1Both the active and reactive outer power controller gainvared. i.ekpp = kp o. For the sake of claritp p
is mentioned through out the text
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Fig. 5.11 DFIG turbine impedance for varied RSC outer controller loopnpeters. Integrator time
constant]; , varied from 0.1 sec to 0.5 sdg, p= 5 pu.

Evaluating Fig[5.1]1, the resistive component of the DFI@pgr plot) for aT; , of 0.1 sec,
presents a negative resistance at lower frequencies angbéveeminimum resistance is pro-
duced around 45 Hz. This builds to a positive resistance $hwoat frequency range close to the
fundamental. However, for values @fp higher than 0.2 sec, the resistance preserves a negative
value for the whole subsynchronous frequency range; wghdr negative values associated to
higherT; , value. It can be noted that, for all valuesf, the variation on the resistive part is
negligible for the frequencies ranges below 35 Hz. When ite®to the resonance of the DFIG
(lower plot of Fig[5.11), the impact & , is shown to be almost insignificant.

To obtain analytical representation, consider the geoempression presented in Section
(4.112) of the previous chapter, expressed here as

Again for analysis purposes, considering a simplified esgiga for the current controller given
in (5.10) and expressing it in matrix form as

o Fcc_R 0 % O 0 _FCC,R —qu .
VR= [ 0 I:cc,R ] 'R [ 00 qu _Fcc,R '9 (5.13)
F;;R MZ:;R
where
VR=[Vra VRq ] ik=[ira TRq ]

andig is as described if_(4.11). The analysis is moved into snigtias as the incorporation of
the outer-loop controller causes the system to be nonflifigee GSC is neglected ad,; is
considered equivalent ®?2. This is a valid assumption as the aim here is to evaluateripagt

2Similarly under the assumption that the GSC is removed ah@fing also holdQgyt = Qs, it = is andv; = vs
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of the RSC outer-loop controller. Taking the expression efibwer controller given in(4.27)
followed by simple modification, the expression fgris obtained as

A% ] { AP} } [ AP }
Rd | _F S | —FpcH s 5.14
[A|E7q Pc AQS Pc LP,p AQS ( )

let us express the stator active and reactive power as

[ AP ] _ [ —3Vsdo —3Vsq0 ] [ Ai_s,d ] X [ _3is,d0 _3?s,q0 ] [ Avs g 1 (5.15)
AQg —3Vsqo  3Vsdo Aisgq 3isgo  —3isdo Avsq '

Inserting (5.16) in[(5.14) and combining the resulting egsion with the small-signal expres-
sion of (5.138), results in

AP

KiAig = Kref [ AQ:
S

:| + KY,FSCAVS (516)

where the matrices are described as

Ki=Mg—M R{M/CQR — FecrFPcHLPpM PQ,is}

Kref =M RFcc,RFPc
KY,rsc - I:cc,RFPcH LP, pl\/I PQ,v +M S

The characteristics polynomial for the admittance matar be obtained from thi€;” lKY7rsc
which results in a fourth-order polynomial that can be repreeed as

CaSt + S+ e+ cs+c=0 (5.17)
with
C= FCZC,RRSZ + ngRg + 2Fec RRRRE + RRRE + FLRL wé + Ly ngws? + 2Fec Rl RraX +
Ly RRwE — OF & rFpcHp pLinVe qowé — OF cc, RAFZH{p pLiy Ve o€ — 2LmMygREwe—
2LrMd R, + 2Fec RLE Rstswp + 2L ReRststr — 2L LrMgqelay + LG REw2 +
2L mLRRE WS + LAR2 WS + L{ LRl ws
C1 = 2F& RLMRs + 2LMMGRs + 4Fcc RLMRRRs + 2Lm RERs + 2Fce RLM RS + 2Fcc RLSGRE+
2LMRRRZ + 2LRRRRZ + 2L MyqRss + 2Fco rLig LR 4 2LE) LrRrwE — 2L Mg qRstwr—
AL LRMgqRswp 4 2L2) LrRsw? + 2Ly LERswS
C2 = FecrLiy + LiaMdq+ 2FecrLinRr + Lt RR + 2Fcc RL Rs + 4Fcc RLMLRRS+ 2L RrRs+
ALmLRRRRs + Ly RS + 2LmLRRE + LRRE — 9FZ rFicHp plinVa o — 9Fe RFpcHR pLt Va0
+LiaLRaE — 2L LRMaq@n + LigLRe?
C3 = 2FecrLZ LR+ 2L% LRRR + 2L LRRs + 2LmL2Rs
ca=LGLA
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The analytical expression obtained[in (8.17), is a quadesjuation. According ta [33], a gen-
eral formula exist for obtaining poles of a cubic expres3idiowever the practical expression
obtained remains too complex to extract analytical retabietween the individual parameters
and the respective system poles, that indirectly influeneeystem behaviour.

5.2.3 Influence of grid-side converter

In the previous subsection, the influence of the RSC with cegacontroller parameter vari-
ation on the impedance characteristics of the total DFIGH®®n addressed. It has also been
shown that the inner current controller parameter influsribe negative resistance behavior
strongly whereas the outer controller parameters affbéetseésonance point and noticeably in
the frequency ranges closer to the fundamental frequenadis subsection, the influence of
the GSC on the impedance characteristics of the DFIG is edvém a similar fashion, the eval-
uation starts with assessing the impact of the grid-sideeaticontroller and moves to include
the impact of the dc-link voltage controller parameters.
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Fig. 5.12 DFIG impedance for varied grid-side current controller badithwac. ¢ varied between 1 pu
to 4 pu.

Variation in grid-side current controller bandwidth

The GSC, as described in Chagtér 3, is a Pl based current dentrdath a proportional gain
Kpf.cc = Occ fLt and an integral gailit cc = acc fRf, Whereac ¢ is the closed-loop current
controller bandwidth, anB; andL ¢ are the resistive and inductive losses of the grid-side filte
respectively. Similar to the RSC, the GSC closed-loop curentroller bandwidth is selected
as a variable. Fig. 5.12 shows the frequency sweep of theRéi& input impedance consid-
ering three different values afcc . A constant output power d¥yt = 0.72 pu andQoyt = 0

pu are assumed. The closed-loop current controller bartbviad the RSC is held constant at
Occr = 1 pu whereas the closed-loop bandwidth of the GSC is vagédden 1 pu and 4 pu.

3The full expression for obtaining the roots of a quadratisagipn is too large to be presented here. However
the interested reader can refer[tol[33]I[56] for further deta
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5.2. Frequency domain analysis for DFIG system

The RSC outer power controller gain is heldkge = 5 pu with the integrator time-constant
corresponding tdj p = 0.2 sec. The closed-loop bandwidth of the dc-link voltagetmller is
set toag: = 0.1 pu.

The frequency sweep of Fig._5]12 shows minimal influencej batthe resistive and reactive
impedance of DFIG characteristics, in the subsynchronmguéncy range. This implies that

the parameter of the GSC current controller does not inflei¢ine impedance behavior of the
DFIG.

Variation in dc-link voltage controller parameters

The final step in evaluating the effects of the controlleapagters on the DFIG impedance is to
see the impacts of the dc-link voltage controller paransedsrdescribed in Chaptér 3, Section
B.3.2

To investigate the impacts of the dc-link voltage contmbefrequency sweep of the DFIG input
impedance with variedy. is depicted in Figl._5.13. Similar to previous consideratidf; =
0.72 pu and)oyt = 0 pu is considered. Both the RSC and GSC current controlledvaaith are

held constant attecr = 0 f = 1 pu. RSC power controller parameters lgge = 5 pu andT; p=
0.2 sec.
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Fig. 5.13 DFIG impedance for varied dc-link controller bandwidtl, = 0.1 pu (blue)agc = 0.15 pu
(green), andrgc = 0.2 pu (red)

According to Fig[ 5.1, a very small variation is observedha resistive term of the DFIG
impedance (in the frequency range, 20-40 Hz) as a highgwralue results in a less negative
resistance value. However it should be noted that as comipgarthe RSC current controller
bandwidth, the impact of the dc-link voltage controller isignificant. Besides what is pre-
sented here, it has been reported(inl [29] that the impact dihkovoltage controller on the
admittance of the converter is dependent on whether theectamis operated as a rectifier or
as an inverter. The author shows that in the rectifier modgefaiion (that can correspond to
the case when the DFIG is operated in the subsynchronoud spege) the converter presents
a negative admittance for the subsynchronous frequengeraased on this fact, the impact

75



Chapter 5. Frequency domain stability analysis and venéinat
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Fig. 5.14 Mechanical power verse wind speed at rated rotor speed

of the dc-link controller when the DFIG is operated in thesuizhronous frequency range will
be evaluated in the next subsection dealing with the infleefioperating condition.

5.2.4 Influence of operating condition

Energy harnessed from wind generation units varies thrdongh due to the variable nature of
the available wind speed. Therefore the power generated fimd also varies in a somewhat
proportional manner with the available wind speed. The athges of employing variable speed
wind turbine are mainly for the purposes of harnessing thesgy over a wider range of wind-
speed. In case of DFIG based wind turbine, this is accomgaisly regulating the speed to
the turbine by injecting variable frequency voltage in tbheor circuits through the means of
the BTB converter. At a lower wind-speed range, when the harbotational speed (electrical
speed) is belowws (here referred to as subsynchronous speed range), the GS@tegpas a
rectifier supplying power from the grid into the rotor. On titber hand, at a higher wind speed,
when the turbine electrical rotational speed is abay€supersynchronous speed range), the
GSC operates as an inverter pushing power into the grid.dmrdbults presented in previous
sections, the analysis were performed under the assumntpidnhe turbine is operated in the
supersynchronous speed range. In this section, resultegleath subsynchronous speed range
are presented. According o [41], the impact of the wind dwaeé be directly related to the input
mechanical power as

1
Pnech= EPAGC (A.B) w?

W Iy
w

(5.18)
A =

whereC, is the coefficient of performance, is the pitch anglej is the tip-speed ratio and
w is the wind speedw; represents the rotor speed on the low speed side @aisdthe plane
rotor radius.p is the density of the air and, represents the area swept by the rotor. Detailed
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5.2. Frequency domain analysis for DFIG system

description of [(5.1B), is beyond the scope of this work. Heeveas shown in[41] a sketch
is used to illustrate the relationship between the inputhaeical power and the wind speed
(shown in Fig[5.14). As can be observed, the input to the wimbine has a fairly linear
relation up to a certain wind speed limit, beyond this lirhi¢ fpitch of blades are controlled to
limit the input power at rated value. As a result, a constamtqy is harnessed even for higher
wind speed.
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Fig. 5.15 DFIG impedance for various output powr; = 0.25 pu (blue)P,,: = 0.72 pu (green), and
Pout = 1.0 pu (red)

Returning to the analysis at hand, the impact of the variatfonind speed (here represented
through the variation of output powd?,), on the input impedance of the DFIG is shown in
Fig.[5.1%. The reactive poweéy: is controlled to 0 pu. Both the RSC and GSC current con-
troller bandwidth are set taccr = dccr = 1 pu. The outer power controller parametiess =

5 pu andTi p = 0.2 sec are considered. The dc-link voltage controllesexisloop bandwidth

is set toagc = 0.1 pu. Both the upper and lower plot of FHig. 5.15, Ry = 1 pu andPy; =
0.72 pu show minimal variation on the resistive and indéctmpedance of the DFIG. It can
be noted thaP,; = 1 pu andP,y; = 0.72 pu correspond to operation at supersynchronous speed
range where the variation in the rotor speedupfbetween the two output power is 0.01 pu.
The result is justifiable, as this variation (although ingigant) can be associated to the fre-
guency dependent slip term. When it comeB4@ = 0.25 pu, corresponding to operations in the
subsyncronous speed range, the impedance presents acaigghifihigher negative resistance
accompanied by a shift in the resonance of the DFIG itselifs Tan be attributed to the oper-
ation in subsynchronous speed range associated with a i@l of «y that affects the slip
term. In addition to the slip term, operation in the subsyonbus speed range (as mentioned
in the previous subsection ) corresponds to the operatiadheolGSC as a rectifier. Based on
the results presented in [29], it has been hinted that the Q&Cated as a rectifier presents a
negative admittance for the subsynchronous frequencyertnal is dependent amy.

To further evaluate the impact of the GSC dc-link voltagesetiloop controller bandwidth in
the subsynchronous speed range, a frequency sweep of ti&iPpedance for output power
corresponding td%t = 0.25 pu andQqyt = 0 pu has been performed. All other parameters
are maintained as in Fi§. 5]13. The result is depicted in Eifi6. It can be observed that,

77



Chapter 5. Frequency domain stability analysis and venéinat

the impact ofay. on the impedance is small as in Fig. 5.13. However, in casalofysich-
ronous speed range (GSC operated as a rectifier), a highdwlatih of the controller results
in a relatively higher negative resistance. The contra/lfeen observed for operation in the
supersynchronous speed range (seelFig] 5.13)
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Fig. 5.16 DFIG impedance for varied dc-link controller bandwidth for gnblronous speed ranga.
= 0.9 pu.agc = 0.1 pu (blue)ayqc = 0.15 pu (green), andyc. = 0.2 pu (red)

5.3 Frequency domain analysis for transmission line

In Chaptef 4, Sectidn 4.3, the derivation for the grid admié&aof a radial series-compensated
transmission line has been presented. In the same secéilmojation of the grid resonance
frequency based on impedance and level of series compemdas been addressed. In this
section, the variation of admittance characteristics fffent grid configurations and the im-
pact of compensation level is covered.

In a radial configuration, compensation level affects tleonance point of the grid in accor-
dance to

1
LtotC

(5.19)

fres = fs

whereliot = L + Lt with L and Lt are the inductance of the transmission line and grid
transformer, respectivel is the value of the selected series compensation. Usingédrery
sweep, the admittance behavior of a series compensatesxrission for various compensation
level is depicted in Fig._5.17. In support to (5.19), a highlexel of series compensation is
observed to a shift of the resonance point further to thet rfigé. closer to the synchronous
frequency of the system).
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Fig. 5.17 Transmission line admittance, radial configuration, for varied easgiion level. C= 30%
(purple), C=40% (green), C=50% (red) and C=60% (blue)

To assess the impacts of a different grid configuration, dmeiiance behavior of a transmission
line, based on IEEE SBM with parameters adopted to accommdkatwind farm, is investi-
gated. Figl 5.18 shows the grid configuration with two patatansmission line, where one of
the lines is series compensated (parameters values foukpbiendix(B). In a similar manner,
the admittance plot for a single compensation level of 50%himwvn in Fig[5.19. The admit-
tance behavior is different as compared with the radiaksystith a lower and wider resonance
pick. At lower frequencies (although this is of less intéres high conductance is presented as
compared to the radial system. In addition, there exist mo @essing for the imaginary patrt.
The effect of varying the level of series compensation haséme consequences as in the radial
system and therefore is not shown here.

With regards to classical SSR problem involving TI, the kiemge of the grid resonance point
goes a long way. As the modes of the turbine generator uret&m@ow with good accuracy,

the resonance in the grid can be modified to avoid these hatw@e hence reducing the risk
of TI. This eventually simplifying the mitigation procegdowever, when it comes to SSCI,
the behavior of the DFIG varies with the controller paramsetand system conditions thereby
adding constraint both on the identification and mitigafioocesses.

Lt Ry Ry, Ly, N C infinite bus
—ge— W @

Fig. 5.18 Single-line diagram of transmission line, parallel configuration
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Fig. 5.19 Transmission line admittance, parallel configuration, for C=50%

5.4 Frequency domain stability analysis for interconnected
system

In this section the frequency domain stability approachia@rpd in Sectiom 511 is applied to
the aggregate DFIG generator subsystem and the transmisscsubsystem to asses the risk
of SSCI. The closed-loop system is expressed as a SISO syatamFig[5.2, in terms of the
Zpric (S) andY_ (s). The various detrimental controller parameters and systemditions are
assessed to reach on a viable conclusion about the ovestdhsystability.

To verify the obtained frequency-domain analysis, timeidm simulations in PSCAD /EMTDC
by employing the system conditions are performed[FiglSt&@vs the single line representa-
tion of the investigated system. For each simulation thpwiygower of the wind farm is ramped
up from zero to a preselected value. When steady-state isedathe circuit breaker inline 2 is
opened causing the wind farm to be radially connected toghescompensated transmission

line (thus, replicating the Texas-events). The obtainedlte are presented as system verifica-
tion.

|
|\ Ry Lpz

o - AT iﬁD
v wL L RTJ;RM L, ¢ innie bus
—e— W)

Fig. 5.20 Single-line diagram of the schematic used for time-domain simulation IAB&EMTDC
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5.4. Frequency domain stability analysis for intercone@dystem
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Fig. 5.21 Stability analysis using impedance based Nyquist criterion fordRI$€ closed-loop current
controller bandwidthaccr = 1 pu (blue),accr = 1 pu (green), andccr = 1 pu (red).
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Fig. 5.22 Time-domain simulation of Aggregate DFIG wind farm radially conmktiea series com-
pensated transmission for varied RSC current controller bandwidi accr = 1 pu Upper
plot), accr = 2 pu (niddle plo) andaccr = 4pu (ower plof)

5.4.1 Influence of controller parameters on system stability

In subsection 5.212, the influence of the RSC parameters viherinpact of both the outer
power controller and inner current controller over the Ditpedance have been evaluated in
an individual manner. It has been shown that variation isetbloop current controller band-
width (accr) affects the resistive term over a wide frequency range /kiee DFIG presents
a higher negative resistance for increased valuecgk. A slight variation on the resonance
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Chapter 5. Frequency domain stability analysis and venéinat

frequency for the DFIG has also been observed with a frequehict to the right associated
with increased value oficcr. Based on this data, the impedance based Nyquist criteré@n (s
Section[5.11) is applied to the interconnected aggregat&DFInsmission line model (radial
configuration) for varioustccr values at a compensation level of 50%. A compensation level
of 50% is chosen as a critical level for most of the resultshadull system experence growing
oscillation beyond this level of compensation for the sieldcontroller parameters and system
conditions. Fig[.5.21 shows the result fy;; = 0.72 pu andoy: = 0 pu. For this set of results,
Occr = 1 pu whereasiccr is varied. Also,aqyc = 0.1 pu and outer power controller gain and
integrator time-constant &f p = 5 pu andTj p = 2 sec, respectively have been considered.

In reference to Figl_5.21, a significant impact of the RSC curo®ntroller on the overall
stability of the system is observed. For an open-loop resomahat varies from 20.47 Hz to
21.54 Hz, RéZpric (jan) YL (Jon)] falls below -1 foraccr > 1 pu. This is a clear indica-
tion that the open-loop system encircles -1, implying tihat ¢losed-loop system is unstable
for the corresponding controller parameters and systerditons. However foroecr = 1 pu,
Re[Zpric (Joon) YL (jan)] =-0.9911 pu, i.e, itis very close to -1. To verify the obtalmesults,

a time-domain simulation in PSCAD is performed. The circuédker is opened at t= 4 sec.
The obtained results farccr 1pu, 2pu and 4 pu are depicted in Hig. 5.22. Begr = 1 pu,
the subsynchronous oscillation dies out slowly, howeweratcr = 2 pu andaccr = 4 pu, the
system experiences growing oscillation denoting systestaility.

For a system resonance of frequerfgy the current that flows contains two compondntat

the fundamental frequencis andlgyp at the subsynchronous frequenigy The corresponding
rotor current will has componentss at fs— fy, and I sy at fn — fm. Interactions between
the various current components result in an additionaluem@pmponent (i.e in addition to the
actual torque) at a frequendy— fy that appears as a complement of the resonance frequency.
To further asses this, an Fast Fourier Transformer (FFTgifopmed foraccr = 1pu to obtain

the resonance frequency of the closed-loop system whichfouasl to befes = 30.625 Hz.
This is electrical close to thgeso = 20.47 that has a complementary frequency corresponding
to 29.53 Hz. Again, it should be noted thiaésoL is the open-loop resonance and in no terms
should be considered as the closed-loop resonance. Hquites@uld be used to determine the
vicinity of the system resonance which can be employed fidhéun system assessment.
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Fig. 5.23 Stability analysis using impedance based Nyquist criterion fordv&®®C power controller
integrator time-constant; p = 0.1 sec (blue)]i p = 0.2 sec (green), anflp = 0.5 sec (red).

Referring back to Sectidn 5.2.2, another RSC controller patanthat caught attention is the
integrator time-constant; p. In Fig.[5.11, it has been shown that, variatiorTjp, for a value
below 0.2 sec, significantly affected the resistive ternhef@FIG impedance for the frequency
range closer to the synchronous frequency. Based on thik, résiimpedance based Nyquist
criterion has been employed for the same system conditibtiseedDFIG as well as a series
compensation level corresponding to 50%. Fig. 5.23 shoeobtained results. The overall
system stability criteria show a very small variation foried T; p value. This is also supported
as the variation in DFIG impedance (du€fig) occurs at a higher frequency, which is further
away from the system open-loop resonance frequency. In suynralthough the integrator

time-constant affects the impedance behavior of the DEIEfitits impact on the overall system
stability is minimal.
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Fig. 5.24 Stability analysis using impedance based Nyquist criterion fordvdcidink voltage controller

bandwidth operating in supersynchronous speed ramge= 0.1 pu (blue),aqc = 0.15 pu
(green), andxrgc = 0.2 pu (red).

Moving with the analysis of the GSC, the impact of the GSC ddsep current controller
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bandwidth,accr has been shown to have less influence on the DFIG impedare&éstion
£.2.3). A similar result is obtained for the overall systeabdlity and therefore, is not discussed
further in this thesis. However, in the same section andi@e&L2.4, the impact of dc-link
controller, although not significant, showed variationdzhen whether the GSC is operated as
a rectifier or as an inverter.
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Fig. 5.25 Stability analysis using impedance based Nyquist criterion fordvaiidink voltage con-
troller bandwidth operating in subsynchronous speed ramge= 0.1 pu (blue)ogc = 0.15 pu
(green), andxyc = 0.2 pu (red).
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Fig. 5.26 Time-domain simulation of Aggregate DFIG wind farm radially conmetdea series com-
pensated transmission for varied dc-link voltage controller bandvaglth left figure: Py =
0.25 pu and 35% compensatidght figure: P,y = 0.72 pu and 51% compensatiary. = 0.1
pu (upper plot$, andayc = 0.2 pu (ower plotg

Fig.[5.24 and Fid. 5.25 show the results for the impedancedsisbility analysis for superyn-
chronous and subsynchronous speed ranges, respectiva@lyicAl compensation level of 35%
and 51% are selected for subsynchronous and supersyncisrspeed ranges. For supersyn-
chronous speed ranges, a highgg value moves the curve towards the stable region whereas
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the opposite holds for subsynchronous speed ranges. Howsheuld be noted that the above
results hold only around the critical compensation level aot for higher compensation level.
This is in harmony with earlier results as the dc-link vodagpntroller parameter is shown to
have a small impact on the DFIG impedance.

Verification using time-domain simulation is shown in Hig2®. The figure on the left-hand
side (marked (a)) shows the results for subsynchronousisggea = 0.9 pu at a compensation
level of 35% while the right-side figure (marked (b)) showsulés for super synchronous speed
of wy = 1.1 pu at 51% of series compensation. The time domain segittined collaborate the
obtained analytical conclusion.

5.4.2 Influence of operating condition on overall system stability

The effect of operating conditions with respect to wind spée.e. related toP,y;) on the
impedance of the DFIG has been presented in Seltion| 5.2ré, He impact of these oper-
ation speeds on the overall system stability is evaluated.[3z27 shows the result for two
speedsgy = 1.1 pu Cout = 0.72 pu) andwr = 0.9 pu oyt = 0.25 pu). Both RSC and GSC
closed-loop current controller bandwidths have been sétto whereagp = 5 pu,Tip = 0.2
sec andxyc = 0.1 pu have been considered.

— P =025pu
out
=0.72 pu

— P
out

24" . _
— trexOI_ =20.7Hz
14 — frc» oL =20.47Hz
0 \\/

0 10 20 30 40 50
frequency [Hz]

T[Z, GO)Y, (o)lpul RelZpy G0)Y, (o)lipul

Fig. 5.27 Stability analysis using impedance based Nyquist criterion foreliff@utput power at 50%
compensatiorP,y; = 0.25 pu (blue)Pyy: = 0.72 pu (green).

As expected, a higher wind speed (operating in supersynobsospeed) leads to a more sta-
ble system as compared to lower wind speed. The impedanewibelof the DFIG has also
been shown to be affected (see Kig. 5.15) by both the subsymains slip, whose magnitude
increases with decreasing value @f, and the impedance of GSC when operated as a recti-
fier. As the admittance of the transmission line is not vaffedFig.[5.27), the aforementioned
attributes can be extended to explain the overall systehilisgaTime domain simulation col-
laborating these results are shown in[Fig.5.28
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Fig. 5.28 Time-domain simulation of Aggregate DFIG wind farm radially conmetdea series com-

pensated transmission for varied output poRgt. Pout = 0.72 pu (ipper plo), andPy = 0.25
pu (lower plof)

Finally, in Sectiorl 5.3, the influence of compensation l@reh radial configuration has been
evaluated. Fid. 5.29 shows the obtained results for diftdevels of series compensation.
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Fig. 5.29 Stability analysis using impedance based Nyquist criterion foruslével of series compen-
sation (radial configurationz = 45% (blue)C = 55% pu (green) an@ = 65% (red).

The effect of the compensation level on the overall stabdlitrve is to shift the open-loop res-
onance to the right and at the same time cause a deeper die Gefor;c (jown) YL (jan)]
curve. Therefore, a high compensation level increasesskef system instability as the open-
loop gain can exceed -1 at the open-loop resonance frequasmshown in Fid. 5.29. To incor-
porate the frequency-domain analysis, time-domain sitimulaesults replicating this system
condition are presented in FIg. 5130. As anticipated froenftaquency-domain stability analy-
sis, is stable system for a compensation level of 45%, wikdheasystem becomes unstable for
compensation level of 55% and 65%. The frequency of the tiagubscillation are 31.98 Hz,

30.1526 Hz and 27.92 Hz for 45%, 55% and 65% at complementaguéncy of 18.02 Hz,
19.8474 and 22.08 Hz, respectively.
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Fig. 5.31 Stability analysis using impedance based Nyquist criterion foruslével of series compen-
sation - parallel configuratio = 45% (blue) C = 65% pu (green) an@ = 85% (red).

At last, the impact of the grid configuration based on theibtglanalysis of a parallel con-
figuration is presented in Fig. 5]31. The result show no ris&pen-loop resonance for sub-
synchronous frequencies that can be attributed to adroételmaracteristics of the transmission
line. In actual terms, the parallel configuration elimirthtiee direct energy exchange that could
have occurred between the control system of the wind turdmaethe capacitance on the series
compensation transmission line, as part of this energyéxtiid through the parallel connected
transmission line.
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5.5 Conclusion

In this chapter, the risk of SSCI in a DFIG based wind farm ceteetto a series compensated
transmission line has been investigated using a impedaased frequency domain approach.
The system has been modeled as a SISO feedback system, whetgdisystems have been de-
fined: an aggregate DFIG and a transmission line on seriepeagation. The DFIG subsystem
has been expressed in terms of its impedance transfer danir (S), whereas the trans-
mission line is given in terms its admittance transmissiamction, Y, (s). Frequency-domain
impedance/ admittance behaviors of the individual sulesysthave been investigated with re-
spect to various parameters and system conditions. In theysahronous frequency range, the
DFIG impedance is shown to present a negative resistandbdagntire subsynchronous fre-
guency range. The DFIG also exhibits an inherent reson&at@tcurs in the frequency range
35 - 40 Hz, which varies with respect to control parameters system conditions. From the
analysis, it has been drawn that the following conditiorfkie@nce the impedance behavior of
the DFIG subsystem

1. The closed-loop bandwidth of RSC current controller. Tighér the RSC closed-loop
current controller bandwidth, the higher the negativestasice presented by the DFIG.
A slight shift of the DFIG resonance frequency is shown witlvér resonance frequency
associated to higherecr

2. The outer-loop power controller parameter. The higherctimtroller gain the higher the
DFIG resonance frequency. A lower resistance is observed fiigher gain for a narrow
frequency range between 45 - 50 Hz. The integrator timetaofdor a frequency range
40 -50 Hz is shown to affect the DFIG resistance significantly

3. The amount of active power generated by the DFIG. The monepis produced by the
DFIG, the less negative the DFIG resistance. A slightly Biglesonance frequency is
exhibited for higher output power.

4. The closed-loop bandwidth of dc-link voltage controllEine impact varies whether the
GSC converter is operated as a rectifier or as an invertem¥nter operation, the higher
the aqc, the less negative the DFIG resistance. For rectifier ojperahe opposite holds.
However the variation is very small.

The admittance property of the transmission line considgiwo configurations, has been eval-
uated. For a radial system, the level of series compensatgrown to affect the resonance fre-
guency of the transmission line. This is associated witlhtgber compensation level. Variation
in grid configuration is also shown to have an impact on bothabnductance and resonance
frequency for the transmission line subsystem. In comparts the radial configuration, the
parallel grid configuration has been shown to have a lowedectance.

The overall system stability has been evaluated using aedammce-based Nyquist criterion,
where the open-loop system stability is used to asses théor$SSCI. It has been concluded
that, the higher the RSC current controller bandwidth, tlghéi the risk of SSCI even at a
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reasonable level of series compensation. It has been shwtnthe dc-link voltage closed-
loop controller bandwidth has an impact about the critieakl of series compensation where
a higheray. values improves stability in rectifier operation of the GS@ a loweray value
improves the stability in inverter operation of the GSC. Bagedhe above conclusions, the
RSC controller parameter, specificalty. r, plays a major role in shaping the DFIG impedance
in order to eliminate the risk of SSCI for the investigatedeys

It should be noted that, the stability analysis performes baen for a particular grid con-
figuration and control parameter. However, the method isrestricted to the configurations
presented in this chapter but rather can be extended todeaamplex grid configuration or
alternate DFIG controller configuration.
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Chapter 6

Utilization of DFIG Controller for SSR
Mitigation

6.1 Introduction

In an attempt to minimize the impact caused by SSCI, mitigeoo this kind of interaction has
become the focus of research in recent years. Some of theedpoitigation techniques involve
the installation of Static Synchronous Compensator (STATG{3V] [58], Static Var Compen-

sator (SVC)[[59] and other external devices like Gate-Coletidberies Capacitor (GCSC) [60]
and Thyristor Controlled Series Capacitors (TCSC) [61] [62hedSSCI mitigation techniques
involve the modification of the DFIG controller. A dampingntmller, described in [63], uses
the measured current and voltage to act on the RSC contrélerdamping controller para-
meters are determined by using the state-space model airthiae¢. Another type of damping
controller, proposed in_[64], involves a derivative cutreantroller loop, a second order low-
pass filter and a lead-lag compensator that is implementéaeoRSC.

A different approach is proposed in [65], that involves tlieidon of a virtual impedance in

series with the PI controller of the RSC current controllexdoAn impedance-based stability
approach is used to evaluate the impact of the proposed dgmapiproach. The author also
proposes the addition of a parallel virtual impedance thhothe GSC. However, results that
support this are not reported in the paper. The work predentf66] [67], proposes the use of
subsynchronous suppression filters in the DFIG controllee approach involves the addition
of a notch filter to the RSC current-controller loop. The filiewutilized to filter out the SSR

mode thereby eliminating the possible interaction thatatcoacur, hence, stabilizing the SSCI.

When it comes to mitigation techniques, which improves thé@¥-or the network’s behavior
making it more passive towards the interaction (passiverigees), the work presented in [68]
suggests bypassing the series capacitors or adjustingRti &ntrol parameters [68] [69] [70],
especially the gain of the RSC current controller, in evehtadSSCI.

This chapter presents possible mitigation techniquesdéatbe employed to the DFIG wind
turbine. Both frequency-domain analysis and time-domamukation will be used to evaluate
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the effectiveness of the proposed methods.

6.2 DFIG turbine maodification for SSR mitigation

In previous chapters, it has been established that thegoblith SSCI in DFIG based wind
farms is due to the energy interaction that occurs betweswihd farm control system and the
resonance conditions in the series compensated tranemigsd. Using an impedance-based
approach, factors affecting this interaction have beetuated from the perspectives of the
DFIG turbine impedance and as well as operating conditidtiseosystem.

In this section, SSCI mitigation through variation of the BFdystem impedance is proposed.
Here, two approaches are considered: the first involves dhiation of the DFIG controller
parameters to modify the DFIG input impedance (here refeioas passive mitigation), while
the second approach involves the introduction of a propaatidamping controller to the DFIG
control system to enhance the system damping for the defseggdency range (referred to as
active mitigation).

6.2.1 Controller parameter variation for SSR mitigation - Passive mitiga-
tion

When SSR is triggered, unless and otherwise SSR mitigativicekeare installed in the net-
work, the only counteraction that can be taken by the winthfaperator is to disconnect the
generation plant, in order to prevent further damage dubdaihcontrolled energy exchange
between the farm and the grid. In order to keep the wind farsemice, it would be necessary
to vary either the DFIG impedance or the impedance of theggrah from the point of common
coupling, to guarantee that the overall system is passitreatystem resonance.

Based on the frequency-domain analysis performed in ChaptireSollowing conclusions
have been drawn:

e The RSC closed-loop current controller bandwidtg has a major impact on the negative
resistance of the DFIG with a lower.. value contributing to a less negative resistance

e The impact of the dc-link closed-loop current controllentaidth a4 varied whether
the generator is operated in subsynchronous or supersymalns speed range.

e A lower output power level corresponding to operation inssutzchronous speed range
leads to a higher negative resistance.

Expanding on this, the variation in DFIG input resistancéhatzero crossing of its reactance
(here referred to as the DFIG’s resonant point) and theisgitif this resonance point for dif-
ferent values oficc anday. is presented in Fig. 6.1. Operating condition at supersymtus
speed range has been considered. As can be observed frogft fhiet, minimal negative resis-
tance around the DFIG resonance point is observegat 0.5 pu andag: = 0.2 pu. FigL6.P
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Fig. 6.1 Evaluation of parameter influence on DFIG resistance at DFiéhaese frequencyr. and
Ogc varied.Pyyt = 0.72 pu,Qout =0 pu

shows a similar plot for operating condition in the subsynalous speed range. In the result
presentedac. = 0.5 pu andayc = 0.05 pu appear to show the minimal negative resistance.
When observing the right plots of Fig._ 6.1 and Hig.]6.2, a siggt variation in DFIG res-
onance frequency is observed fog. < 1 pu with the resonance frequency shifting further
to the right (closer to the synchronous frequency). Basedemrdsults shown, lowering the
RSC closed-loop current controller bandwidth serves as @ gadterion for shaping the in-
put impedance of the DFIG turbine both in the subsynchroaoglssupersynchrononous speed
range. From the figures, it can also be observed that variatiayc, has very small impact on
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Fig. 6.2 Evaluation of parameter influence on DFIG resistance at DFiGhaese frequencyr.c and
Ogc varied.Pyyt = 0.25 pu,Qout = 0 pu
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6.2.2 SSR mitigation using controller variation - Active SSR mitigation

Controller modification based countermeasures have thentatya of begin cheap as it does
not require the installation of expensive additional natign devices and can easily be imple-
mented within the DFIG controller. For a DFIG based wind inghthere exist two alternatives:
one considering the GSC controller and the other consigehna RSC controller. In_[71], the
author investigates the potential of the GSC controlleiSBR mitigation using residual-based
analysis and time-domain simulations in Matlab. An auryliproportional damping controller
implemented on the GSC utilizing the series capacitor geltaas been demonstrated to have
effective damping effect. However, in [63], comparison o IGSC and RSC controller loops
for SSCI mitigation by adding a supplementary damping cdletratilizing multiple input sig-
nal has demonstrated that the supplementary controlléing the GSC showed good results
around the normal level of series compensation, but faibedigher level of series compen-
sation. On the other hand, the RSC based supplementary bensttowed good performance
even for high level of series compensation. The work presemt [72], that evaluates the opti-
mal location for a proportional based supplementary dagpamntroller, also identifies various
controller input signals for the proposed damping corgrplbased on residual analysis and
root-locus method. It has been concluded that the capamttage is the ideal signal and the
GSC is the ideal location. However in the author’s recentjdy, it is clearly pointed out that
the RSC inner current controller loop is the best locationrserting the damping controller.

Returning to the analytical results presented in the previthapters (see Sectibn 5]2.3), the
impact of the GSC controller on the impedance behavior has demonstrated to be minimal,
which hinders the use of this controller for mitigation posps. However, the RSC controller
(especially the RSC current controller) has been shown te kasignificant impact on the
frequency response of the DFIG in the subsynchronous freyueange. Therefore, in this
subsection, modification of RSC controller for SSCI damping lbeen considered.

6.2.3 Proposed SSR mitigation

The proposed active mitigation technique for SSCI consist&/o stages: an estimation stage
and damping controller stage. The estimation stage censisin estimation algorithm used
to extract the subsynchronous component from the measigeal .SThis serves as an input to
the damping controller stage. The purpose of the dampintralter stage is to enhance the
damping of the system for the particular frequencies ofe#e The proposed method has been
implemented as part of the RSC current controller loop.

Estimation Method
The estimation algorithm (EA) is used to estimate the sutdssonous component in the mea-
sured power of the DFIG. Due to the terminal voltagecontaining a subsynchronous com-

ponent, the terminal powét,; will have an average component and an oscillatory component
as
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6.2. DFIG turbine modification for SSR mitigation

Pout (t) = Poutav (t) + Pout osc(t) (6.1)

The terminal power can be expressed in terms of its averaa eomplex phascﬂ'ouwscej Bosd(t)
whereBysc(t) = whsc(t)t is the oscillation angle. The expressién {6.1) can be reamrias

1 - 1, .
Pout <t> = Pout,av (t) + EEouLosc(t) el Bosdlt) + éEout,osc(t) € JBosdl?) (6.2)

From the above expression, it can be deduced that the tdrponer is partitioned into three
frequency components having frequencies atfde¢ and— wyse According to[73], by rearrang-
ing (6.2) and by applying low-pass filtering, the oscillaterm Py, osc and the averagBsut ay
can be estimated from the input signal as

I:N)out.,av (t) = Hay [Pout (t) - I:N)out,osc(t)}

E’)Out,OSC(t) = HOSC |:{2P0ut (t) - 2F~)0ut,av (t) — Ezutjosce*jeosc(t) } e*jeosc(t)i| (63)
~ 1~ . 1 oy N
Foutosc(t) = EEout,osc(t) gl fosdl) 1 éEout,osc(t) g 1ot

whereHg, and Hpsc are the transfer function of the low-pass filters for the agerand the
oscillatory component, respectively. Here, a first order-fiass filter having cutoff frequency
of arpr as in [6.4) has been considered for the filters.

a
Ha\/ (S) = Hosc(S) = S+§LFPF (64)

Fig.[6.3 shows the block-diagram representation of theempeinted estimation algorithm The
algorithm shown in Fid. 613 can be expressed in state-spaweds [73]

d E’out,av —0LpF  —QALPF 0 EN)out,av OLpF
dt I:)gut,osc = | —20,pF —201pF —Wosc Pgut,osc + | 20upr | Pout(t) (6.5)
Pout B 0 Wosc 0 Pout B 0

Using the state-space, the frequency response for the laas-Pilter based Estimation Algo-
rithm (LPF-EA) can be evaluated. The response of the system the inputPy (t) to the
oscillator componeri’f’out,OSC and the average componeﬁt,mav are presented in Fig, 6.4. The
measured signal is assumed to contain a 35 Hz oscillataquémcy and a 1 Hz cutoff frequency
is considered for the EA.
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Fig. 6.4 Frequency response of low-pass filter based estimation algomémmPb; (t) to f’out,a\, (left
figureandPout osc (right figure). A cutoff frequency of 1 Hz for first order filter

From Fig[6.4, it can be observed that the LPF-EA has the ptppéa resonant filter having a
center frequencywse As can be noted, the algorithm presents a 1 pu gain and 0 ghidsat
the oscillatory frequencyysc (see Fig[ 6.4, right plot). Although not visible, it also peats a
notch at the average frequency of 0 Hz. The algorithm for ttezage component presents a 1
pu and 0 phase shift at 0 Hz and a notch at the oscillatory é&necyuof wysc (see Fig[ 6.1, left
plot). According to the analysis performed in [27], the s&tmn of bandwidth for the estimator
is a tradeoff between speed of response and the damping afythem. It is recommended
in [74] to set the cutoff frequency of the filter to be one dexathaller than the frequency of
the signal to be estimated.

Subsynchronous damping controller
The proposed subsynchronous damping controller utilizegstimated subsynchronous power

component as an input. For the controller at hand, the fatiguwssumptions have been consid-
ered
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Fig. 6.5 Block diagram representation of subsyncrhornous dampingotlen implemented on RSC
current controller

e The network presents a positive damping for the superspnoius component_[26].
Therefore supersynchronous components are not considered

e The subsynchronous oscillatory frequency is know with gaocliracy. This is not true in
case of SSCI as the oscillatory frequency varies dependirtgeonontroller parameters
and operating condition

So as to obtain a damping torque reference around the dscitaquency, a phase shift of 90

is introduced on the estimated subsynchronous power coempoHere, extra care should be
taken as phase shift other tharP@®gree would result in an introduction of a synchronization
torque that would instead enhance the subsynchronousatistil The generated reference is
then multiplied by a gain thereby creating the required damorque reference for the RSC
controller. Fig[6.b shows the block-diagram represeoatif the implemented damping con-
troller. To obtain the damping torque reference currdaf;;rz]ge(m[), the torque equation of (6.6)
has been used.

Te - 3an‘US7d|R7q (66)

To evaluate the impact of the implemented damping controllethe frequency impedance of
the DFIG turbine, a steady-state representation of thenastin algorithm with the propor-
tional damping controller has been included in the mathmalanodel. The frequency-domain
impedance obtained using the mathematical model is heseipted in Fig. 616. Operating con-
dition corresponding t€y: = 0.72 pu,Qout = 0 pu,acc = 1 pu andayc = 0.2 pu have been used.
The cut-off frequency o pr = 0.02 pu has been set for the low-pass filters and the estimato
is centered at 15 Hz. As can be seen from the figure, the iciugithe damping controller re-
sults in a lower negative resistance in the frequency of@stethereby improving the negative
resistance presented by the DFIG turbine.
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Fig. 6.6 Impedance of a DFIG turbine with a proportional damping controller

6.3 Frequency domain stability analysis for modified system

In Chaptef b, frequency-domain analysis has been used toad@ahe impact of various con-
troller parameters and operating conditions on the beha¥ithe DFIG turbine. An impedance
based stability criterion has also been introduced to mreahke risk of instability based on the
impedance and admittance behavior of the DFIG farm and thesseompensated transmis-
sion line. In this section, similar approach will be appltednspect the effect of the proposed
mitigation technigues on the stability of the overall systé&ectiori 6.3]1 presents the evalua-

tion for passive mitigation technique, while the evaluatior the active mitigation technique is
presented in Sectidn 6.3.2

6.3.1 Passive mitigation

The analysis is performed in steady-state conditions.Uatalg the results depicted in Fig. 6.7,
when the generator is operated in supersynchronous spiegawind speed), a RSC closed-
loop current controller bandwidth of 0.5 pu and a closegldo-link voltage controller band-
width of a4 = 0.2 pu showed the highest stability margin. With the inseeaf the RSC closed-

loop current controller bandwidth, the R&ric (jwresor) Y (jawresoL)] falls below the -1,
clearly indicating the risk for instability.
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Fig. 6.7 Evaluation of parameter influence on stability using impedance basgsicriterion.acc and
Agc varied.Pyyt = 0.72 pu,Qout = 0 pu and 55% compensation,

To measure the impact of the operating point, the impedaased Nyquist criterion has been
employed to evaluate system stability through variatiorPgf and acc. Fig.[6.8 shows the
obtained results. As can be seen, for lower output poweespanding to low wind speed, a
low closed-loop current controller bandwidth @f; = 0.5 pu ensures system stability whereas
values between 0.5-0.85 pu ensures stability for highepuaytower levels. This is partially
related to the higher negative resistance associated whiigler negative slip at low wind
speed. A slower current controller contributes to a loweeil resistance thereby lowering the
negative resistance presented by the DFIG turbine.

o [pul

Fig. 6.8 Evaluation of parameter and operating point influence on stability usipedance based
Nyquist criterion.agc andP,; varied.agc = 0.2 pu,Qout = 0 pu and 55% compensation,

99



Chapter 6. Utilization of DFIG Controller for SSR Mitigation

6.3.2 Active mitigation

In this section, the stability analysis for the system ushgproposed damping controller ex-
plained in Section 6.21.3 will be presented. Here accurateviedge of system parameter and
SSR oscillatory frequencysc is assumed. The impedance based Nyquist stability cniterio
explained in Sectiof 5.1 is used for the analysis. A cut-adfjfiency ofa pr = 0.02 pu is
considered. Fid. 619 shows the result for compensation éareesponding to 55%. have been
set. The dashed line indicates the result for normal omeratithout the implementation of the
damping controller. The solid lines shows the result forsteay with damping controller imple-
mented. As can be observed from the figure, the inclusioneofittimping controller boosts the
Re[Zpric (jw) YL (jw)] thereby avoiding the -1 margin. A variation in the open-loegonance
frequency is also observed due to the inclusion of the dagngamtroller.

— o, =0.02pu

MIZpp GO)Y, Gollpul RelZp )Y, (o)]ipu]
[\

0 16 26 36 46 50
frequency [Hz]
Fig. 6.9 Comparison of Impedance based Nyquist criterion for DFIG vému fvith and without damp-
ing controller when connected to series compensated transmission linenidndecontroller

(dashed ling with damping controllergolid ling). Pyy:= 0.72 pu,acc= 1 pu,a pr=0.02 pu and
55% compensation level.

Improved estimation algorithm for active mitigation

In the above analysis, the oscillatory frequency of the godisronous component is assumed to
be known with good accuracy. However, in SSCI this assumpsiot valid as the oscillatory
frequency is dependent both on the operating conditiongtendontroller parameters consid-
ered. Therefore, an improved estimation algorithm witlgfiency adaptation is here proposed.
Fig.[6.10 shows the block diagram of the proposed estimatigorithm.
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Fig. 6.10 Block diagram representation of estimation algorithm with frequadoptation features

At the output of the estimation algorithm, a Frequency-lextkoop (FLL) has been placed to
estimate the frequency of the estimated subsynchronoupawent. The output from the FLL
is the estimate of the angular frequency for the subsyndu®icomponent. To ensure proper
estimation, the angular frequency is integrated to obtagnestimated phase angl@{cpiL).
which is then fed-back to the estimation algorithm. As a ltedloie estimation algorithm will
involve frequency adaptation. The equation governing theiB given by

abquLL =k € (t) (6.7)

wheree (t) is the error signal set to Irﬁlﬁout,osc(t)] where as; is set tooréLL in accordance
to [75]

6.4 Time domain based simulation verification

In the previous section, the effectiveness of the propoasdiye and active mitigation for SSCI
has been shown through impedance based frequency an&lgses.time-domain simulation
results for the proposed techniques will be presented. irhelations have been carried out
using the simulation program PSCAD/EMTDC and the contrdtethe DFIG is implemented
using Fortran 90 language. A sampling frequency equdl to 5 kHz has been used. Similar
to the single-line diagram representation shown in [Eigd5a2parallel line is connected at the
PCC to ensure stable operation, especially during systamustéigure[ 6.111 shows the result
for the passive mitigation technique. Initially the windrfais operated atr.c = 1 pu pushing
Pout = 0.72 pu andoyt = 0 pu into the grid that is on 55% series compensation. Attdnsec,
the circuit breaker in Fid. 5.20 is opened, causing the agdeel DFIG model to be radially
connected to the series-compensated transmission lireeclordance to Fidg. 6.11, a growing
oscillation due to SSCI starts to build up. Once the estimatdxsynchronous power exceeds
the preset threshold, the bandwidth is lower immediatelsgvimd loss of controllability. The
upper plot in FigL 6.711 shows the results wheeg is lowered to 0.5 pu and the middle plot
for acc is lowered to 0.75 pu. Once the action is taken,dgg = 0.5 pu , the subsynchronous
component in the measured power dies very fast; howevegah&oller takes longer time to

101



Chapter 6. Utilization of DFIG Controller for SSR Mitigation

’I‘\ — comp=55 %

— comp=55 %

o
o

P Pyl

o
3

'5‘ -
K —Wmmmmmm
a® 0.7

3 35 4 45 5 55 6 65 7 75 8
time [sec]

Fig. 6.11 Output power of a DFIG wind farm connected to a series compshgansmission linéJp-
per plot Operation with passive controlles.. lowered to 0.5 pu wheflagssris enabled.
middle plot Operation with passive controlles. lowered to 0.75 pu wheRlagssris en-
abled.Pout=0.72 pu,Qou: = 0 pu,acc = 1 pu,dqgc = 0.2 pu and 55% compensation level

bring the system back to the reference values. On the otimet, fiar acc. = 0.75 pu (Fig[6.11,
middle plo), the subsynchronous component in the power dies at a slanebut at the same
time the response of the controller is faster.

Presenting the results for subsynchronous speed rangdg.ER) shows the results & =
0.25 pu at 55% compensation. As can be observed from the fitpwering acc to 0.5 pu,
brings the system to stability whereas foy; = 0.75 pu, the approach fails to ride-through the
SSCI condition. From the result, it is evident that for lowengvspeed (IowPy), lowering d¢c

to 0.75 pu is insufficient to ensure passivity of the DFIG.

To summarize, loweringcc to 0.5 pu guarantees passivity for the investigated system.

To evaluate the proposed active mitigation technique @®pt in Sectiof 6.2.3) using time-
domain simulation, an LPF-EA and a damping controller haaenbimplemented in the RSC
current controller loop. In the simulation model, the saneps are taken to open the breaker
thereby creating a radial connection of the DFIG wind farrthvie series-compensated trans-
mission line. Parameter setting @fr = 0.02 pu has been considered. Operating points corre-
sponding toPyy: = 0.72 pu andQeyt = 0 pu with agc = 1 pu andag. = 0.2 pu have been set.
Fig.[6.13 shows the obtained simulation results for a trasson line operated at 55% series
compensation. The upper plot shows the result when thealtarttakes no action to mitigate
the SSCI condition whereas results in the lower plot showthput power when the active
damping controller is active. A closed-loop bandwidthogbr = 0.02 pu has been considered.
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6.4. Time domain based simulation verification
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Fig. 6.12 Output power of a DFIG wind farm connected to a series corapshfransmission linéJp-
per plot Operation with passive controlles.. lowered to 0.5 pu wheflagssris enabled.
middle plot Operation with passive controlles: lowered to 0.75 pu wheRlagssris en-
abled.Pout=0.25 pu,Qou: = 0 pu,acc = 1 pu,dqc = 0.2 pu and 55% compensation level

From the result, it is evident that the damping controlleabge to control the SSCI in this situ-
ation. Further results when the level of series compensaimcreased is shown in Fig. 6]14.
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time[sec]

Fig. 6.13 Output power of a DFIG wind farm connected to a series coraphransmission linéJp-
per plot Normal operation without damping controllérower plot Operation with damping
controller implementedPout = 0.72 pu,Qout = 0 pu, dcc = 1 pu,ayc = 0.2 pu and 55% com-
pensation level
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Fig. 6.14 Output power of a DFIG wind farm connected to a series corafehransmission linéJp-
per plot Normal operation without damping controlléower plot Operation with damping
controller implementedPout = 0.72 pu,Qou: = 0 pu,acc = 1 pu,aqc = 0.2 pu and 65% com-
pensation level

6.5 Conclusion

This Chapter has presented the mitigation techniques for 8S0HIG based wind farms. First

a passive mitigation technique that involved the shapinfp@DFIG input impedance through
variation of controller parameters has been presentetbwialy that an active mitigation tech-
nique employing an estimation algorithm and a proportiat@hping controller has been used
to shape the input impedance of the DFIG. The impact of thesingated method on the DFIG
impedance has been investigated. The passive mitigatbnitpie shapes the impedance char-
acteristics for the entire subsynchronous range while ttieeamitigation is specific to the
frequency of interest. To further improve the active mitiga technique, frequency adaptation
has been introduced to the estimation algorithms, in oacturately estimate the subsynch-
ronous oscillatory frequency.

The effectiveness of the proposed methods have been es@dlusing impedance-based Nyquist
criterion. The results have been further verified througtetdomain simulation using PSCAD
[EMTDC
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Chapter 7

Conclusions and future work

7.1 Conclusions

This thesis has dealt with SubSynchronous Resonance (SSRhdhfarms connected to a
series-compensated transmission line. In particularfdbes of this work has been on DFIG-
based wind farms.

First, the risk of SSR in fixed-speed wind turbine has beeepstigated. It has been shown
that for this turbine topology, SSR is mainly due to self &oon as a results of IGE. This is
mainly due to the inherent negative resistance of the inolugfenerator when operated under
negative slip. Through frequency analysis, it has been shibat a FSIG connected to a series-
compensated transmission line presents an overall negasistance at the systems resonance
frequency. Hence, the system might be unable to dissip&igygat the resonance, leading to
growing energy exchange and thereby instabilities.

To identify and analyze the risk for SSR in case of DFIG wintbioes, the development of
proper mathematical models to understand the frequen@vim@tof the turbine becomes vital.
Chaptef B has been dedicated to shade an overview of the ecedidFIG wind turbine model
and its control structure. Thus, a linearized mathematiwadel has been derived (Chagiér 4).
In reference to the control structure presented in Chaptee3jerived mathematical model has
been verified against a full-switching model implementeBMTDC/PSCAD. A mathematical
model for the series-compensated transmission line ha$akn developed.

In Chaptef b analytical evaluation using frequency deperidgredance has been used to iden-
tify the behavior of the DFIG model. The influence of the vas@omponents such as the in-
duction generator, the RSC and the GSC control system on #ralb®PFIG impedance charac-
teristics has been addressed. The impact of the inductioergtor is associated to the negative
slip, which is directly affected by the operating point oéthenerator. However, the influence
of the variation of the generator’s rotor parameter on th&@iesistance has been shown to be
minimal. The RSC current controller loop bandwidth has adafimapact on the negative resis-
tance presented by the DFIG, with higher bandwidth leadiregrmore negative resistance over
a wide range of frequencies below the rated one. The outeeguwer control loop has instead
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its main impact on the zero crossing of the DFIG reactanceth@rcontrary, the closed-loop
inner current-controller bandwidth of the GSC is shown teghainimal influence on the DFIG
impedance. The impact of the dc-link voltage control loopdwidth is shown to be minimal;
an impact is instead noticeable based on the system opgpratimditions, particularly depend-
ing on if the GSC is operated as an inverter or as a rectifiehdrsame chapter, an aggregated
DFIG based wind farm connected to a series-compensatesiirssion line has been modeled
as a SISO feedback system where the wind farm impedancéerdmsctionZpr g (S) and the
transmission line transfer functiofi(s) have been defined. Here, an impedance-based Nyquist
criterion has been utilized to evaluate the stability of ¢lesed-loop system. Based on the ob-
tained results, it has been shown that SSR in DFIG-based fainas is mainly the result of
SSCI, with the RSC closed-loop current control bandwidthiplgya major role in the dynamic
behavior of the system. The operating point, particularether the wind turbine is operated
at subsynchronous or supersynchronous speed range, estygnfluences this phenomenon.

Based on the frequency-domain analysis performed in Chiapteitigation techniques utiliz-
ing the DFIG turbine control have been suggested. Two appesahave been proposed. The
first approach, referred to as passive mitigation approagbljes the online variation of the
RSC current control loop bandwidth in the event of SSCI, in otdanodify the DFIG input
impedance and thereby making the generator system pass$#Ql. It has been shown that a
lowered bandwidtlarc r of the RSC current control loop improves the passivity of teagator
system, thereby minimizing the risk for SSCI. The operatibtine wind turbine under reduced
bandwidth must be limited from the detection up until theadleg of the SSCI condition. The
second approach suggests the modification to the DFIG d@ystem, aiming at enhancing the
system damping at a frequency of interest by introducingo@qgmtional damping controller in
the RSC current controller loop. Both frequency-domain agialgind time-domain simulation
have been used to assess the effectiveness of the invedtigathod. To estimate the subsynch-
ronous component in the output power, an estimator basecomhbination of low-pass filters
has been employed. Since the resonance frequency of trearsysthighly determined by the
operating condition and the control parameter, a modibodfor the active damping approach
involving Frequency-Locked Loop (FLL) to track the osditiey frequency of the SSCI has also
been proposed in Chapfdr 6. Simulation results have proeeaftbctiveness of the suggested
approach in mitigating subsynchronous resonances fontfesiigated systems.

7.2 Future work

The investigation of resonant conditions in complex systevith high penetration of power
electronic devices is a complex task. In this thesis, thestigation has been carried out under
the assumption that the entire wind farm can be represeptadsimgle aggregate wind turbine
model, scaled up to the wind farm ratings. While this approaelps in understanding the
mechanisms that lead to an unstable condition and the p#&gesitbat most contribute to it, it
might not properly resemble the behavior of an actual wimchfand thereby lead to unrealistic
results. The wind farm layout as well as the different opegatonditions of the various wind
turbines will have an impact on the frequency response obteeall system. For this reason,
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a natural next step in the investigation is to establish tatt#¥e method to properly model the
entire wind farm, accounting for the impact of multiple povedectronic components and the
frequency characteristic of the collection grid. In adifitiit has been shown that by equipping
the control system of the rotor-side converter with a dadit&SR damping controller, unstable
conditions can be avoided; it will be of interest to inveatgthe impact of such a controller on
the DFIG VSC ratings.

The focus of this thesis has been on DFIG-based wind farnagstigation relating to the risk
of SSR in full power converter type wind turbines has not beere addressed. Although there
exists no reported incidents related to SSR in this type nf\iiirbines, investigation to rule out
the risk of SSCI between the control system of the BTB convenerthe series-compensated
transmission line is of high interest.

Finally, it has been shown that by varying the control syspamameters or through the use of
damping controllers, it is possible to overcome the risk¥8R. However, this solution might be
insufficient under some circumstances or when considenmgra realistic wind farm model. In
such cases, external power electronic controllers, suSTASCOMSs connected to the point of
common coupling with the grid, might be necessary to miggatstable conditions. However,
due to the variable nature of the frequency characteristtbewind turbines, the control of
such devices is not trivial and needs a deep investigation.
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Appendix A

Transformation for three-phase system

A.1 Introduction

In this appendix, the transformation used to extract thepexrwector from three-phase quan-
tities and vice verse is presented.

A.1.1 Transformation of three-phase quantities into vectors
A three-phase system composed of three quantiigs), s, (t) ands:(t) can be transformed

into a vector having two components in a stationary compaéarence frame, referred to =g
by applying the transformation stated by

SY(1) = s+ sy = K |sa(t) + (1) 5™+ s (1) €3] (A1)

The transformation constakt can be chosen between@a/,l/ 2 0r, /2/ 3 to obtain amplitude

invariant, rms invariant or power invariant transformaticespectively. The expression bf (A.1)
is expressed in matrix form as (A.2)

Sa(t)
t
{ S(Eti ] =Tz | S(t) (A.2)
S(t)
where the matrix 3» is expressed as
1 -1 _1
T32=K 0 \/gz \%
2 T2
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.

/&6

Figure A.1: Relation betweexy-frame anddg-frame

Assuming there is no zero sequence, the inverse transfiomiatgiven by

Sa(t)
t
(1) :Tzs[ 38 ] (A3)
S(t)
where the matrix 3 is given by
2
£ 0
S e B
2=y _z _\/i
3 VB

A.1.2 Transformation from fixed to rotating reference frame

For a vector expressed gg in thexy-frame having an angular frequenay(t) in the counter-
clockwise direction, a rotatingg-frame that rotates with the same angular frequesssty)
can be defined. In this rotating reference frame, the veg{oappears as a fixed vector. By
projecting the vectos,, in thed-axis andg-axis of thedct-frame, the components of the vector
in thedg frame can be obtained as illustrated in Fig.]A.1

The transformation can be expressed using vector nota®ns

Suq(t) = Su(t) + isq(t) = s(t)e 1 (A.4)

whereds(t) is expressed as

95(t) = 99(t) + / cs(t)dt
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The inverse transformation from the rotatidg-frame is expressed as

Sey(t) = Syq(t) el (A.5)
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Appendix B

Benchmark Model for SSR Studies

B.1 Introduction

In this appendix, the two IEEE benchmark model used for SSRiest are introduced. The
first IEEE benchmark model deals with SSR as a result of radginance while the second
benchmark model deals with parallel resonance in the poygtes

B.1.1 IEEE First Benchmark Model (IEEE FBM)

The IEEE First Benchmark Model (IEEE FBM) shown in Hig. B.1 isdzhen a radial connec-
tion of a 892.4 MVA synchronous generator connected to &sa@ompensated transmission
network [25] [76]. The system has a rated voltage of 539 kV amdted frequency of 60 Hz.
The parameters for the synchronous generator and for thentiasion line can be found in Ta-
ble[B.1 and Table Bl2, respectively. The generator shaft muattelmeters are reported in Table
B.3.

(O )0

infinite bus

G EG:(L—PBG:(IP;:‘HP

Fig. B.1 Single-line diagram of IEEE first benchmark model
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TABLE B.1: IEEE FBM Synchronous Generator Parameters
Reactance Values [pu] Time constants Value [sec]

Xao 0.13 Too 4.3

X4 1.79 Tao 0.032

xd 0.169 T(;/o 0.85

X‘i' 0.135 T 0.05
0.228

Xq 0.2

TABLE B.2: IEEE FBM Network Parameters
Network resistance R_ 0.02 pu

Transformer reactance Xy 0.14 pu
Transformer ratio 26/539 kV
Line reactance XL 0.5pu

TABLE B.3: IEEE FBM Shaft Parameters

Mass Inertia H§ 1] Shaft section Spring constant K [pu T/rad]

H[s™ K [pu T/rad]

HP turbine 0.092897 HP-IP 19.303
IP turbine 0.155589 IP-LPA 34.929
LPA turbine 0.858670 LPA-LPB 52.038

LPB turbine 0.884215 LPB-GEN 70.858
Generator 0.868495 GEN-EX 2.82

Exciter 0.0342165

The IEEE FBM has been modified to accommodate an aggregate b4d&l wind farm, the
parameter of which are presented in Tdblel B.4. The Networkrpater for the modified IEEE
FBM is given in Tablé B.6

TABLE B.4: DFIG Aggregate Model parameter
Rated power 100 MW

Rated voltage 33 kv
Xis 0.158367 pu
X 3.8271871 pu
Xir 0.065986 pu
Rs 0.0092417 pu
R 0.0075614 pu
X 1.055 pu
Rt 0.1055 pu
Cdc —20:20000, |,
(33/0.69)
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TABLE B.5: Induction Generator Parameters
Rated power 100 MW

Rated voltage 26 KV

Xis 0.08168 pu
Xir 0.14870 pu
Xm 4.289 pu

Rs 0.004820 pu
R 0.006313 pu

TABLE B.6: Network Parameters for DFIG Farm
Network resistance R_ 0.02 pu

Transformer reactance Xr 0.14 pu
Transformer resistanceRr.  0.00146 pu
Transformer ratio 33/161 kV
Line reactance XL 0.1 pu
Line resistance R 0.02 pu
Series compensation X % of X_
Line reactance (line 2) X 0.1pu
Line resistance (line2) R  0.002 pu
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