# Radiation reaction from QED: Lightfront perturbation theory in a plane wave background 

Anton Ilderton* and Greger Torgrimsson ${ }^{\dagger}$<br>Department of Applied Physics, Chalmers University of Technology, SE-41296 Gothenberg, Sweden

(Received 29 April 2013; published 12 July 2013)


#### Abstract

We derive dynamical, real time radiation reaction effects from lightfront QED. Combining the Hamiltonian formalism with a plane wave background field, the calculation is performed in the Furry picture for which the background is treated exactly while interactions between quantum fields are treated in perturbation theory as normal. We work to a fixed order in perturbation theory, but no other approximation is made. The literature contains many proposals for the correct classical equation describing a radiating particle; we take the classical limit of our results and identify which equations are consistent with QED.
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## I. INTRODUCTION

The motion of a particle is influenced not only by external forces but also by the particle's own emission of radiation. Momentum conservation implies that the particle recoils when it radiates, an effect called "radiation reaction" (RR).

A rough order-of-magnitude estimate, equating the electron rest energy to the work done by an electric field over the classical electron radius, suggests that RR becomes significant at electric field strengths of roughly $\sim 10^{20} \mathrm{~V} / \mathrm{m}$ (though see below). This is 2 orders of magnitude higher than the Sauter-Schwinger limit at which nonperturbative QED effects come into play [1,2]. Despite this, and the implied difficulty in observation, understanding RR presents one of the oldest and most frequently revisited problems in electrodynamics. Let us recall why.

Beginning with the coupled classical equations of motion for a particle, electromagnetic fields and external forces, it is possible to integrate out the field variables and write down an equation for the orbit of a radiating particle. This is the well-known Lorentz-Abraham-Dirac (LAD) equation [3-5], which has two unusual features. The first is that a divergence arises in its derivation, but this can be removed by renormalizing the particle mass. The second feature of LAD is that it is third order in derivatives and admits unphysical runaway solutions in which even a free particle can spontaneously accelerate to the speed of light. Due to this, a great deal of work has over the years gone into deriving the "correct" equation of motion for a classical, radiating particle which avoids the problems of LAD.

Runaways are nonperturbative in the electromagnetic coupling, being given by $1 / e^{2}$ terms [6]. The simplest way to avoid them is therefore, given a particular system, to solve LAD perturbatively. To any given order the

[^0]solutions are free from runaways and preacceleration (see, though, [7]). To obtain an equation which describes such physical solutions, one can reduce the order of LAD from third to second by recursively substituting the equation into itself, which eliminates higher derivative terms. To obtain a tractable equation one must additionally truncate this expansion to some order in the coupling. The Landau-Lifshitz equation (LL) [8] is the first order truncation, and is probably the most commonly employed equation to describe classical RR. The results of [9] support LL as the effective equation describing physical, i.e. nonrunaway solutions to first order in the coupling. ${ }^{1}$ Many further proposals for classical equations exist, and it is fair to say that there is no absolute consensus in the literature over which should be used to describe classical physics [10-12].

Perturbative quantum electrodynamics (QED) is the best tested theory of fundamental physics [13]. Starting in QED, we should be able to derive RR effects, and then take the classical limit to provide some definite answers. At first glance it seems straightforward to extend the above description of RR to quantum field theory. One begins with a state describing an electron, evolves this in time through, e.g., an external field which excites the state and causes photon emission, and then one measures the momentum of the electron as a function of time. This should show effects due to the electron recoiling as it emits. Fundamentally, though, quantum field theory is a multiparticle theory; an accelerated electron can radiate photons which can produce electron-positron pairs, and therefore particle number is not conserved. The quantum notion of "an electron's recoil" then becomes ambiguous since there is a varying number of electrons in the system.

A formal way around this problem is to restrict to the regime in which there is only a single electron. If one begins with a single electron state then, in perturbation theory (in particular, in the Furry picture, see below), there

[^1]remains a single electron in the system to order $\alpha=$ $e^{2} /(4 \pi \hbar)$; zeroth order terms contain only acceleration effects due to external forces, while order $\alpha$ terms describe photon emission and self-energy, both of which are reminiscent of classical RR [6,14]. At order $\alpha^{2}$, two-photon emission contributes, but so does pair production [15-17]. To extend the idea of quantum RR to higher orders, one can work in a parameter regime for which pair production has much lower probability than multiphoton emission, see [ 18,19 ] and below.

In a previous paper, we explained in general which diagrams contribute to lowest order RR effects in the $S$-matrix of QED [14]; these are indeed photon emission and the electron self-energy. It is only the inclusive combination of the two which yields a physical, measurable, IRfinite observable. We also showed explicitly, for a certain class of background fields, that one recovers known asymptotic results for classical RR from QED, in the limit $\hbar \rightarrow 0$ : asymptotically, and to lowest order, all the classical equations we will consider agree, and are consistent with Larmor's formula (for quantum corrections to which see [20,21]).

The purpose of this paper is to derive dynamical, real time (i.e. nonasymptotic) RR effects from QED, which requires going beyond $S$-matrix elements and instead investigating the dynamics of states at finite time. This is most natural in a Hamiltonian formalism, which we combine here with lightfront field theory [22,23], in which quantization is performed on null hyperplanes and $x^{+}=$ $x^{0}+x^{3}$ is the time coordinate. Going from $S$-matrix elements to finite time dynamics brings its own challenges; renormalization in the Hamiltonian formalism, which we encounter below, is made difficult due to a lack of explicit covariance, a problem compounded on the lightfront due to the appearance of nonlocal, momentum-dependent counterterms [24]. Thus the investigation presented here goes somewhat beyond our previous, $S$-matrix based, calculation [14].

We will not try to derive a general equation from QED, but will instead consider a particular choice of background field. The main reason for this is that we wish to present a calculation with the smallest possible number of approximations and assumptions. The topic of RR is old, the literature vast, and there are many different approaches in play, see [25-27] for reviews and references. The approach we use is to compute averages of appropriate momentum/ position operators, before taking their classical limits in order to compare with the predictions of various classical equations.

In our calculation, we will use the coupling expansion of QED to treat interactions between the quantum fields perturbatively, but, at each order of perturbation theory, all other parameters (including the coupling to the background) will be treated exactly, thus eliminating potential ambiguities. We work to first nontrivial order in the
coupling, and explain the extension to higher orders. Our interest here is in theory, and in comparing classical and quantum results. A more detailed phenomenological investigation of the coupling expansion in the context of RR order will be presented elsewhere [28]. A closely related calculation was given in [29]. The advantage of that paper is that the background field is arbitrary, and hence one can (in principle) derive an equation from QED. This necessitates an entirely perturbative treatment, though, and leads to a somewhat involved calculation in which only one of the possible RR terms (in the classical equation) is recovered. Though our own calculation is rather more restricted, it has the advantage of making the physics clear, and we will be able to recover all classical RR terms for our choice of background field.

This background is a plane wave, or null field, of arbitrary temporal profile. As we will see, this background is particularly amenable to a lightfront treatment and allows us to easily distinguish between different classical equations. It is also the background lying behind much of the work on "strong field QED," which studies the use of intense laser light, or strong magnetic fields, for investigating physics both within the standard model and beyond. See [25,30,31] for recent reviews of this active topic. The intense laser fields which are now, or soon will be, available present a huge potential for observing RR [25,32,33]; it has been estimated that RR effects are actually measurable at $10^{22}-10^{23} \mathrm{~W} / \mathrm{cm}^{2}$ [34-36], corresponding to field strengths which are significantly lower than in the coarse estimate above, and which will be reached by next generation laser facilities.

This paper is organized as follows. In Sec. II we review various proposals for classical equations describing a radiating particle, and summarize their predictions for motion in a plane wave background. In Sec. III we perform the lightfront quantization of QED in this background, and then construct and renormalize the electron momentum operator. The calculation of quantum and classical RR effects in the momentum and position of a particle, at finite time, is presented and discussed in Sec. IV. Our conclusions are presented in Sec. V. We take $c=\epsilon_{0}=1$ throughout, but $\hbar \neq 1$ unless otherwise stated.

## II. CLASSICAL RADIATION REACTION

We begin by collecting various proposals for equations describing a classical radiating particle in an external electromagnetic field $F_{\text {ext }}$. Our interest is not in the properties of these individual equations per se, but in comparing their predictions with the classical limit of QED. We therefore refer the reader to the original articles, cited below, for more details. Most of the proposed classical equations take the form

$$
\begin{equation*}
m \ddot{x}^{\mu}=e F_{\mathrm{ext}}^{\mu \nu} \dot{x}_{\nu}+\frac{2}{3} \frac{e^{2}}{4 \pi} R^{\mu} \tag{2.1}
\end{equation*}
$$

in which a dot denotes a derivative with respect to proper time $\tau$, and $R_{\mu}$ describes the radiation reaction force. We write $f:=e F_{\text {ext }} / m$ from here on. Table I lists the forms of $R_{\mu}$ (in part using a compact notation in which Lorentz indices should be read from left to right) for the equations of Lorentz-Abraham-Dirac (LAD) [3-5], Landau-Lifshitz (LL) [8], Eliezer/Ford-O'Connell (EFO) [37,38], MoPapas (MP) [39] and Herrera (H) [40]. The equation originally proposed by Eliezer [37] was rederived by FO for a particle with structure, rather than a point particle [10, $11,41,42]$. Some of the differences between LAD, MP and LL were investigated in [43]. Our final classical equation is due to Sokolov (S) [44]. In this case, the velocity $\dot{x}^{\mu}$ is not proportional to the momentum $q^{\mu}$, so the equation has a different form than (2.1). See Appendix . From here on we focus on the equations in Table I, and state corresponding results for S .

We will solve the above equations using a classical analogue of perturbation theory in the Furry picture, a technique long used in strong-field QED [45,46]. (The quantum expansion is described in Sec. III.) The idea is simple: we treat radiation reaction as a perturbation to the Lorentz force. We rewrite (2.1) as

$$
\begin{equation*}
\ddot{x}^{\mu}=f^{\mu \nu} \dot{x}_{\nu}+\frac{2}{3} \frac{e^{2}}{4 \pi m} R^{\mu}, \tag{2.2}
\end{equation*}
$$

in which the coefficient of $R_{\mu}$ is the classical electron radius, $e^{2} /(4 \pi m) \simeq 3 \mathrm{fm}$. Noting that $e$ now appears only in the RR term, we expand the orbit in powers of $e^{2}$ (for simplicity of presentation; the appropriate dimensionless parameter is given below)

$$
\begin{equation*}
x(\tau)=x_{0}(\tau)+e^{2} x_{2}(\tau)+e^{4} x_{4}(\tau)+\cdots \tag{2.3}
\end{equation*}
$$

in which subscripts indicate the power of $e$. We plug this into (2.1) and solve the equation in powers of $e^{2}$. To zeroth order, the equations of motion (2.2) are

$$
\begin{equation*}
\ddot{x}_{0}=f\left(x_{0}\right) \dot{x}_{0}, \tag{2.4}
\end{equation*}
$$

which is the Lorentz force equation for a particle, orbit $x_{0}$, moving in a background field $F_{\mu \nu}^{\text {ext. }}$. (This is the exact Lorentz force equation, not that equation expanded in the

TABLE I. The radiation reaction force for a particle in an external field $f:=e F_{\text {ext }} / m$. The left hand column shows the antisymmetric tensor form of the force. This antisymmetry implies the mass-shell condition $\dot{x}^{2}=1$, using which we simplify $R_{\mu}$ in the right hand column.

|  | $R_{\mu \nu}$ such that $R_{\mu}=R_{\mu \nu} \dot{x}^{\nu}$ |  | $R_{\mu}$ |
| :--- | :---: | :--- | :---: | :---: |
| LAD | $\dddot{x}_{\mu} \dot{x}_{\nu}-\dot{x}_{\mu} \ddot{x}_{\nu}$ | $\rightarrow$ | $\ddot{x}+\ddot{x}^{2} \dot{x}$ |
| LL | $\dot{f}_{\mu \nu}+\left(f_{\mu \sigma}^{2} \dot{x}^{\sigma}\right) \dot{x}_{\nu}-\dot{x}_{\mu}\left(f_{\nu \sigma}^{2} \dot{x}^{\sigma}\right)$ | $\rightarrow$ | $\dot{f} \dot{x}+f f \dot{x}+(f \dot{x})^{2} \dot{x}$ |
| EFO | $\mathrm{d}^{\mathrm{d} \tau}\left(f_{\mu \sigma} \dot{x}^{\sigma}\right) \dot{x}_{\nu}-\dot{x}_{\mu} \frac{\mathrm{d}}{\mathrm{d} \tau}\left(f_{\nu \sigma} \dot{x}^{\sigma}\right)$ | $\rightarrow$ | $\dot{f} \dot{x}+f \ddot{x}+\ddot{x} f \dot{x} \dot{x}$ |
| MP | $\left(f_{\mu \sigma} \dot{x}^{\sigma}\right) \dot{x}_{\nu}-\dot{x}_{\mu}\left(f_{\nu \sigma} \dot{x}^{\sigma}\right)$ | $\rightarrow$ | $f \ddot{x}+\ddot{x} f \dot{x} \dot{x}$ |
| H | $\left(f_{\mu \sigma}^{2} \dot{x}^{\sigma}\right) \dot{x}_{\nu}-\dot{x}_{\mu}\left(f_{\nu \sigma} \dot{x}^{\sigma}\right)$ | $\rightarrow$ | $f f \dot{x}+(f \dot{x})^{2} \dot{x}$ |



FIG. 1 (color online). A pulsed plane wave has finite extent in $x^{+}$, but infinite extent in the remaining directions. All particles, independent of their momentum, enter and leave such a pulse at the same lightfront times, here $x^{+}=0$ and $x^{+}=x_{f}^{+}$, respectively. There is no such symmetry in the usual time parameter $x^{0}$.
coupling). Higher order terms $x_{n}$ in the expansion (2.3) correspond to modifications of the Lorentz orbit due to RR, i.e. due to the electron's recoil [14]. While this expansion allows for a clear separation of Lorentz force and recoil effects, it is most useful when one can solve the Lorentz force equation exactly, as this allows higher order terms to be calculated analytically as well. This will be the case for our background field, to which we now turn. ${ }^{2}$

## A. Classical radiation reaction in null fields

Our chosen background is a plane wave. This is constructed from a lightlike (null) wave vector $k_{\mu}$ and a transverse polarization vector $a_{\mu}^{\prime}$, so $k a^{\prime}=0$. For the null vector we have $k_{\mu}=\omega n_{\mu}$, in which $\omega$ is an inverselength scale, for example a central frequency, and we choose coordinates such that $n x=x^{0}+x^{3}=x^{+}$, which is lightfront time [22,23]. The field strength depends only on dimensionless invariant phase $\phi:=k x=\omega x^{+}$as

$$
\begin{equation*}
e F_{\mu \nu}^{\mathrm{ext}}(\phi)=k_{\mu} a_{\nu}^{\prime}(\phi)-a_{\mu}^{\prime}(\phi) k_{\mu} . \tag{2.5}
\end{equation*}
$$

The polarization vector and electric field are related by $a_{\perp}^{\prime}(\phi):=e E_{\perp}(\phi) / \omega$. Throughout, a dash is a derivative with respect to $\phi$. We refer to both $\phi$ and $x^{+}$as lightfront time. We consider pulses, so that $E_{\perp}(\phi)$ is either nonzero only in a finite $\phi$ range, or vanishes asymptotically, but is otherwise arbitrary. The field's spacetime structure is sketched in Fig. 1. All massive particles enter and leave a plane wave at the same lightfront time. Once they leave the pulse, they can never return to it. Further, taking $\phi$ as the time coordinate, spacetime acquires a "band structure," being cleanly separated into regions "before," "during"

[^2]and "after" the pulse. No such separation is possible when using $x^{0}$ as the time coordinate, which manifests in properties of both the classical and quantum theories, see below. We now proceed to solve the classical equations of motion (2.2) in a plane wave.

## 1. Zeroth order: Lorentz force

To zeroth order, we need to solve (2.4), the Lorentz force equation in a plane wave. The solution is well known, and follows from first observing that $k \ddot{x}_{0}=0$, since $k F_{\text {ext }}=0$, implying that $k \dot{x}_{0}$ is conserved. So, if the particle has momentum $p_{\mu}$ when it enters the pulse then, with $\phi_{0}=k x_{0}$,

$$
\begin{equation*}
\phi_{0}(\tau)=\frac{k p}{m} \tau \tag{2.6}
\end{equation*}
$$

The particle's proper time is, to zeroth order, proportional to lightfront time. Using this, (2.4) becomes a linear differential equation which can be solved immediately by exponentiation. The momentum $\pi:=m \dot{x}_{0}$ of a particle moving under the Lorentz force is
$\pi=p-a\left(\phi_{0}(\tau)\right)+\frac{2 a\left(\phi_{0}(\tau)\right) p-a^{2}\left(\phi_{0}(\tau)\right)}{2 k p} k$,
in which $a_{\perp}$ is the integral of the electric field strength, ${ }^{3}$

$$
\begin{equation*}
a_{\perp}(\phi)=\int_{-\infty}^{\phi} \mathrm{d} \varphi \frac{e}{\omega} E_{\perp}(\varphi) \tag{2.8}
\end{equation*}
$$

Here and below, the lower limit of the integral can be shifted to the point at which the field turns on; this is $-\infty$ for an asymptotically switched pulse, or can always be chosen to be $\phi=0$ for a compactly supported pulse, as in Fig. 1. To accommodate both options, we will frequently drop the lower limits on $\phi$ integrals, taking the relevant limit to be understood. From here on $p_{\mu}$ is always an initial momentum and $\pi_{\mu}$ always depends on $p_{\mu}$ as in (2.7).

The solution (2.7) may be integrated directly with respect to $\tau$ to find the position of the particle. Note that $a \equiv a\left(\phi_{0}(\tau)\right)$, i.e. a function of $\phi_{0}$, which is a function of $\tau$. This brings us to an important and slightly subtle point regarding the comparison between classical and quantum results, which we must discuss before calculating the first RR contribution to the orbit.

## 2. Reparametrization

The classical equations above are parametrized by proper time $\tau$. Solving them yields $x \equiv x(\tau), \dot{x}(\tau) \equiv$ $\partial_{\tau} x(\tau)$ and so on. In QED, and quantum field theory (QFT) in general, no reference is made to a particle worldline; since QFTs are multiparticle theories, a global time coordinate is used to parametrize state evolution [48]. Hence, any dynamical quantity obtained from QED will

[^3]be parametrized by the time coordinate which defines the quantization surfaces. ${ }^{4}$ In our case this will be $x^{+}:=x^{0}+$ $x^{3}$, which is natural given Fig. 1. We therefore need to parametrize our classical solutions in terms of the full $x^{+}$, or, to maintain covariance the full $\phi$ (and not $\tau$ or $\phi_{0}$ ). This can be done exactly for, at least, LL in a plane wave [47], and in perturbation theory for all the considered equations.

To zeroth order, $\phi=\phi_{0}=k p \tau / m$, so it is simple to eliminate $\tau$ in order to parametrize the momentum in terms of lightfront time $\phi$. We have

$$
\begin{align*}
m \dot{x}(\phi) & =p-a(\phi)+\frac{2 p a(\phi)-a^{2}(\phi)}{2 k p}+\mathcal{O}\left(e^{2}\right) \\
& \equiv \pi(\phi)+\mathcal{O}\left(e^{2}\right) . \tag{2.9}
\end{align*}
$$

To compare the orbit with QED we can use (2.9) to write, to zeroth order,

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} \phi}=\frac{\dot{x}_{0}}{\dot{\phi}_{0}}+\mathcal{O}\left(e^{2}\right)=\frac{1}{k p} \pi(\phi)+\mathcal{O}\left(e^{2}\right) \tag{2.10}
\end{equation*}
$$

following which a $\phi$ integration yields the orbit. At higher orders, inverting $\phi(\tau)$ to obtain $\tau(\phi)$ brings in more complicated functional dependencies since $\dot{\phi}$ is not constant when RR is accounted for [47]. (The implied symmetry breaking of null translation invariance provides a potential signal for measuring RR [35].)

Even to zeroth order, there is no closed form parametrization of the Lorentz orbit using instant-form time $x^{0}$. Mathematically, this is because $x^{0}(\tau)$ has no simple inverse, so we cannot explicitly eliminate $\tau$ in favor of $x^{0}$ to write $\tau=\tau\left(x^{0}\right)$. Physically, the reason is that the chosen background singles out $x^{+}$as a preferred direction, ${ }^{5}$ not $x^{0}$, as in Fig. 1.

## 3. First order: Radiation reaction

We are now ready to solve for $x_{2}$, the first correction to the Lorentz orbit due to RR. Inserting (2.3) into (2.2), the equation to be solved is

$$
\begin{equation*}
\ddot{x}_{2}=f\left(\phi_{0}\right) \dot{x}_{2}+\phi_{2} f^{\prime}\left(\phi_{0}\right) \dot{x}_{0}+\frac{2}{3} \frac{1}{4 \pi m} R\left(x_{0}\right) . \tag{2.11}
\end{equation*}
$$

One may proceed as before: solve for $\phi_{2}$ by taking the inner product with $k_{\mu}$, following which (2.11) becomes a standard differential equation which can be solved for $\dot{x}_{2}^{\mu}$. Alternatively, one can begin with the $\left\{x^{-}, x^{\perp}\right\}$ components (which are simple), and integrate directly with respect to $\tau$ or $\phi_{0}$, and then change variables to $\phi$; the final component,

[^4]$x^{+}$then follows from the mass-shell condition. Either way, the result is that the momentum of the radiating particle is, to order $e^{2}$ and as a function of $\phi$,
\[

$$
\begin{align*}
m \dot{x}(\phi)= & \pi(\phi)+\frac{2}{3} \frac{e^{2}}{4 \pi} \frac{m}{k p} \\
& \times \int^{\phi} \mathrm{d} \varphi\left(R\left(x_{0}(\varphi)\right)-\frac{\pi(\phi) R\left(x_{0}(\varphi)\right)}{k p} k\right)+\mathcal{O}\left(e^{4}\right) \tag{2.12}
\end{align*}
$$
\]

Either of the methods above can be extended directly to higher orders. It remains to insert the RR forces
from Table I into (2.12). We summarize these results below.

## B. Classical predictions

Define the dimensionless parameter $\Delta$ by

$$
\begin{equation*}
\Delta:=\frac{2}{3} \frac{e^{2}}{4 \pi} \frac{k p}{m^{2}} \tag{2.13}
\end{equation*}
$$

Inserting the expressions from Table I into (2.12), one finds the momentum $q$ (equal to $m \dot{x}$ in all cases except $S$ ) to order $e^{2}$,

$$
\begin{align*}
\left.\begin{array}{c}
\mathrm{LAD} \\
\mathrm{LL} \\
\mathrm{EFO}
\end{array}\right\} \Rightarrow q(\phi)=\pi(\phi)+\Delta \pi^{\prime}(\phi)+\frac{\Delta}{m^{2}} \int^{\phi} \mathrm{d} \varphi a^{\prime 2}(\varphi)\left(\pi(\varphi)-\frac{\pi(\varphi) \pi(\phi)}{k p} k\right), \\
\left\{\begin{array}{c}
\mathrm{MP} \\
\mathrm{H} \\
\mathrm{~S}
\end{array}\right\} \Rightarrow q(\phi)=q(\phi)_{\mathrm{LAD}}-\Delta \pi^{\prime}(\phi) \tag{2.14}
\end{align*}
$$

For the position (which follows from integration except in S, where $q \neq m \dot{x}$ ) we find

$$
\begin{align*}
& \left\{\begin{array}{c}
\mathrm{LAD} \\
\mathrm{LL} \\
\mathrm{EFO} \\
\mathrm{~S}
\end{array}\right\} \Rightarrow k p \frac{\mathrm{~d} x(\phi)}{\mathrm{d} \phi}=\pi(\phi)+\Delta \pi^{\prime}(\phi)+\frac{\Delta}{m^{2}} \int^{\phi} \mathrm{d} \varphi a^{\prime 2}(\varphi)\left(\pi(\varphi)-\pi(\phi)-\frac{\pi(\varphi) \pi(\phi)}{k p} k\right), \\
& \left\{\begin{array}{c}
\mathrm{MP} \\
\mathrm{H}
\end{array}\right\} \Rightarrow k p \frac{\mathrm{~d} x(\phi)}{\mathrm{d} \phi}=k p \frac{\mathrm{~d} x(\phi)}{\mathrm{d} \phi_{\mathrm{LAD}}}-\Delta \pi^{\prime}(\phi) . \tag{2.15}
\end{align*}
$$

The classical solutions differ in their transverse and longitudinal components. LAD, LL and EFO give the same result to order $e^{2}$, whereas MP, H and S predict a different result, as they do not contain the derivative $\Delta \pi^{\prime}$. In this context, we note that LL is usually obtained by performing a reduction of order on LAD; applying the same reduction to EFO also yields LL [27] (and hence these three equations agree, to lowest order, for all backgrounds). Reducing MP one finds H. Further, reducing MP as an equation for momentum $q$, one finds $S$, at least in a plane wave background.

All the equations predict the same final momentum at $\phi=\infty$, which is equal to the momentum when the particle leaves the pulse; writing $\hat{\pi} \equiv \pi(\infty)$ from here on, ${ }^{6}$ this is
$q(\infty)=\hat{\pi}+\frac{\Delta}{m^{2}} \int \mathrm{~d} \varphi a^{\prime 2}(\varphi)\left(\pi(\varphi)-\frac{\pi(\varphi) \hat{\pi}}{k p} k\right)$.
This can also be derived from Larmor's formula for the total emitted radiation. The equations also agree, at all

[^5]times, on the behavior of the momentum component $k \dot{x}$, which is conserved in the case of the Lorentz force but with lowest order RR is
\[

$$
\begin{equation*}
k q(\phi)=k p\left(1+\frac{\Delta}{m^{2}} \int^{\phi} \mathrm{d} \varphi a^{\prime 2}(\varphi)\right)+\mathcal{O}\left(e^{4}\right) \tag{2.17}
\end{equation*}
$$

\]

From this nonconservation of $k \dot{x}$, we can extract the typical scale of RR effects in a plane wave. If we scale out $\eta=\frac{e E_{0}}{m \omega}$ as a typical magnitude of the electric field, and imagine that the pulse is short, roughly one cycle, so that the remaining $\phi$ integral in (2.17) gives a factor of $2 \pi$, we find

$$
\begin{equation*}
\frac{k q}{k p} \sim 1-2 \pi \Delta \eta^{2}+\mathcal{O}\left(e^{4}\right)=1-\frac{2}{3} \frac{e^{2}}{2} \frac{k p}{m^{2}} \eta^{2}+\mathcal{O}\left(e^{4}\right) \tag{2.18}
\end{equation*}
$$

( $\Delta \eta^{2}$ is an appropriate, dimensionless, expansion parameter for RR in a plane wave.) For a 10 PW laser system, we have $\eta \sim 100$ and optical frequency $\hbar \omega \sim 1.24 \mathrm{eV}$. Assuming a head-on collision between the beam and particle with gamma factor $\gamma$, we find

$$
\begin{equation*}
\frac{2}{3} \frac{e^{2}}{2} \frac{k p}{m^{2}} \eta^{2} \sim 10^{-3} \gamma \tag{2.19}
\end{equation*}
$$

suggesting that RR effects reach, for example, $10 \%$ Lorentz force effects at around $m \gamma=0.03 \mathrm{GeV}$. At $m \gamma \sim$ 0.3 GeV , (2.19) reaches unity, and higher order corrections must be taken into account (see e.g. [47] for the exact solution of LL in a plane wave.) This suggests that RR may indeed be measurable at the 10 PW laser facilities currently under construction. For more detailed estimates and predictions of $R R$ effects we refer the reader to [34-36]. While higher gamma factors can reduce field strengths required for observing $R R$, they also take us toward the quantum regime. Hence it is time to consider quantum effects.

We will compare (2.14) and (2.15) to the classical limit of QED, specifically to expectation values of the electron momentum and position operators in the limit $\hbar \rightarrow 0$. Calculating these expectation values is the focus of the remainder of this paper.

## III. LIGHTFRONT QUANTIZATION OF SCALAR QED

Our aim is to derive classical RR from the finite time dynamics of quantum states. We therefore use the Hamiltonian formalism. The calculation we will perform mirrors that in the classical theory, where we began with an electron and solved its equations of motion. Here we begin with a single electron state and solve the Schrödinger equation for its time evolution. Also as above, we treat the "Lorentz component" exactly. For related calculations using the Hamiltonian approach and expectation values, see [29], "in-in" calculations [54-56] and position shift calculations [57]. A comparison with $S$-matrix approaches is given below, and position calculations in our background are presented in Sec. IV B. The calculation of [29], in particular, is close in spirit to our own. Arbitrary background fields are treated, but only perturbatively. While this calculation can be extended to lightfront quantization, the current approach with a simple background, treated exactly, is enough to obtain the results we are interested in.

Consider first a particle in an external plane wave, without radiation. We saw above that while the corresponding Lorentz equation can be solved exactly, the solution has no explicit parametrization in terms of $x^{0}$. Parametrization in terms of $\phi=k x$, or lightfront time, is on the other hand natural and straightforward. This is reflected in the quantum theory of a particle in a plane wave: despite the basics of this apparently simple theory having long been known [58], it is only in recent years that progress has been made in the instant form canonical quantization of the theory [59,60], and even then only for a specific choice of plane wave. The situation is very different if one quantizes on the lightfront [22,23]. Quantization then proceeds in analogy with the free theory, and has recently been used to clarify
long-standing ambiguities regarding the "effective electron mass" in a plane wave [61]. Further, when QED interactions are added, lightfront quantization proceeds as for ordinary QED on the lightfront, as first shown in [62].

We consider scalar QED (sQED) from here on, as spin effects will in any case drop out in the classical limit. In order to perform the calculation of interest we must set up the theory, regulate and renormalize. sQED comprises the gauge field $A_{\mu}$, describing the photon, and a complex scalar field $\Phi$, describing the scalar electron and positron. Including an additional background $A_{\mu}^{\text {ext }}$, we have the action
$S=\int \mathrm{d}^{4} x-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}+\left(D_{\mu} \Phi\right)^{\dagger} D^{\mu} \Phi-\frac{m^{2}}{\hbar} \Phi^{\dagger} \Phi$,
in which $D_{\mu}=\partial_{\mu}+i \frac{e}{\hbar} A_{\mu}+i \frac{e}{\hbar} A_{\mu}^{\mathrm{ext}}, \quad F_{\mu \nu}=\partial_{\mu} A_{\nu}-$ $\partial_{\nu} A_{\mu}$ and the background obeys Maxwell's equations in vacuum, $\partial_{\mu} F_{\mathrm{ext}}^{\mu \nu}=0$.

We will quantize on null hyperplanes of constant $\phi=k x$, on which the background field depends. This allows us to retain some explicit covariance [63]. We can, though, always choose our coordinates such that, as above, $k x=\omega\left(x^{0}+x^{3}\right)=\omega x^{+}$, the usual lightfront time direction. With this choice the remaining coordinates are "transverse" $x^{\perp}=\left\{x^{1}, x^{2}\right\}$ and "longitudinal," $x^{-}=x^{0}-x^{3}$. These will be denoted with sans-serif fonts, so $\mathbf{X}=\left\{x^{\perp}, x^{-}\right\}$. Corresponding momentum components are $\mathrm{p}=\left\{p_{\perp}, p_{-}\right\}$with $p_{ \pm}=\frac{1}{2}\left(p_{0} \pm p_{3}\right)$. Integrals over these variables are written

$$
\begin{align*}
& \int \mathrm{dx}:=\int \mathrm{d} x^{-} \mathrm{d}^{2} x^{\perp} \\
& \int \mathrm{dp}:=\int_{0}^{\infty} \frac{\mathrm{d} p_{-}}{(2 \pi) 2 p_{-}} \int \frac{\mathrm{d} p_{\perp}}{(2 \pi)^{2}} \tag{3.2}
\end{align*}
$$

The derivation of the lightfront Hamiltonian follows that for sQED without background, so we highlight only the important steps. For a pedagogical discussion see [22]. For simplicity we set $\hbar=1$ and reintroduce it only before taking the classical limit. As usual, we use lightfront gauge, $A^{+} \equiv 2 A_{-}=0$, for both the dynamical and background field. In lightfront quantization, only the transverse components of $A_{\mu}$ are dynamical fields; the longitudinal component $A_{+}$is determined by $A_{\perp}$ and the current $J_{-}$ according to ${ }^{7}$

$$
\begin{equation*}
A_{+}=\frac{\partial_{\perp} A_{\perp}}{2 \partial_{-}}-\frac{J_{-}}{2 \partial_{-}^{2}} . \tag{3.3}
\end{equation*}
$$

The dynamical fields are then also transverse to the background's propagation direction, just like the physical fields of the background itself. This is one reason for orientating

[^6]our quantization surfaces with the laser direction [63]. A convenient choice of lightfront-gauge potential for the background field is then $e A_{\mu}^{\text {ext }}(x)=a_{\mu}(\phi)$, which is easily verified to give the correct field strength (2.5). The usefulness of this choice will soon be clear. The Hamiltonian can now be written down,
\[

$$
\begin{align*}
H= & \underbrace{\frac{1}{2} \int \mathrm{dx} A_{j}\left(i \partial_{\perp}\right)^{2} A_{j}+\left|\mathcal{D}_{\perp} \Phi\right|^{2}+m^{2}|\Phi|^{2}}_{H_{0}}, \\
& \underbrace{\frac{1}{2} \int \mathrm{~d} \mathrm{x} e j^{\mu} A_{\mu}}_{V_{1}} \underbrace{-e^{2} A_{\mu} A^{\mu}|\Phi|^{2}+\frac{e^{2}}{2} j_{-} \frac{1}{\left(i \partial_{-}\right)^{2}} j_{-}}_{V_{2}}, \tag{3.4}
\end{align*}
$$
\]

in which and from here on $A_{+} \equiv \partial_{\perp} A_{\perp} / 2 \partial_{-}$[22], the background-covariant derivative is $\mathcal{D}_{\mu}=\partial_{\mu}+i a_{\mu}$ and the background current is $j_{\mu}$,
$j_{\mu}=i \Phi^{\dagger} \mathcal{D}_{\mu} \Phi-i\left(\mathcal{D}_{\mu} \Phi\right)^{\dagger} \Phi=\Phi^{\dagger}(i \overbrace{\mu}-2 a_{\mu}) \Phi$.
(Note that $J_{-}=j_{-}$.) Apart from the presence of $\mathcal{D}_{\perp}$ rather than $\partial_{\perp}$, (3.4) is the ordinary Hamiltonian of lightfront sQED. We will quantize in the Furry picture [65]. This is a particular choice of interaction picture (which reduces to the usual one when the background vanishes) defined by the separation of the Hamiltonian into "free" and "interacting" parts. The free theory is described by the first line of (3.4), $H_{0}$. It comprises free photons, and the scalar field interacting with the plane wave. This theory can be solved exactly [62], like the classical Lorentz equation can be solved exactly. The second line of (3.4) is the interacting part of the Hamiltonian, containing $V_{1}$ and $V_{2}$ which are respectively linear and quadratic in the coupling. These are the usual vertices of lightfront sQED but with the free matter current replaced by (4.21); the three-point and four-point vertices, including instantaneous-scalar interactions, and finally the instantaneous-photon interaction. This interacting part of the Hamiltonian is treated in perturbation theory. In terms of position space Feynman diagrams, one has the usual vertices, the usual photon propagator, and a "dressed" fermion propagator describing the scalar's propagation within the background; if the background is turned off, $a_{\mu}=0$, the Furry picture reduces to the ordinary interaction picture of lightfront perturbation theory.

Operators evolve in the Furry picture under the action of the free Hamiltonian $H_{0}$. The transverse gauge field therefore has the usual mode expansion of lightfront field theory,

$$
\begin{equation*}
A_{j}(x)=\int \mathrm{dl} a_{j}(\mathrm{I}) e^{-i l x}+a_{j}^{\dagger}(\mathrm{I}) e^{i l x} \tag{3.6}
\end{equation*}
$$

in which $l_{+}=l_{\perp}^{2} /\left(4 l_{-}\right)$as usual, so that $l^{2}=0$, on shell; all particles are on-shell in lightfront perturbation
theory [22]. The fields obey the lightfront commutation relations [23],

$$
\begin{align*}
{\left[A_{i}(x), A_{j}(y)\right]_{x^{+}=y^{+}} } & =-\frac{i}{4} \delta_{i j} \varepsilon\left(x^{-}-y^{-}\right) \delta^{2}\left(x^{\perp}-y^{\perp}\right) \\
{\left[a_{i}(\mathrm{I}), a_{j}^{\dagger}\left(\mathrm{I}^{\prime}\right)\right] } & =2 l_{-}(2 \pi)^{3} \delta^{3}\left(\mathrm{I}-\mathrm{I}^{\prime}\right) \delta_{i j} \tag{3.7}
\end{align*}
$$

with $\varepsilon$ the sign function. Defining $a_{+}(\mathrm{I})=l_{\perp} a_{\perp}(\mathrm{I}) / 2 l_{-}$, the constrained field $A_{+}$can be written

$$
\begin{equation*}
A_{+}(x)=\int \mathrm{d} l a_{+}(\mathrm{l}) e^{-i l x}+a_{+}^{\dagger}(\mathrm{I}) e^{i l x} \tag{3.8}
\end{equation*}
$$

and one can then write down a covariant expression for the mode commutators:

$$
\begin{align*}
{\left[a_{\mu}(\mathrm{I}), a_{\nu}^{\dagger}\left(\mathrm{I}^{\prime}\right)\right] } & =-2 l_{-}(2 \pi)^{3} \delta^{3}\left(\mathrm{I}-\mathrm{I}^{\prime}\right)\left(\eta_{\mu \nu}-\frac{k_{\mu} l_{\nu}+l_{\mu} k_{\nu}}{k l}\right) \\
& \equiv-2 l_{-}(2 \pi)^{3} \delta\left(\mathrm{I}-\mathrm{I}^{\prime}\right) L_{\mu \nu} . \tag{3.9}
\end{align*}
$$

The scalar field operator, under the action of $H_{0}$, has the mode expansion

$$
\begin{equation*}
\Phi(x)=\int \operatorname{dp} b(\mathrm{p}) \varphi_{\mathrm{p}}(x)+d^{\dagger}(\mathrm{p}) \varphi_{-\mathrm{p}}(x) \tag{3.10}
\end{equation*}
$$

in which the mode functions $\varphi_{\mathrm{p}}$ are Volkov solutions [58], i.e. solutions to the Klein-Gordon equation in a background plane wave,

$$
\begin{equation*}
\varphi_{\mathrm{p}}(x)=\exp \left[-i p x-i \int_{0}^{\phi} \frac{2 p a-a^{2}}{2 k p}\right] \tag{3.11}
\end{equation*}
$$

with $p_{+}=\left(p_{\perp}^{2}+m^{2}\right) /\left(4 p_{-}\right)$so that $p^{2}=m^{2}$, on-shell. The mode operators are the (quantized) initial data on the hyperplane $\phi=0$, when the background turns on. $b^{\dagger}$ and $d^{\dagger}$ create on-shell scalar electrons and positrons with initial momentum $p_{\mu}$. One-particle states evolve under $H_{0}$ to carry the momenta $\pi_{\mu}$ of the classical theory, which is seen in the following property of the mode functions:

$$
\begin{equation*}
\mathcal{D}_{\mu} \varphi_{\mathrm{p}}(x)=\pi_{\mu}(\phi) \varphi_{\mathrm{p}}(x) \tag{3.12}
\end{equation*}
$$

$\pi_{\mu}$ is of course also on-shell, $\pi_{+}=\left(\pi_{\perp}^{2}+m^{2}\right) /\left(4 p_{-}\right)$, and $\pi_{-}=p_{-}$is conserved under $H_{0}$-evolution, as was the case classically when considering only the Lorentz force. The scalar field obeys the commutation relations

$$
\begin{align*}
{\left[\Phi(x), \Phi^{\dagger}(y)\right]_{x^{+}=y^{+}} } & =-\frac{i}{4} \varepsilon\left(x^{-}-y^{-}\right) \delta^{2}\left(x^{\perp}-y^{\perp}\right) \\
{\left[b(\mathrm{p}), b^{\dagger}(\mathrm{q})\right] } & =\left[d(\mathrm{p}), d^{\dagger}(\mathrm{q})\right]=2 p_{-}(2 \pi)^{3} \delta^{3}(\mathrm{p}-\mathrm{q}) \tag{3.13}
\end{align*}
$$

We now turn to the states. These evolve in the Furry picture according to

$$
\begin{equation*}
i \frac{\partial}{\partial x^{+}}\left|\psi ; x^{+}\right\rangle_{F}=H_{F}\left(x^{+}\right)\left|\psi ; x^{+}\right\rangle_{F}, \tag{3.14}
\end{equation*}
$$

in which $H_{F}$ is the Furry analogue of the "interacting Hamiltonian in the interaction picture,"

$$
\begin{align*}
H_{F} & =\mathcal{T}_{+}^{*} e^{i \int^{x^{+}} H_{0}}\left(V_{1}+V_{2}\right) \mathcal{I}_{+} e^{-i \int^{x^{+}} H_{0}} \\
& =\left.\left(V_{1}+V_{2}\right)\right|_{A=(3.6), \Phi=(3.10)} \tag{3.15}
\end{align*}
$$

i.e. one inserts the "free field" mode expansions (3.6) and (3.10) into the second line of (3.4). We normal order throughout. Our interest lies in the case that the initial state describes a single electron of momentum $p_{\mu}$ in the far past, outside the pulse. In lightfront quantization, the initial state is specified by the three components $\mathrm{p}=\left\{p_{\perp}, p_{-}\right\}$of the momentum $p_{\mu}$, rather than the three vector components $\mathbf{p}$, but the mass-shell condition $p^{2}=m^{2}$ shows that these are equivalent. The state is

$$
\begin{equation*}
|\mathrm{in}\rangle=\int \mathrm{dp} g(\mathrm{p}) b^{\dagger}(\mathrm{p})|0\rangle, \quad \int \mathrm{dp}|g(\mathrm{p})|^{2}=1 \tag{3.16}
\end{equation*}
$$

in which $|0\rangle$ is the lightfront vacuum annihilated by the $a(\mathrm{l}), b(\mathrm{p})$ and $d(\mathrm{p})$, and $g(\mathrm{p})$ is a wave packet, normalized as shown $^{8}$ such that $\langle\mathrm{in} \mid \mathrm{in}\rangle=1$, and strongly peaked around the momentum components $p_{\perp}$ and $p_{-}$. Our state at later lightfront time $x^{+}$is

$$
\begin{equation*}
\left|\psi ; x^{+}\right\rangle=\mathcal{T}_{+} \exp \left[-i \int_{-\infty}^{x^{+}} \mathrm{d} s H_{F}(s)\right]|\mathrm{in}\rangle \tag{3.17}
\end{equation*}
$$

in which we make the usual assumption of asymptotic switching to evolve the initial state up to the fully interacting electron state before it enters the background field.

This completes our quantization of the theory. We now want to calculate the expectation values of the electron momentum operator $P_{\mu}^{e}$ in the evolved state (3.17),

$$
\begin{equation*}
\left\langle P_{\mu}^{e}\right\rangle=\left\langle\psi ; x^{+}\right| P_{\mu}^{e}\left|\psi ; x^{+}\right\rangle \tag{3.18}
\end{equation*}
$$

and then take the classical limit in order to compare with the classical results in Sec. II. First we need to write down the momentum operator.

## A. The momentum operator

The energy-momentum tensor in our theory is

$$
\begin{align*}
T_{\mu \nu} & =-\frac{2}{\sqrt{-g}} \frac{\delta S}{\delta g_{\mu \nu}} \\
& =F_{\mu \sigma} F^{\sigma}{ }_{\nu}+\left(D_{\mu} \Phi\right)^{\dagger} D_{\nu} \Phi+\left(D_{\nu} \Phi\right)^{\dagger} D_{\mu} \Phi-g_{\mu \nu} \mathcal{L} \tag{3.19}
\end{align*}
$$

and the total momentum of the system is [22,23]

$$
\begin{equation*}
P_{\mu}=\int \mathrm{dx} T_{-\mu} \tag{3.20}
\end{equation*}
$$

in which $P_{+}$is the Hamiltonian (3.4). We are not interested in the total momentum, but in that of the electron. We must

[^7]therefore separate $T_{\mu \nu}$ into a piece which describes the electron, and a piece which describes the emitted radiation. This is trivial in the free theory, and also asymptotically in which the theory again becomes free. ${ }^{9}$ At finite time, though, it is not obvious how to make such a separation, since the physical electron is a composite of the matter field and a cloud of photons [68-70]. A related classical problem is the subject of energy balance, the question of how one separates the electromagnetic fields into bound and radiated parts, see $[71,72]$ for detailed discussions.

There are several conditions which will help us to identify the relevant part of $T_{-\mu}$. First, the decomposition must be gauge invariant. Second, it must give the correct freefield limit. These two constraints (a third follows) suggest the natural electron-photon split $T_{\mu \nu}=T_{\mu \nu}^{e}+T_{\mu \nu}^{\gamma}$ in which [73]

$$
\begin{align*}
T_{\mu \nu}^{e}= & \left(D_{\mu} \Phi\right)^{\dagger} D_{\nu} \Phi+\left(D_{\nu} \Phi\right)^{\dagger} D_{\mu} \Phi \\
& -g_{\mu \nu}\left(|D \Phi|^{2}-m^{2}|\Phi|^{2}\right), \\
T_{\mu \nu}^{\gamma}= & F_{\mu \sigma} F_{\nu}^{\sigma}+g_{\mu \nu} \frac{1}{4} F_{\sigma \rho} F^{\sigma \rho} . \tag{3.21}
\end{align*}
$$

These are the usual energy-momentum tensors for the electromagnetic field, and the minimally coupled scalar. This decomposition is gauge invariant and has the correct free-field limit, implying we should take

$$
\begin{equation*}
P_{\mu}^{e}=\int \mathrm{dx} T_{-\mu}^{e}, \quad P_{\mu}^{\gamma}=\int \mathrm{dx} T_{-\mu}^{\gamma} \tag{3.22}
\end{equation*}
$$

These operators are explicitly dependent on lightfront time due to the background field. To order $e^{2}$, antiparticles do not contribute to our calculation (a common feature of lightfront quantization $[22,23]$ ), and so we drop the positron modes $d(\mathrm{p})$ in all our expressions. Similarly, some order $e^{2}$ terms in the operator drop out due to normal ordering. The contributing part of the electron momentum operator can then be written as a sum of two terms, $P_{\mu}^{e}=P_{\mu}^{(0)}+P_{\mu}^{(1)}$, the first (second) being order zero (one) in the coupling:

$$
\begin{align*}
P_{\mu}^{(0)}(\phi)= & \int \mathrm{dp} \pi_{\mu}(\phi) b^{\dagger}(\mathrm{p}) b(\mathrm{p}) \\
P_{\mu}^{(1)}(\phi)= & e \int \mathrm{dpdl} b^{\dagger}(\mathrm{p}-\mathrm{l}) b(\mathrm{p}) \\
& \times\left(a^{\dagger} \pi(\phi) k_{\mu}-\frac{2 k p-k l}{2} a_{\mu}^{\dagger}(l)\right) \frac{e^{i \int^{\phi} \frac{l \pi}{k p-k l}}}{k p-k l} . \tag{3.23}
\end{align*}
$$

This is almost, but not quite, the operator we are looking for. Our third constraint is that $P_{\mu}^{e}$ should yield the correct sQED result: an electron with momentum $p_{\mu}$, unexposed

[^8]to external forces, should always have momentum $p_{\mu}$. This means that we should find
\[

$$
\begin{equation*}
\left\langle P_{\mu}^{e}\right\rangle \stackrel{?}{=} p_{\mu} \tag{3.24}
\end{equation*}
$$

\]

Our first task is therefore to calculate $\left\langle P_{\mu}^{e}\right\rangle$ in ordinary sQED without a background field, and check that we obtain the correct answer (3.24).

## B. On-shell renormalization

Regularization and renormalization are necessary in the following calculations. We use dimensional regularization to control UV divergences. (For classical RR in different dimensions, see [74].) Following [75], the extra dimensions are placed into the transverse directions, so that

$$
\begin{equation*}
\int \mathrm{d}^{2} l_{\perp} \rightarrow \mu^{2 \epsilon} \int \mathrm{~d}^{n} l_{\perp} \tag{3.25}
\end{equation*}
$$

where $n=2(1-\epsilon)$ and $\mu$ is the introduced mass scale. Transverse dim reg has the benefits of affecting neither the structure of the quantization surfaces nor our chosen background; the plane wave is always homogeneous in the transverse directions, another reason for orientating our quantization surfaces with the laser direction. See [76] for an application of transverse dim reg. Zero modes should be regulated using cutoffs, principle values or otherwise $[22,23,77]$. We display the regulators only when necessary, but they are in place throughout. In the following calculation, dim reg is sufficient to take care of divergences.

We set $a_{\mu}=0$ to return to ordinary lightfront perturbation theory. We then begin with an initial electron (3.16), and calculate the expectation value of its momentum at subsequent times, (3.18) with $P^{e}$ as in (3.23) but $a_{\mu}=0$. We will present the "in-background" version of this calculation in more detail later, and so we skip here to the final result. In the limit that the wave packet is strongly peaked around an initial momentum $p_{\mu}$, we find to order $e^{2}$,

$$
\begin{align*}
\left\langle P_{\mu}^{e}\right\rangle= & p_{\mu}+e^{2} \int \mathrm{dl} \frac{k p-k l}{l p^{2} k p}\left(m^{2}-\frac{2 k p l p}{k l}\right) \\
& \times\left(l_{\mu}-\frac{l p}{k p-k l} k_{\mu}\right)-\frac{2 e^{2}}{k p} \int \mathrm{dl} \frac{2 k p-k l}{2 l p} \\
& \times\left(p_{\mu}-\frac{l p}{k l} k_{\mu}-\frac{k p}{k l} l_{\mu}\right)-\frac{1}{l p}\left(m^{2}-\frac{2 k p l p}{k l}\right) k_{\mu} . \tag{3.26}
\end{align*}
$$

The first line comes from $P^{(0)}$, the second line from $P^{(1)}$. We expect, from (3.24), that the order $\alpha=e^{2} /(4 \pi)$ terms here should vanish, and that the electron's momentum should remain unchanged. Evaluating the transverse integrals in (3.26) using dim reg, we find that the order $\alpha$ terms are not zero, but divergent:

$$
\begin{align*}
\left\langle P_{\mu}^{e}\right\rangle= & p_{\mu}\left[1-\frac{\alpha}{2 \pi \epsilon}\left(\frac{\mu^{2}}{m^{2}}\right)^{\epsilon}+\cdots\right] \\
& +\frac{m^{2}}{k p} k_{\mu}\left[\frac{\alpha}{2 \pi \epsilon}\left(\frac{\mu^{2}}{m^{2}}\right)^{\epsilon}+\cdots\right] \tag{3.27}
\end{align*}
$$

where ellipses denote finite terms of order $\alpha$. (Dim reg is sufficient here; the longitudinal integrals do not contribute divergences.) The physical result $p_{\mu}$ is multiplied by "one plus a divergent quantity," and we have a second divergence proportional to $k_{\mu}$. This second divergence is typical of lightfront quantization, in that it depends on the momentum component $k p$ [22-24]. The result (3.27) is though covariant, and the second divergence depends only on the angular variables in $k_{\mu}$, as expected from [63].

Removal of the divergences proceeds as follows. Recall that $S$-matrix elements are renormalized by adding counterterms to the Hamiltonian/Lagrangian. These counterterms renormalize the mass, charge and field normalization, and are order $e^{2}$ or higher in sQED. However, we are not considering $S$-matrix elements, but expectation values of interacting operators at nonasymptotic times. Indeed, we find that, in our calculation, no order $e^{2}$ term in the interaction Hamiltonian contributes to the order $e^{2}$ expectation value. Counterterms in the interaction Hamiltonian therefore cannot remove the above divergences. Instead it is the composite operator $P_{\mu}^{e}$ itself which we need to renormalize [78]. We will nevertheless encounter some results familiar from lightfront perturbation theory. See [79] for corresponding statements; that paper investigates expectation values and operator renormalization in field theories where explicit time dependence is introduced not via a background field, as here, but by a time-dependent spacetime metric.

To proceed, we need a renormalization condition. Given that a free electron of momentum $p_{\mu}$ should always have momentum $p_{\mu}$, none of the order $\alpha$ terms in (3.26) and (3.27), divergent or finite, can be physical, and must be removed. We therefore take our renormalization condition to be (3.24). It seems natural to call this a Hamiltonian analogue of on-shell renormalization. From here on we write down only divergent terms; finite terms are also removed by our renormalization condition. Hence (3.27) becomes

$$
\left\langle P_{\mu}^{e}\right\rangle=p_{\mu}\left[1-\frac{\alpha}{2 \pi \epsilon}+\cdots\right]+\frac{m^{2}}{k p} k_{\mu}\left[\frac{\alpha}{2 \pi \epsilon}+\cdots\right]
$$

The first divergence is proportional to $p_{\mu}$, i.e. to the free theory result, and can therefore be removed by multiplicative operator renormalization:

$$
\begin{equation*}
P_{\mu}^{e} \rightarrow\left(1+\frac{\alpha}{2 \pi \epsilon}\right) P_{\mu}^{e} \tag{3.28}
\end{equation*}
$$

In fact, the divergence comes entirely from the lowest order operator $P_{\mu}^{(0)}$, and hence only this part needs to be
renormalized，but this is equivalent to（3．28），to order $e^{2}$ ． We turn to the second divergence，proportional to $k_{\mu}$ ．This can be removed by mass renormalization，and here we can make a connection to known results in lightfront renormal－ ization．Using transverse dim reg，the mass shift ${ }^{10}$ in light－ front quantization is［22，24］

$$
\begin{equation*}
\delta m=\frac{\alpha}{2 \pi \epsilon} . \tag{3.29}
\end{equation*}
$$

Such a mass shift，of order $e^{2}$ ，in the Lagrangian could enter the order $e^{2}$ expectation value in only one way．As discussed above，it could not enter via the interaction Hamiltonian．Instead it can enter via the momentum operator which，recall，contains the term $k_{\mu} \mathcal{L}$ ，see（3．19） and（3．21）．Shifting the mass replaces $m \rightarrow m-\delta m$ in the Lagrangian term of $P_{\mu}^{e}$ ．This is equivalent to adding a $\phi^{2}$ counterterm to $P_{\mu}^{e}$ ，see（3．21）．The resulting shift in the expectation value is

$$
\begin{align*}
\left\langle P_{\mu}^{e}\right\rangle & \rightarrow\left\langle P_{\mu}^{e}\right\rangle+\frac{(m-\delta m)^{2}-m^{2}}{2 k p} k_{\mu} \\
& =\left\langle P_{\mu}^{e}\right\rangle-\frac{m \delta m}{k p} k_{\mu}+\mathcal{O}\left(e^{4}\right) \tag{3.30}
\end{align*}
$$

which，with the standard lightfront $\delta m$ in（3．29），precisely cancels the remaining divergence in（3．27）．The extension to the finite terms is trivial．（That the mass shift is the same as that required for renormalizing $S$－matrix elements is a good sign．）The expectation value of the renormalized operator is，finally，

$$
\begin{equation*}
\left\langle P_{\mu}^{e}\right\rangle_{\mathrm{renorm}}=p_{\mu}+\mathcal{O}\left(e^{4}\right) \tag{3.31}
\end{equation*}
$$

which is the desired result．${ }^{11}$ We have identified the renor－ malized momentum operator which yields the finite，physi－ cal electron momentum to order $e^{2}$ ．We now return to the theory with a background field．

## IV．RADIATION REACTION AT FINITE TIME

We now have everything required to calculate the expectation value（3．18）；we have the state（3．17），the momentum operator（3．23），and we know how to renor－ malize．The above renormalization yields finite results also in－background；no＂new＂UV divergences arise，see also ［82］．To order $e^{2}$ ，the expectation value comprises the following four terms：

[^9]\[

$$
\begin{align*}
\left\langle P_{\mu}^{e}\right\rangle= & \langle\operatorname{in}| P_{\mu}^{(0)}|\mathrm{in}\rangle+\langle\mathrm{in}| \int^{x^{+}} \mathrm{d} y V_{1}(y) P_{\mu}^{(0)} \int^{x^{+}} \mathrm{d} z V_{1}(z)|\mathrm{in}\rangle \\
& -2 \operatorname{Re}\langle\mathrm{in}| P_{\mu}^{(0)} \int^{x^{+}} \mathrm{d} y \int^{y} \mathrm{~d} z V_{1}(y) V_{1}(z)|\mathrm{in}\rangle \\
& +2 \operatorname{Im}\langle\mathrm{in}| P_{\mu}^{(1)} \int^{x^{+}} \mathrm{d} y^{+} V_{1}\left(y^{+}\right)|\mathrm{in}\rangle \tag{4.1}
\end{align*}
$$
\]

which we write as，respectively，

$$
\begin{equation*}
\left\langle P_{\mu}^{e}\right\rangle=\langle\text { free }\rangle_{\mu}+\langle\text { emission }\rangle_{\mu}+\langle\text { loop }\rangle_{\mu}+\left\langle\text { operator }^{(1)}\right\rangle_{\mu} \tag{4.2}
\end{equation*}
$$

These names refer to the origin and physical meaning of each term，as we now describe．

Free．－$\langle$ Free $\rangle$ is the contribution from the free theory without QED interactions．It corresponds to scattering without emission， $\mathrm{e}^{-} \rightarrow \mathrm{e}^{-}$，in which the electron is accel－ erated by the background，but the electron does not emit． It should therefore yield the Lorentz force component． From（3．16）and（3．23），we find

$$
\begin{equation*}
\langle\text { free }\rangle_{\mu}=\langle\mathrm{in}| P_{\mu}^{(0)}|\mathrm{in}\rangle=\int \mathrm{dp}|g(\mathrm{p})|^{2} \pi_{\mu}(\phi) \rightarrow \pi_{\mu}(\phi) \tag{4.3}
\end{equation*}
$$

where in the final step we have taken the limit in which the wave packet is strongly peaked；this is indeed the Lorentz force result．See Fig． 2 for the associated diagram．

Loop and emission．－＜Loop〉 is the tree－level／one－loop cross term from scattering without emission，i．e．a contri－ bution from the self－energy of the electron．〈Emission〉 corresponds to single photon emission from the electron， which in a plane wave background is called nonlinear Compton scattering［45，46，83－88］．See the diagrams in Fig．3．To calculate the emission and loop terms，we need the result，writing $\mathrm{dl}^{\prime} \equiv \mathrm{dl} \theta(k p-k l)$ ，

$$
\begin{align*}
\int^{x^{+}} \mathrm{d} y^{+} V_{1}\left(y^{+}\right)|\mathrm{in}\rangle= & e \int^{\phi} \mathrm{d} \phi_{1} \int \frac{\mathrm{~d}^{\prime} \mathrm{dp}}{k p-k l} \\
& \times g(\mathrm{p}) \pi_{\mathrm{p}} a^{\dagger}(\mathrm{I}) b^{\dagger}(\mathrm{p}-\mathrm{I})|0\rangle e^{i \int^{\phi_{1} \frac{l \pi}{k p-k l}} .} \tag{4.4}
\end{align*}
$$

We find that the two terms differ only in their vector structure，and a relative minus sign．（This is a direct con－ sequence of the optical theorem．）$\langle\text { Loop }\rangle_{\mu}$ contains the


FIG．2．The Furry－Feynman diagram describing the zeroth order（Lorentz－force）contribution to the average electron momentum，$\langle\mathrm{free}\rangle_{\mu}$ ．Double lines indicate the background－ dressed propagator．（For simplicity we draw，here and below， the diagrams of the covariant theory，rather than lightfront time－ ordered diagrams）．


FIG．3．Furry－Feynman diagrams for two of the $\mathcal{O}\left(e^{2}\right)$ contributions to the average electron momentum，and to radiation reaction．In the first line，the cross term from scattering without emission，and in the second line，nonlinear Compton scattering，at tree level，mod squared．

Lorentz force（no recoil）result $\pi_{\mu}(\phi)$ while 〈emission〉 contains $p_{\mu}^{\prime}$ ，the electron＇s momentum following photon emission in nonlinear Compton［14，83－88］：

$$
\begin{equation*}
p_{\mu}^{\prime}(\phi)=\pi_{\mu}(\phi)-l_{\mu}+\frac{l \pi(\phi)}{k p-k l} k_{\mu} \tag{4.5}
\end{equation*}
$$

Reinstating $\hbar$ ，we find

$$
\begin{align*}
\langle\text { loop }+ \text { emission }\rangle_{\mu}= & \frac{e^{2}}{\hbar^{3} k p} \int \mathrm{dl}^{\prime}\left[\pi_{\mu}(\phi)-p_{\mu}^{\prime}(\phi)\right] \\
& \times \int^{\phi} \mathrm{d} \phi_{1} \mathrm{~d} \phi_{2} \frac{\pi_{2} L \pi_{1}}{k p-k l} e^{\frac{i}{\hbar} \int_{\phi_{1}}^{\phi_{2} \frac{l \pi}{k p-k l}} .} \tag{4.6}
\end{align*}
$$

The reason we group the loop and emission terms together is that while both are individually infrared（IR）divergent ［52］，their sum is IR finite［14］．This is because，unlike individual $S$－matrix elements，our expectation value is an inclusive observable（no assumption is made about the ＂final＂state）［89－91］．The potentially IR－divergent term in 〈loop〉 is removed by 〈emission〉，due to the vector
structure $\pi_{\mu}-p_{\mu}^{\prime}$ ．See［92］for related comments regard－ ing the Schwinger mechanism．

The sum 〈loop＋emission〉 does though contains a UV divergence．We can separate out the divergent term using integration by parts to rewrite the $\phi$ integrals as follows：

$$
\begin{align*}
& \langle\text { loop }+ \text { emission }\rangle_{\mu} \\
& \left.=e^{2} \int \mathrm{~d}^{\prime} \frac{k p-k l}{\hbar k p}\left[\pi(\phi)-p^{\prime}(\phi)\right]_{\mu} \right\rvert\, \frac{\pi(\phi)-\frac{k p}{k l} l}{l \pi(\phi)} \\
&  \tag{4.7}\\
& \quad-\left.\int^{\phi} \mathrm{d} \phi_{1}\left(\frac{\pi_{1}-\frac{k p}{k l} l}{l \pi_{1}}\right)^{\prime} \exp \frac{i}{\hbar} \int_{\phi_{1}}^{\phi} \frac{l \pi}{k p-k l}\right|^{2} .
\end{align*}
$$

The boundary terms cannot be dropped：they lead both to UV divergences which must be renormalized and to finite， physical terms which must be retained．They are also essential for distinguishing between different equations in the classical limit．（Boundary terms were also crucial for the comparison between LAD and QED in［57］．） Expanding the modulus we obtain three terms，

$$
\begin{align*}
\left\langle\mathrm{loop}+\mathrm{emission}_{\mu}=\right. & e^{2} \int \mathrm{dl}^{\prime} \frac{k p-k l}{\hbar k p}\left[\pi(\phi)-p^{\prime}(\phi)\right]_{\mu}\left(\frac{\pi(\phi)-\frac{k p}{k l} l}{l \pi(\phi)}\right)^{2}  \tag{4.8}\\
& -2 \operatorname{Re}^{2} \int \mathrm{~d}^{\prime} \frac{k p-k l}{\hbar k p}\left[\pi(\phi)-p^{\prime}(\phi)\right]_{\mu}\left(\frac{\pi(\phi)-\frac{k p}{k l} l}{l \pi(\phi)}\right) \int^{\phi} \mathrm{d} \phi_{1}\left(\frac{\pi_{1}-\frac{k p}{k l} l}{l \pi_{1}}\right)^{\prime} e^{\frac{i}{\hbar} \int_{\phi_{1}}^{\phi} \frac{l \pi}{k p-k l}}  \tag{4.9}\\
& +e^{2} \int \mathrm{~d}^{\prime} \frac{k p-k l}{\hbar k p}\left[\pi(\phi)-p^{\prime}(\phi)\right]_{\mu} \int^{\phi} \mathrm{d} \phi_{1} \mathrm{~d} \phi_{2}\left(\frac{\pi_{1}-\frac{k p}{k l} l}{l \pi_{1}}\right)^{\prime}\left(\frac{\pi_{2}-\frac{k p}{k l} l}{l \pi_{2}}\right)^{\prime} e^{\frac{i}{\hbar} \int_{\phi_{1}}^{\phi_{2} \frac{l \pi}{k p-k l}}} \tag{4.10}
\end{align*}
$$

The first line，（4．8），comes from the＂boundary－boundary＂ terms of the two integrals，and is UV divergent． Regularizing，the momentum integrals in（4．8）can be performed exactly，and one finds

$$
\begin{align*}
\langle\text { loop }+ \text { emission }\rangle_{\mu}= & -\frac{\alpha}{2 \pi \epsilon} \pi_{\mu}(\phi)+\frac{\alpha}{2 \pi \epsilon} \frac{m^{2}}{k p} k_{\mu} \\
& +(4.9)+(4.10) \tag{4.11}
\end{align*}
$$

The two divergences have the same form as those without background．The first is proportional to the free－theory
momentum $\pi_{\mu}(\phi)$ ，the second is proportional to $k_{\mu}$ and depends on $k \pi=k p$ ．The same multiplicative and mass renormalizations as above remove（4．8）and with it the two divergences．The remaining two terms， （4．9）and（4．10）are UV finite，and unaffected by the renormalization．

Operator．－Finally，$\left\langle\right.$ operator $\left.^{(1)}\right\rangle$ is the contribution from the interacting part of the electron momentum opera－ tor，$P_{\mu}^{(1)}$ ．This contribution vanishes in the asymptotic limit （see below）and does not have a standard Feynman diagram description．Again using（4．4）we find

$$
\begin{align*}
& \left\langle\text { operator }^{(1)}\right\rangle_{\mu} \\
& =2 \operatorname{Im} \frac{e^{2}}{k p \hbar^{2}} \int \frac{\mathrm{~d}^{\prime}}{k p-k l} \int^{\phi} \mathrm{d} \phi_{1}\left[\frac{1}{2}(2 k p-k l) L_{\mu \nu} \pi_{1}^{\nu}\right. \\
& \left.\quad-k_{\mu} \pi(\phi) L \pi_{1}\right] e^{-\frac{i}{\hbar} \int_{\phi_{1}}^{\phi} \frac{l \pi}{k p-k l}} . \tag{4.12}
\end{align*}
$$

The above expressions (minus the divergent term (4.8)) for the free, loop, emission and operator terms are lowest order quantum recoil effects. See [28] for numerical investigations.

## A. The classical limit

The simplest way to take the classical limit follows from noting that photon momentum has no classical analogue, whereas wave number does: we therefore write $l_{\mu}=\hbar k_{\mu}^{\prime}$ with $k_{\mu}^{\prime}$ the outgoing photon's wave number. $\hbar$ can then be taken to zero in (4.9), (4.10), and (4.12), and the integrals performed to obtain the classical result.

To better understand the physics of this limit, though, it is helpful to first highlight the dependence of the quantum results on the longitudinal momentum component $k l=$ $\hbar k k^{\prime}$. Longitudinal momentum is conserved by the Lorentz force, but this symmetry is broken by photon emission [35]; this nonconservation is seen explicitly when one goes from the solution of Lorentz to the solution of e.g. LAD or LL, see above and [47]. Define the ratio of outgoing momenta by $\hbar t:=\hbar k k^{\prime} / k p^{\prime}$, which may be equivalently written

$$
\begin{equation*}
\hbar t=\frac{\hbar k k^{\prime}}{k p-\hbar k k^{\prime}}=\frac{k l}{k p-k l} \tag{4.13}
\end{equation*}
$$

We then change integration variables from $l_{-}$to $t$, and we scale out the longitudinal momentum from $l_{\mu}$ by defining $r_{\mu}=\frac{k p}{k l} l_{\mu}$, which amounts to a second change of variables, $l_{\perp} \rightarrow r_{\perp}=(k p / k l) l_{\perp}$. We illustrate this using the transverse component of (4.10), which may be equivalently written

$$
\begin{align*}
(4.10)= & \frac{e^{2}}{4 \pi} \int_{0}^{\infty} \frac{\mathrm{d} t}{(1+\hbar t)^{3}} \int \frac{\mathrm{~d}^{2} r_{\perp}}{(2 \pi)^{2}} r^{\perp} \int \mathrm{d} \phi_{1} \mathrm{~d} \phi_{2} \\
& \times \cos \left(t \int_{\phi_{1}}^{\phi_{2}} \frac{r \pi}{k p}\right)\left(\frac{\pi_{1}-r}{r \pi_{1}}\right)^{\prime}\left(\frac{\pi_{2}-r}{r \pi_{2}}\right)^{\prime}, \tag{4.14}
\end{align*}
$$

in which the symmetry of the integrals allows us to replace $\exp$ with cos. Factors of $\hbar$ are removed from the exponents and now occur only in the combination $1+\hbar t$. The classical limit therefore corresponds to Taylor expanding these factors, assuming $\hbar t \ll 1$. From (4.13), this means dropping quantum effects associated with high energy photon emission. In this limit, the $t$ integral in (4.14) can be performed and yields a delta function,

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} t \cos \left(t \int_{\phi_{1}}^{\phi_{2}} \frac{r \pi}{k p}\right)=\pi \frac{k p}{r \pi\left(\phi_{2}\right)} \delta\left(\phi_{2}-\phi_{1}\right) \tag{4.15}
\end{equation*}
$$

which says that the coherent lightfront time integrals in (4.14) become incoherent in the classical limit. This means that interference terms, i.e. quantum effects, drop out [14,21]. (For a review of decoherence and the classical limit, see [93]). Performing one of the $\phi$ integrals leaves us with

$$
\begin{align*}
\lim _{\hbar \rightarrow 0}(4.10) & =\frac{e^{2} k p}{16 \pi^{2}} \int \mathrm{~d} r_{\perp}^{2} r^{\perp} \int^{\phi} \mathrm{d} \varphi \frac{\pi^{\prime 2}}{(r \pi)^{3}}+m^{2} \frac{\left(r \pi^{\prime}\right)^{2}}{(r \pi)^{5}} \\
& =\frac{2}{3} \frac{e^{2}}{4 \pi} \frac{k p}{m^{4}} \int^{\phi} a^{\prime 2} \pi^{\perp} \tag{4.16}
\end{align*}
$$

which we recognize from the classical theory. [To obtain the final expression use $\pi r=\frac{1}{2}\left((r-\pi)_{\perp}^{2}+m^{2}\right)$ and change variables to $u_{\perp}=(r-\pi)_{\perp}$. The $u_{\perp}$ integrals are elementary.] The extension of the above calculation to the remaining terms, (4.9) and (4.12), is direct. We find the following classical limits for our various terms:

$$
\begin{align*}
\lim _{\hbar \rightarrow 0}\langle\text { free }\rangle_{\mu}= & \pi_{\mu}(\phi) \\
\lim _{\hbar \rightarrow 0}\langle\text { loop }+ \text { emission }\rangle_{\mu}= & \frac{1}{4} \Delta \pi_{\mu}^{\prime}(\phi) \\
& +\frac{\Delta}{m^{2}} \int^{\phi} a^{12}\left(\pi_{\mu}-\frac{\pi \pi(\phi)}{k p} k_{\mu}\right) \\
\lim _{\hbar \rightarrow 0}\left\langle\text { operator }^{(1)}\right\rangle_{\mu}= & \frac{3}{4} \Delta \pi_{\mu}^{\prime}(\phi) . \tag{4.17}
\end{align*}
$$

Summing these three contributions, one finds the final result:

$$
\begin{equation*}
\lim _{\hbar \rightarrow 0}\left\langle P_{\mu}^{e}\right\rangle=q_{\mu}(\phi) \quad \text { as in LAD, LL, EFO. } \tag{4.18}
\end{equation*}
$$

We have obtained classical RR directly from the $\hbar \rightarrow 0$ limit of QED. The classical momentum of a radiating particle agrees with that predicted by the LAD, LL and EFO equations. We have made no approximation up to this point except that we work to order $e^{2}$ in the coupling; the extension to higher orders is discussed at the end of this paper. We close this section with some comments on our result.
(1) The $\hbar \rightarrow 0$ limit depends on which quantities (e.g. coupling, momenta) are chosen to scale with $\hbar$ [94,95]. Since we wish to compare with the classical theory, where one has $e^{2}$ but no $\hbar$, we used the "standard" parametrization, so for example $e^{2}$ is independent of $\hbar$, compare [94]. It is not a problem that $\alpha=e^{2} /(4 \pi \hbar)$ then diverges in the classical limit, since photon emission always brings with it a factor $\hbar$. It is the cancellation of $\hbar$ between the photon momentum and the coupling which leaves a nonzero classical result.
(2) In the context of deriving classical RR from QFT, it was noted in [96] that loop terms could be relevant in the classical limit, see also [95]. We saw above that $\langle\text { loop }\rangle_{\mu}$ removes the $\pi_{\mu}$ term from $p_{\mu}^{\prime}$. Had this term not been removed, it would have caused not
only an IR divergence, but would have been proportional to $1 / \hbar$, which blows up in the classical limit [14]. (The UV divergences we encountered were also $1 / \hbar$ terms.)
(3) The $\pi_{\mu}$ divergence we encountered is analogous to the classical divergence found in the derivation of LAD [6], which is also proportional to the momentum, or four-velocity. While the classical divergence is removed by mass renormalization, it is removed by operator renormalization in the quantum theory. The $k_{\mu}$ divergence and mass renormalization in the quantum calculation are not seen classically, but are typical of lightfront quantization.
(4) For infinite lightfront times asymptotic switching kills $\left\langle\right.$ operator $\left.^{(1)}\right\rangle$ and the boundary terms, including the divergences, when integrating by parts. See [84-86] for the explicit calculation with exponential damping factors in nonlinear Compton scattering. (This regularization is gauge invariant [16].) The remaining term (4.10), from the sum of nonlinear Compton scattering and scattering without emission in Fig. 3, becomes

$$
\begin{align*}
\left.\left\langle P_{\mu}^{e}\right\rangle\right|_{\phi=\infty}= & \hat{\pi}_{\mu}+\frac{e^{2}}{4 \pi \hbar} \int_{0}^{p_{-}} \frac{\mathrm{d} l_{-}}{l_{-}} \\
& \times \int \frac{\mathrm{d}^{2} l_{\perp}}{(2 \pi)^{2}} \frac{k p^{\prime}}{k p}\left(\hat{\pi}_{\mu}-p_{\mu}^{\prime}\right) \\
& \times \int \mathrm{d} \phi_{1} \mathrm{~d} \phi_{2} e^{\frac{i}{\hbar}} \int_{\phi_{1}}^{\phi_{2} \frac{l \pi}{k p^{\prime}}} \partial_{2} \partial_{1}\left(\frac{\pi_{2} \pi_{1}}{l \pi_{2} l \pi_{1}}\right) \tag{4.19}
\end{align*}
$$

which agrees with the QED $S$-matrix result of [14] if one neglects spin effects. (Set $g=1 / 2$ in [14] to go from spinor to scalar QED). We remark that if one knew only this asymptotic result, and assumed it to be valid at finite time just by changing the $\phi$-integral limits, one would miss $\left\langle\right.$ operator $\left.^{(1)}\right\rangle$ and the boundary term (4.9). These are precisely the terms which become $\Delta \pi^{\prime}$ when $\hbar \rightarrow 0$ and distinguish between the different classical equations. ${ }^{12}$
Recalling the classical discussion (2.17), (2.18), and (2.19), we consider the component $k\left\langle P^{e}\right\rangle$. From (4.19) we find

$$
\begin{aligned}
\left.\frac{k\left\langle P^{e}\right\rangle}{k p}\right|_{\phi=\infty}= & 1+\alpha \int_{0}^{p_{-}} \frac{\mathrm{d} l_{-}}{l_{-}} \int \frac{\mathrm{d}^{2} l_{\perp}}{(2 \pi)^{2}}\left[\frac{k l k p^{\prime}}{k p^{2}}\right] \\
& \times \int \mathrm{d} \phi_{1} \mathrm{~d} \phi_{2} e^{\frac{i}{h}} \int_{\phi_{1}}^{\phi_{2}} \frac{l \pi}{k p^{\prime}}
\end{aligned} \partial_{2} \partial_{1}\left(\frac{\pi_{2} \pi_{1}}{l \pi_{2} l \pi_{1}}\right),
$$

where the term in square brackets shows that the integrand depends on the product of the outgoing longitudinal momenta, in ratio to the incoming momentum squared. Hence

[^10]it seems natural to use $k\left\langle P^{e}\right\rangle / k p$ to estimate when higher order effects become important, phenomenologically, in analogy to using $k q / k p$ in the classical theory. For example, expanding in $\hbar$, the lowest order terms are
\[

$$
\begin{aligned}
\frac{k\left\langle P^{e}\right\rangle}{k p}= & 1+\frac{2}{3} \frac{e^{2}}{4 \pi} \frac{k p}{m^{4}} \int a^{\prime 2} \\
& -\frac{4}{5} \frac{e^{2} \hbar^{2}}{4 \pi} \frac{k p^{3}}{m^{10}} \int 35 a^{14}-11 m^{2} a^{\prime \prime 2}
\end{aligned}
$$
\]

Consider, for illustration, a single cycle of a circularly polarized pulse, central frequency $\omega$ and peak field $E_{0}$ given by $e E_{0} / m \omega \equiv \eta$. (So, the integrals contribute $2 \pi$ times powers of $\eta$ ). The previous result then becomes, at $\eta=100$ and optical frequency $\hbar \omega=1.24 \mathrm{eV}$ (assuming $\gamma \gg 1$ ),

$$
\frac{k\left\langle P^{e}\right\rangle}{k p} \sim 1-10^{-3} \gamma+10^{-8} \gamma^{3}
$$

Classical and quantum RR therefore contribute with opposite signs. For $\gamma \sim 10^{2}$ we have a $10 \%$ contribution from classical RR, and a negligible contribution from quantum effects. At higher energies, the quantum terms become dominant, but then these should be computed using (4.19). The relative importance of classical and quantum effects, and when these are important compared to higher order effects in $\alpha$, will be addressed in detail in [28].

## B. Current and position

The above calculation can be extended to the current. The classical current for a particle with orbit $x_{\mathrm{cl}}^{\mu}$ is

$$
\begin{equation*}
J_{\mathrm{cl}}^{\mu}(x)=\int \mathrm{d} \tau \delta^{4}\left(x-x_{\mathrm{cl}}(\tau)\right) \frac{\mathrm{d} x_{\mathrm{cl}}^{\mu}}{\mathrm{d} \tau} \tag{4.20}
\end{equation*}
$$

Changing variables from $\tau$ to $\phi$ and integrating over the spatial coordinates gives

$$
\begin{equation*}
\frac{\mathrm{d} x_{\mathrm{cl}}^{\mu}}{\mathrm{d} \phi}=\frac{1}{2 k_{+}} \int \mathrm{dx} J_{\mathrm{cl}}^{\mu}(\mathrm{x}, \phi), \tag{4.21}
\end{equation*}
$$

the right-hand side of which can be compared to the classical limit of the current operator's expectation value. Here we need the full current [compare with (4.21)]

$$
\begin{equation*}
J_{\mu}=\Phi^{\dagger}\left(i \overleftrightarrow{\partial}_{\mu}-2 a_{\mu}-2 e A_{\mu}\right) \Phi \tag{4.22}
\end{equation*}
$$

and $A_{+}$in this equation is as in (3.3). The calculation proceeds as above, and there is a $\phi$-independent divergence which is removed by mass renormalization. Rather than go through this, we present a calculation which yields the same result, but is based on the position operator. Localization [98] and position [99] in relativistic QFT are difficult subjects with a long history, see [100]. While it is safe to say that position is not as natural a variable as momentum, it is still interesting to consider the position operator, and we will see that our calculation yields results consistent with (4.18).

As above, we will calculate the position operator's expectation value and take $\hbar \rightarrow 0$. The idea of [57] is that, at least to lowest order and in instant-form quantization, one can use the charge density $J_{0}$ to define a position operator by

$$
\begin{equation*}
\hat{\mathbf{x}}=\int \mathrm{d}^{3} x \mathbf{x} J_{0} . \tag{4.23}
\end{equation*}
$$

For one-electron states with wave packets $g_{2}$ and $g_{1}$ it is straightforward to show, again in instant-form quantization, that this operator obeys (setting $x^{0}=0$ for simplicity)

$$
\begin{align*}
\left\langle g_{2}\right| \hat{\mathbf{x}}^{j}\left|g_{1}\right\rangle & =\int \frac{\mathrm{d}^{3} \mathbf{p}}{(2 \pi)^{3} 2 E_{\mathbf{p}}} g_{2}^{*}(\mathbf{p})\left(-i \frac{\partial}{\partial \mathbf{p}_{j}}-i \frac{\mathbf{p}^{j}}{2 E_{\mathbf{p}}^{2}}\right) g_{1}(\mathbf{p}) \\
& =\left(g_{2}, \mathbf{Q}_{\mathrm{NW}} g_{1}\right), \tag{4.24}
\end{align*}
$$

in which we recognize the Newton-Wigner position operator $\mathbf{Q}_{\mathrm{NW}}$ [99]. The position operator (4.23) was applied to RR, for a different background than ours, in the papers [57,96, 101,102]. Here we extend those calculations to our background, and to lightfront quantization, in which the charge density is $J_{-}=j_{-}$. The obvious extension of the position operator (4.23) to lightfront coordinates would then seem to be

$$
\begin{equation*}
\mathrm{X}(\phi)=\int \mathrm{dxx} j_{-}(\phi) . \tag{4.25}
\end{equation*}
$$

We are immediately confronted by the results of [49], Sec. 2E. That paper extends the definition of the NewtonWigner position operator to the front form, by writing down constraints on the algebra of a candidate position operator with the stability group of the null plane $x^{+}=0$. It is then concluded that no self-adjoint longitudinal position operator exists which satisfies these constraints. Interesting questions for future study are then to what extent does X satisfy the front-form Newton-Wigner conditions of [49], and what is the physics of any difference? Here we note that the covariant measure in dp , and hence in X , is precisely that which yields the "unique notion of locality" identified in [49], Sec. III, at least for elementary systems. Given this and that (4.25) seems like a natural place to start, we will proceed to analyze $\langle X\rangle$ and comment further on the longitudinal component below.

We begin with a check on the definition (4.25) by calculating the simplest component, obtained by replacing x in (4.25) with $x^{+}$. In other words, we wish to check that our position operator correctly generalizes to the lightfront time component. In this case, the contributing terms of the "position" operator (4.25) are

$$
\begin{equation*}
x^{+} \int \mathrm{d} \mathrm{X}_{-}\left(x^{+}\right)=x^{+} \int \mathrm{dp} b^{\dagger}(\mathrm{p}) b(\mathrm{p}) \tag{4.26}
\end{equation*}
$$

which counts the number of electrons in the system and then multiplies by $x^{+}$. Since we have only one electron, and net fermion number is conserved, the expectation value becomes

$$
\begin{equation*}
\left.\left\langle X^{+}\right\rangle=x^{+}\left\langle\psi ; x^{+} \mid \psi ; x^{+}\right\rangle=x^{+}\langle\text {in }| \text { in }\right\rangle=x^{+} \tag{4.27}
\end{equation*}
$$

as it should be. With this checked, we return to the transverse and longitudinal position operators (4.25). The expectation value of interest is

$$
\begin{align*}
\langle\mathrm{X}\rangle= & \left.\langle\text { in }| \mathrm{X} \mid \text { in }\rangle+\langle\text { in }| \int^{x^{+}} \mathrm{d} y V_{1}(y) \mathrm{X} \int^{x^{+}} \mathrm{d} z V_{1}(z) \mid \text { in }\right\rangle \\
& \left.-2 \operatorname{Re}\langle\operatorname{in}| \mathrm{X} \int^{x^{+}} \mathrm{d} y \int^{y} \mathrm{~d} z V_{1}(y) V_{1}(z) \mid \text { in }\right\rangle \\
= & :\langle\text { free }\rangle+\langle\text { emission }\rangle+\langle\text { loop }\rangle . \tag{4.28}
\end{align*}
$$

In $A^{+}=0$ gauge there is no $\left\langle\right.$ operator $\left.^{(1)}\right\rangle$ contribution. As above, $\langle$ free $\rangle$ is the free theory contribution. To calculate it we first evaluate the expectation value of the current in the initial state,

$$
\begin{equation*}
\langle\mathrm{in}| j_{-}\left(x^{+}\right)|\operatorname{in}\rangle=\int \operatorname{dpdq} g^{*}(\mathrm{q}) g(\mathrm{p})(p+q)_{-} \varphi_{\mathrm{q}}^{*}\left(x^{+}\right) \varphi_{\mathrm{p}}\left(x^{+}\right), \tag{4.29}
\end{equation*}
$$

and then perform the x integrals in (4.25), arriving at

$$
\begin{align*}
\langle\text { free }\rangle & =\langle\mathrm{in}| \mathrm{X}|\mathrm{in}\rangle \\
& =\int \mathrm{dp}|g(\mathrm{p})|^{2} \int^{\phi} \frac{\Pi}{k p}-i g(\mathrm{p})^{*} \frac{\partial}{\partial \mathrm{p}} g(\mathrm{p}) \tag{4.30}
\end{align*}
$$

in which $\Pi=\left\{\pi^{\perp}, \pi^{-}\right\}$. For both $X^{\perp}$ and the longitudinal component $\mathrm{X}^{-}$, we have the expected particle momentum in the first term of (4.30), while the second term is time independent and is the only surviving term at the initial time. We therefore associate it with the initial position. In the limit that $g$ becomes strongly peaked we have

$$
\begin{equation*}
\langle\text { free }\rangle=\mathrm{x}_{\text {init }}+\int_{0}^{\phi} \frac{\Pi}{k p} \Rightarrow \frac{\mathrm{~d}}{\mathrm{~d} \phi}\langle\mathrm{X}\rangle=\frac{1}{k p} \Pi(\phi)+\mathcal{O}\left(e^{2}\right), \tag{4.31}
\end{equation*}
$$

which are the Lorentz force results for the position and momentum of a particle in a plane wave, as a function of lightfront time $\phi$. (As for the momentum calculation, the free result is independent of $\hbar$; the expectation value is equal to the classical result).
$\langle$ Loop〉 is again a finite time one-loop self-energy contribution. Using (4.4) once more,

$$
\begin{align*}
\langle\mathrm{loop}\rangle= & 2 \operatorname{Re} \frac{e^{2}}{\hbar^{3} k p} \int^{\phi} \mathrm{d} \phi_{2} \int^{\phi_{2}} \mathrm{~d} \phi_{1} \\
& \times \int \mathrm{dl}^{\prime} \frac{\pi_{2} L \pi_{1}}{(k p-k l)}\left(\mathrm{x}_{\mathrm{init}}+\int_{0}^{\phi} \frac{\Pi}{k p}\right) e^{\frac{i}{\hbar} \int_{\phi_{1}}^{\phi_{2} \frac{2 \pi}{k p-k}} .} \tag{4.32}
\end{align*}
$$

The final term, $\langle$ emission〉, comes from nonlinear Compton scattering at tree level. In the sequel, we present the detailed calculation of the transverse coordinates, setting $\mathrm{x}_{\text {init }}=0$ in order to simplify the presentation. Using (4.4) again, one arrives after a straightforward calculation at

$$
\begin{align*}
\langle\mathrm{X}\rangle^{\perp}= & \frac{e^{2}}{2 \hbar^{3} k p} \int^{\phi} \mathrm{d} \phi_{2} \mathrm{~d} \phi_{1} \int \mathrm{~d}^{\prime} \frac{1}{k p-k l}\left[\hbar\left(a_{1}-a_{2}\right)^{\perp}\right. \\
& \times \sin \left(\frac{1}{\hbar} \int_{1}^{2} \frac{l \pi}{k p-k l}\right)+\frac{\pi_{2} L \pi_{1}}{k p-k l} \\
& \left.\times \cos \left(\frac{1}{\hbar} \int_{1}^{2} \frac{l \cdot \pi}{k p-k l}\right)\left[\int_{1}^{\phi}+\int_{2}^{\phi}\right]\left(l-\frac{k l}{k p} \pi\right)^{\perp}\right] . \tag{4.33}
\end{align*}
$$

In this case there are no contributions from boundary terms, and no UV divergences. (See [80], Sec. 11, and [103] for renormalization of the current in QED). The classical limit is obtained as above. Taking a $\phi$ derivative to simplify the presentation and compare directly with the classical calculations, the first and second lines of (4.33) contribute, respectively,

$$
\begin{equation*}
\frac{3}{4} \Delta \pi^{\prime \perp}(\phi), \quad \frac{1}{4} \Delta \pi^{\prime \perp}(\phi)+\frac{\Delta}{m^{2}} \int^{\phi} a^{12}(\pi-\pi(\phi))^{\perp} . \tag{4.34}
\end{equation*}
$$

Summing these two, we find the transverse position given in (2.15) by a subset of the classical equations. In fact, this is enough to distinguish between the different classical equations, but we can nevertheless repeat the calculation for the longitudinal direction. This calculation is technically more involved due to the $p_{-}$derivatives acting on the many factors of $k p \sim p_{-}$throughout our expressions, but no other difficulties arise. One finds the final result,
$\lim _{\hbar \rightarrow 0} \frac{\mathrm{~d}}{\mathrm{~d} \phi}\left\langle X^{\mu}\right\rangle=\frac{\mathrm{d}}{\mathrm{d} \phi} x^{\mu}(\phi) \quad$ as in LAD, LL, EFO, S.

Combining the two results (4.35) and (4.18), we see that, of the classical equations considered above, only three, LAD, LL and EFO are consistent with QED to this order. Further $q=m \dot{x}$ even with recoil effects.

## C. Higher orders

To distinguish between those equations which we have found to be consistent with QED, one needs to consider order $e^{4}$ effects at finite time. [All considered equations agree on the postpulse, asymptotic momentum to order $e^{4}$, which can be obtained from the order $e^{2}$ result (2.14) and Larmor's formula]. One option is to calculate $k\left\langle P^{e}\right\rangle$ as a function of lightfront time and compare it to the classical result,

$$
\begin{equation*}
\frac{k q(\phi)}{k p}=1+\frac{\Delta}{m^{2}} \int^{\phi} a^{\prime 2}+\frac{\Delta^{2}}{m^{4}}\left(\int^{\phi} a^{12}\right)^{2}+C \frac{\Delta^{2}}{m^{2}} a^{\prime 2} \tag{4.36}
\end{equation*}
$$

where $C_{\mathrm{LAD}}=2, C_{\mathrm{LL}}=0$ and $C_{\mathrm{EFO}}=1 / 2$.
We expect the next order calculation to be more difficult than that presented here, though. There are a few reasons


FIG. 4 (color online). All possible cuts of these diagrams generate all possible terms to be calculated for $\left\langle k P^{e}\right\rangle$ to order $e^{2}$ : dashed vertical lines correspond to a cut and the insertion of $k P^{e}=k P^{(0)}$.
for this. Consider $k\left\langle P^{e}\right\rangle=k\left\langle P^{(0)}\right\rangle$. (This component is simplest because the operator contribution drops out). The two diagrams in Fig. 4 represent all terms in this expectation value, to order $e^{2}$. A vertex is the three-point vertex in (3.4) (including the instantaneous photon interaction). One obtains the terms to be calculated, including lightfront time ordering, from all possible cuts of the diagrams (red dashed lines) with the operator $k P^{(0)}$ inserted at the cut. The part of the diagram to the left (right) of the cut then belongs to the bra (ket). This notation serves to reflect the unity of different contributions; in the second diagram, the loops given by the left and right cuts must be retained and treated together with the emission diagram, obtained from the central cut, in order to remove IR divergences. There are many more terms to calculate at order $e^{4}$, obtained from all cuts of the diagrams in Fig. 5, with $k P^{(0)}$ inserted at the cut.

Most of the diagrams in Fig. 5 describe multiphoton emissions, along with loop corrections to those emissions. The loops cannot be dropped from the outset. The second diagram in the third line contains effects from pair production and vacuum birefringence. Both are quantum processes, and so one expects that they should drop out as $\hbar \rightarrow 0$, or that there is a parameter regime in which they are


FIG. 5. Order $e^{4}$ contributions to RR come from all possible cuts of these diagrams. (The required counterterms are not shown.) Vacuum polarization and pair production effects are confined to all possible cuts of the second and third diagrams in the third line, the latter containing the four-scalar interaction.
much less important than those in the photon emission diagrams $[18,19]$. If one is only interested in the classical limit, it should be sufficient to drop the pair-birefringence diagram (and the final diagram in Fig. 5 which describes pair production from the instantaneous-fermion vertex). We believe that $1 / \hbar$ terms cancel amongst themselves within the diagrams shown, i.e. within the groups of terms obtained from cutting the diagrams. At higher orders, one might also expect that UV-divergent terms and order $\epsilon$ terms can combine, through $1 / \epsilon * \epsilon=1$ cancellations, to give finite terms.

One can also compare QED results with the transverse components of the classical orbit, $\mathrm{d} x^{\perp} / \mathrm{d} \phi$. We believe it would be simplest to do so using the current operator, as in (4.21) because in this case there are no divergences at order $e^{2}$ and the calculation is technically simpler than when using $\mathrm{X}^{\perp}$ (as there are no momentum derivatives to calculate).

In this paper we have focused on the momentum of the electron. To see RR in the photon spectrum one also needs to consider at least an order $e^{4}$ calculation (requiring emission of two photons [104], or more [18,19]), since the photon spectrum contains no RR effects at order $e^{2}$ [14]. This is why no RR effects were seen in previous calculations of the photon momentum from nonlinear Compton scattering [83-88].

## V. CONCLUSIONS

We have derived dynamical quantum and classical radiation reaction from scalar QED. Calculating the expectation value of the momentum and position operators, we saw that a radiation reaction appeared at order $\alpha$, due to photon emission and self-energy effects. The $\hbar \rightarrow 0$ limit of our expectation values gave us the orbit of a classical, radiating particle. Our results imply that, of the classical equations in Sec. II, only LAD, LL and EFO can be consistent with QED. This is consistent with known first-order relations between these three equations [8,9,27], and with previous results on the derivation of RR from QED [29,57].

Our calculation used the Hamiltonian formalism, the Furry picture, and a plane wave background. This choice made lightfront field theory the natural framework to adopt. Canonical quantization of a particle in a plane wave is simple on the lightfront [62], see also [61], but it is only in recent years that progress has been made on instant-form quantization of the same theory $[59,60]$. (Recall that even the Lorentz orbit of a particle in a plane wave has no closed-form parametrization in instant-form time $x^{0}$ ).

Since expectation values are inclusive observables, all our expressions were infrared finite. We found two ultraviolet divergences. The first was analogous to that found in the classical derivation of LAD, being proportional to the particle's momentum, and was removed by a multiplicative
renormalization. The second was particular to lightfront quantization and was removed by the usual mass counterterm of lightfront QED. Here we again saw the suitability of lightfront quantization for our problem; transverse dim reg [75] can be used without affecting the structure of the chosen background field.

In complete analogy to the usual coupling expansion of QED, we worked to a certain order in $\alpha$. We found that lowest order (classical) RR effects came from diagrams of lowest order in $\alpha$, meaning that we worked in the regime in which RR effects are small. We note that, aside from a few exact solutions [47], this same expansion is almost the only approach available for treating RR in strong-field QED [25]. Calculations in the RR-dominated regime use the same expansion, but carried out to higher orders, see e.g. [18]. A fully quantum, nonperturbative approach is sadly lacking. ${ }^{13}$ However, to identify the quantum origins of RR, or to rule out classical equations, working to low orders in $\alpha$ is sufficient. In fact, our methods can, already at order $e^{4}$, distinguish between LAD, LL and EFO. We expect the calculation to be significantly harder than that presented here due to the multitude of terms to be calculated, and new divergent structures which can appear.
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## APPENDIX: ANOTHER CLASSICAL EQUATION

The approach of [44] (S) is to begin with two coupled equations,

$$
\begin{equation*}
\dot{q}=m f \dot{x}-\dot{q}_{r}, \quad \dot{x}=\frac{1}{m} q+\dot{x}_{r}, \tag{A1}
\end{equation*}
$$

in which $q^{2}=m^{2}$ but $\dot{x}^{2} \neq 1$. So momentum, which is on mass shell, is not proportional to velocity, which is off mass shell. With the particular choice [44]

$$
\begin{equation*}
\dot{q}_{r}=-\frac{2}{3} \frac{e^{2}}{4 \pi} \frac{1}{m^{3}}(f q)^{2} q, \quad \dot{x}_{r}=\frac{2}{3} \frac{e^{2}}{4 \pi} \frac{1}{m^{2}} f q, \tag{A2}
\end{equation*}
$$

one finds

$$
\begin{equation*}
\dot{q}=f q+\frac{2}{3} \frac{e^{2}}{4 \pi}\left(\frac{1}{m} f f q+\frac{1}{m^{3}}(f q)^{2} q\right) \tag{A3}
\end{equation*}
$$

which looks like LL, but without the first term, see Table I. Thus, Sokolov's equations have the form (2.1) for the momentum, but not for the velocity.

[^11][1] F. Sauter, Z. Phys. 69, 742 (1931).
[2] J. S. Schwinger, Phys. Rev. 82, 664 (1951).
[3] H. A. Lorentz, The Theory of Electrons (Teubner, Leipzig, 1909).
[4] M. Abraham, Theorie der Elektrizität (Teubner, Leipzig, 1905).
[5] P. A. M. Dirac, Proc. R. Soc. A 167, 148 (1938).
[6] S. Coleman, in Electromagnetism: Paths to Research (Plenum, New York, 1982), Vol. I.
[7] S. Zhang, arXiv:1303.7120.
[8] L. D. Landau and E. M. Lifshitz, The Classical Theory of Fields (Elsevier, Oxford, 1975).
[9] H. Spohn, Europhys. Lett. 50, 287 (2000).
[10] F. Rohrlich, Phys. Lett. A 283, 276 (2001); 303, 307 (2002).
[11] R.F. O'Connell, Phys. Lett. A 313, 491 (2003).
[12] F. Rohrlich, Phys. Rev. E 77, 046609 (2008).
[13] J. Beringer et al. (Particle Data Group), Phys. Rev. D 86, 010001 (2012).
[14] A. Ilderton and G. Torgrimsson, arXiv:1301.6499.
[15] H. Hu, C. Müller, and C. H. Keitel, Phys. Rev. Lett. 105, 080401 (2010).
[16] A. Ilderton, Phys. Rev. Lett. 106, 020404 (2011).
[17] B. King and H. Ruhl, arXiv:1303.1356 [Phys. Rev. D (to be published)].
[18] A. Di Piazza, K. Z. Hatsagortsyan, and C. H. Keitel, Phys. Rev. Lett. 105, 220403 (2010).
[19] N. Neitz and A. Di Piazza, arXiv:1301.5524.
[20] A. Higuchi and P. J. Walker, Phys. Rev. D 80, 105019 (2009).
[21] V. Dinu, Phys. Rev. A 87, 052101 (2013).
[22] S. J. Brodsky, H.-C. Pauli, and S. S. Pinsky, Phys. Rep. 301, 299 (1998).
[23] T. Heinzl, Lect. Notes Phys. 572, 55 (2001).
[24] D. Mustaki, S. Pinsky, J. Shigemitsu, and K. Wilson, Phys. Rev. D 43, 3411 (1991).
[25] A. Di Piazza, C. Müller, K. Z. Hatsagortsyan, and C.H. Keitel, Rev. Mod. Phys. 84, 1177 (2012).
[26] H. Spohn, Dynamics of Charged Particles and their Radiation Field (Cambridge University Press, Cambridge, England, 2004).
[27] R. T. Hammond, Electron. J. Theor. Phys. 7, 221 (2010).
[28] V. Dinu, A. Ilderton, G. Torgrimsson, and M. Marklund (unpublished).
[29] V. S. Krivitsky and V. N. Tsytovich, Sov. Phys. Usp. 34, 250 (1991).
[30] J. Jaeckel and A. Ringwald, Annu. Rev. Nucl. Part. Sci. 60, 405 (2010).
[31] J. Redondo and A. Ringwald, Contemp. Phys. 52, 211 (2011).
[32] T. Heinzl, Int. J. Mod. Phys. A 27, 1260010 (2012); Int. J. Mod. Phys. Conf. Ser. 14, 127 (2012).
[33] S. S. Bulanov, M. Chen, C. B. Schroeder, E. Esarey, W. P. Leemans, S. V. Bulanov, T. Z. Esirkepov, M. Kando et al., AIP Conf. Proc. 1507, 825 (2012).
[34] A. Di Piazza, K. Z. Hatsagortsyan, and C. H. Keitel, Phys. Rev. Lett. 102, 254802 (2009).
[35] C. Harvey, T. Heinzl, and M. Marklund, Phys. Rev. D 84, 116005 (2011).
[36] S. V. Bulanov, T. Zh. Esirkepov, M. Kando, J. K. Koga, and S. S. Bulanov, Phys. Rev. E 84, 056605 (2011).
[37] C. J. Eliezer, Proc. R. Soc. A 194, 543 (1948).
[38] G. W. Ford and R.F. O'Connell, Phys. Lett. A 157, 217 (1991).
[39] T. C. Mo and C. H. Papas, Phys. Rev. D 4, 3566 (1971).
[40] J. C. Herrera, Phys. Rev. D 15, 453 (1977).
[41] W.E. Baylis and J. Huschilt, Phys. Lett. A 301, 7 (2002).
[42] M. Ribarič and L. Šušteršič, Phys. Lett. A 295, 318 (2002).
[43] R. Rivera and D. Villarroel, Phys. Rev. E 66, 046618 (2002).
[44] I. V. Sokolov, J. Exp. Theor. Phys. 109, 207 (2009).
[45] A. I. Nikishov and V. I. Ritus, Zh. Eksp. Teor. Fiz. 46, 776 (1963).
[46] A. I. Nikishov and V. I. Ritus, Zh. Eksp. Teor. Fiz. 46, 1768 (1964).
[47] A. Di Piazza, Lett. Math. Phys. 83, 305 (2008).
[48] P. A. M. Dirac, Rev. Mod. Phys. 21, 392 (1949).
[49] H. Leutwyler and J. Stern, Ann. Phys. (N.Y.) 112, 94 (1978).
[50] C. Schubert, Phys. Rep. 355, 73 (2001).
[51] G. V. Dunne and C. Schubert, Phys. Rev. D 72, 105004 (2005).
[52] V. Dinu, T. Heinzl, and A. Ilderton, Phys. Rev. D 86, 085037 (2012).
[53] V. V. Kozlov, N. N. Rosanov, C. De Angelis, and S. Wabnitz, Phys. Rev. A 84, 023818 (2011).
[54] P. R. Johnson and B.L. Hu, Phys. Rev. D 65, 065015 (2002).
[55] P. Johnson, in Proceedings of the 2001 Particle Accelerator Conference, econf C0106181, 1781 (2001).
[56] C. R. Galley, A. K. Leibovich, and I. Z. Rothstein, Phys. Rev. Lett. 105, 094802 (2010); P. Forgacs, T. Herpay, and P. Kovacs, Phys. Rev. Lett. 109, 029501 (2012); C. R. Galley, A. K. Leibovich, and I. Z. Rothstein, Phys. Rev. Lett. 109, 029502 (2012).
[57] A. Higuchi, Phys. Rev. D 66, 105004 (2002); 69, 129903 (E) (2004).
[58] D. Volkov, Z. Phys. 94, 250 (1935).
[59] M. Lavelle, D. McMullan, and M. Raddadi, Phys. Rev. D 87, 085024 (2013).
[60] M. Boca, J. Phys. A 44, 445303 (2011).
[61] A. Ilderton and G. Torgrimsson, Phys. Rev. D 87, 085040 (2013).
[62] R. A. Neville and F. Rohrlich, Phys. Rev. D 3, 1692 (1971).
[63] T. S. Walhout, in Proceedings of the Fourth International Workshop on Light-Front Quantization and NonPerturbative Dynamics (World Scientific, Singapore, 1995) [http://www.fuw.edu.pl/~lfqcd/walhout.pdf].
[64] T. Heinzl, arXiv:hep-th/0310165.
[65] W. H. Furry, Phys. Rev. 81, 115 (1951).
[66] P. P. Kulish and L. D. Faddeev, Theor. Math. Phys. 4, 745 (1971).
[67] R. Horan, M. Lavelle, and D. McMullan, J. Math. Phys. (N.Y.) 41, 4437 (2000).
[68] M. Lavelle and D. McMullan, Phys. Rep. 279, 1 (1997).
[69] E. Bagan, M. Lavelle, and D. McMullan, Ann. Phys. (N.Y.) 282, 471 (2000); 282, 503 (2000).
[70] P. A. M. Dirac, Can. J. Phys. 33, 650 (1955).
[71] D. Gal'tsov, Fundam. Theor. Phys. 162, 367 (2011).
[72] D. V. Gal'tsov and P. Spirin, Gravitation Cosmol. 12, 1 (2006).
[73] T. Schott, Lett. Math. Phys. 1, 237 (1976).
[74] D. V. Galtsov, Phys. Rev. D 66, 025016 (2002).
[75] A. Casher, Phys. Rev. D 14, 452 (1976).
[76] T. Heinzl, Phys. Rev. D 75, 025013 (2007).
[77] N. E. Ligterink and B. L. G. Bakker, Phys. Rev. D 52, 5917 (1995).
[78] J.C. Collins, Renormalization (Cambridge University Press, Cambridge, UK, 1986).
[79] S. Dresti and A. Riotto, arXiv:1305.6401.
[80] G. F. Sterman, An Introduction to Quantum Field Theory (Cambridge University Press, Cambridge, UK, 1993), p. 572.
[81] L.S. Brown, Quantum Field Theory (Cambridge University Press, Cambridge, UK, 1992), p. 542.
[82] W. Becker and H. Mitter, J. Phys. A 9, 2171 (1976).
[83] C. Harvey, T. Heinzl, and A. Ilderton, Phys. Rev. A 79, 063407 (2009).
[84] M. Boca and V. Florescu, Phys. Rev. A 80, 053403 (2009).
[85] T. Heinzl, D. Seipt, and B. Kämpfer, Phys. Rev. A 81, 022125 (2010).
[86] F. Mackenroth and A. Di Piazza, Phys. Rev. A 83, 032106 (2011).
[87] D. Seipt and B. Kämpfer, Phys. Rev. A 83, 022101 (2011).
[88] M. Boca, V. Dinu, and V. Florescu, Phys. Rev. A 86, 013414 (2012).
[89] F. Bloch and A. Nordsieck, Phys. Rev. 52, 54 (1937).
[90] D. R. Yennie, S. C. Frautschi, and H. Suura, Ann. Phys. (N.Y.) 13, 379 (1961).
[91] T. Kinoshita, J. Math. Phys. (N.Y.) 3, 650 (1962).
[92] F. Gelis and N. Tanji, Phys. Rev. D 87, 125035 (2013).
[93] W.H. Zurek, Rev. Mod. Phys. 75, 715 (2003).
[94] S. J. Brodsky and P. Hoyer, Phys. Rev. D 83, 045026 (2011).
[95] B. R. Holstein and J. F. Donoghue, Phys. Rev. Lett. 93, 201602 (2004).
[96] A. Higuchi and G. D. R. Martin, Phys. Rev. D 70, 081701 (2004).
[97] I. V. Sokolov, J. A. Nees, V. P. Yanovsky, N. M. Naumova, and G. A. Mourou, Phys. Rev. E 81, 036412 (2010).
[98] H. Reeh and S. Schlieder, Nuovo Cimento 22, 1051 (1961).
[99] D. Newton and E. P. Wigner, Rev. Mod. Phys. 21, 400 (1949).
[100] A. Duncan, The Conceptual Framework of Quantum Field Theory (Oxford University Press, New York, 2012).
[101] A. Higuchi and G. D. R. Martin, Phys. Rev. D 73, 025019 (2006).
[102] A. Higuchi and P.J. Walker, Phys. Rev. D 79, 105023 (2009).
[103] J. C. Collins, A. V. Manohar, and M. B. Wise, Phys. Rev. D 73, 105019 (2006).
[104] D. Seipt and B. Kämpfer, Phys. Rev. D 85, 101701 (2012).


[^0]:    *anton.ilderton@chalmers.se
    ${ }^{\dagger}$ greger.torgrimsson@chalmers.se

[^1]:    ${ }^{1}$ This result is sometimes misquoted as being exact, but it is clearly stated in [9] that higher orders are dropped. Further, LAD and LL differ already at order $e^{4}$, see below.

[^2]:    ${ }^{2}$ In our chosen background, exact solutions are actually available for LL [47] and S [44]. Since we are interested in comparing to perturbative QED, we need only the perturbative expansions of these results.

[^3]:    ${ }^{3}$ No gauge potential is used in the classical calculations.

[^4]:    ${ }^{4}$ It would though be interesting to reformulate our later calculations using worldline QED [50,51].
    ${ }^{5}$ Note also that (2.9) is the exact solution of the Lorentz force equation, and is the same as all previous (correct) expressions in the literature. This means that initial data is specified at a given initial $x^{+}$(which may be in the infinite past), not a given $x^{0}$. The analogous approach in the quantum theory is to use lightfront quantization. We will do so in Sec. III.

[^5]:    ${ }^{6} \hat{\pi} \neq p$ in general [52,53], though attention is usually restricted to pulse shapes which do not give vacuum acceleration, in which case $\hat{\pi}=p$. All our results hold irrespective of the pulse shape.

[^6]:    ${ }^{7}$ Inverting $\partial_{-}$requires a prescription for dealing with zero modes [22,23,64], see also below.

[^7]:    ${ }^{8}$ The form of the wave packet must differ in the transverse and longitudinal directions, due to (technically) the lightfront momentum measure and (physically) the positivity of $p_{-}$. We will return to this in Sec. IV B.

[^8]:    ${ }^{9}$ Modulo IR problems [66,67], but IR divergences drop out of our expectation value, see [14] and below.

[^9]:    ${ }^{10}$ This is not to be confused with the＂intensity dependent mass shift＂in a plane wave，for which see［35，61］．
    ${ }^{11}\left\langle P^{\gamma}\right\rangle$ is also divergent，and to obtain a finite result $P_{\mu}^{\gamma}$ can mix with $P_{\mu}^{e}[80,81]$ ，giving $\left\langle P^{\gamma}\right\rangle \rightarrow\left\langle P^{\gamma}\right\rangle-\frac{\alpha}{2 \pi \epsilon}\left\langle P^{e}\right\rangle=0+\mathcal{O}\left(e^{4}\right)$ ， the expected result．Another interpretation is that the split（3．21） is corrected by quantum effects，and this requires redefining the momentum operators by mixing $P^{e}$ and $P^{\gamma}$ ：after transferring the $p_{\mu}$ divergence from $P^{e}$ to $P^{\gamma}$ ，and renormalizing the electron mass，both operators yield finite expectation values．

[^10]:    ${ }^{12}$ This seems to be the reason [97] claims that $S$ follows from QED.

[^11]:    ${ }^{13}$ Note that the majority of current numerical implementations of strong field QED are based not on a nonperturbative discretization of QED, as would be the case in lattice gauge theory, but on the addition of the perturbative nonlinear Compton (and pair production) cross sections to classical particle-in-cell codes.

