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Foreword

As an indispensable part of modern wireless communication systems, multiport antennas
play a crucial role in overall performance. Characterisation, design and measurement of

multiport antennas establish the main part of this thesis. The multidisciplinary nature of
multiport antennas makes them the subject of many research groups worldwide, resulting

in inconsistent nomenclature. In this thesis, much effort is expended to look upon this
realm of engineering in a unifying way with the foremost stress on the microwave and

electromagnetic aspects.

In the first step we clearly distinguish between the power loss in the terminations,

which is caused by coupling, and other types of dissipation in the antenna structure.
This distinction is of huge aid in enabling us to compactly formulate multiport matching

efficiencies in the presence of any arbitrary number of cascaded networks. The concept of

mean matching efficiency is illustrated, and its application in quick estimation of diversity
gain is underlined.

Furthermore, we present the electromagnetic characteristics of an ideal dual-port dual-
polarised isotropic reference antenna. This achievement serves our purpose best to safely

normalise the received signals’ covariance matrix in correlated nonuniform Rayleigh fading
environments. A salient feature of the latter formulation is that it bestows the opportunity

to distinctly highlight the effects of terminating impedances and radiation efficiencies on
the covariance matrix.

The notion of richness threshold as a further performance gauge is introduced. This
metric indicates relatively how much bulk of the diversity gain is achieved through pattern

diversity, and how much of it is obtained by element separation. Indeed, to ensure that a
multiport antenna design performs well also in a non-rich multipath scenario, one needs

to refer to its richness threshold. Moreover, we show numerically that a Butler network,
which seems to be ineffectual in a rich multipath environment, is in contrast considerably

beneficial in multipath environments of finite richness.

The important role of predictor antenna systems in overall performance of modern

moving relays is already known. As a discipline of its own, an analysis of predictor

antenna systems for the foregoing application is presented. We describe the interesting
choice of lossless single-mode antennas for prediction purposes. Subsequently, a simulation

tool is developed, whereby one can quantify the ultimate performance gain achievable by
removing the effects of coupling. Besides, formulas are presented to allow calculation of

these performance gains also in the presence of a cascaded network.

The remainder of the thesis concentrates on measurements of multiport antennas in

a reverberation chamber. We stress that the main concern in a reverberation chamber is

i



the number of independent samples available in a desired frequency range. This issue has

a direct impact on accuracy of the measurements carried out in these chambers. By an
empirical investigation, one can show that, compared to the diversity gain, measurements

of radiation efficiency and spatial correlations require far fewer independent samples.
Based on this fact, we devise two compact formulas for dual-port diversity gain calculation,

as a function of the forgoing performance metrics. The accuracy of these formulas is
demonstrated by a comparative study. Moreover, we propose the choice of reverberation

chamber for a quick measurement of the pattern overlap matrix. To the best of our
knowledge, this is the fastest way to measure the aforementioned metric.

Finally, we dedicate a short part to designing multiport antennas for future mobile
communication systems. Contrary to conventional wisdom, the shape and configuration

of the radiation elements are not the entire concern in the design phase. Rather, inter-
action between the multiple antennas and the near-field user is of an equal significance.

By a number of simulations and measurements, we illustrate that our proposed compact
design stands out as a brilliant choice.

Keywords: Beamforming, Cascaded Networks, Correlated Multipath, Covariance Ma-
trix, Multiport Antennas, Multiport Effective Area, Multiport Effective Length, Multiport

Matching Efficiency, Non-rich Multipath, Pattern Overlap Matrix, Predictor Antenna
System, Richness Threshold, Spatial Correlation, Uncorrelated Multipath.
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Chapter 1
Introduction

The ever increasing demand for wireless data transfer is a major withstanding chal-
lenge for wireless communication community to evolve the present communication

systems and devise rigorous solutions for future standards. A simple look at the schemat-

ics of the modern wireless communication systems reveals that their differences with a
conventional system are likely limited to three main parts. That is, Space-Time (ST)

coding/interleaving, prefiltering, and finally multiport radiation terminals. The latter is
the main concern of the current thesis. In what follows and throughout this thesis we are

going to carefully study the performance evaluation of multiport antenna systems and to
investigate the different gauges whereby they are characterised. As an introduction to

the present thesis, this chapter starts with a brief review of the history of personal mobile
communication systems. Later, the important role of multiport antennas in the modern

communication systems is highlighted. The overall organisation of the book is described
to provide an outlook of the ensuing materials. We will eventually finalise this chapter

with a short review of the notations which are consistently used in this thesis.

1.1 A Brief History of Wireless Communications

In earlier days, the analogue wireless communication was carried out through a central
antenna system. But, due to limited frequency spectrum availability, the number of users

whom the system could support was limited. A fundamental step towards increasing the
capacity and the coverage of a wireless system was taken with the advent of cellular com-

munication systems. In these systems, instead of a central antenna, multiple antennas

were deployed and connected through a core network. Each of these antennas has been
referred to as Base Station (BS). By virtue of these systems, different User Equipments

(UEs) could communicate with different BSs using the same radio resources such as fre-
quency and time. The concept of reusing the same resource for different UEs within a

certain area brought the crucial issue of interference into picture whose treatment added
to the complexity of the communication systems.

The further demand for system capacity required a more efficient communication

scheme. Thus, the digital communications substituted for its analogue counterpart. In
contrast to analogue systems which required considerable resources for each user, the dig-

ital communication rendered more flexibility allowing multiple users to share the same

3



4 Introduction

channel. Among the second generation (2G) wireless communication systems, perhaps

the most widespread one is the GSM system. Rolled out in the beginning of 90’s, the
GSM system is built on Time Division Multiple Access (TDMA) in combination with Fre-

quency Division Multiple Access (FDMA). In this system, different frequency channels
are subdivided into a number of time frames consisting of several time slots. Each user is

dedicated a part of a frame rendering a constant throughput up to 9.6 kbps. This indeed
implicitly means, when there is not sufficient number of users, part of the channel remains

unused. To communicate between the UE and the BS, data networking is applied, which
is possible through two ways. In the first approach known as circuit switching, there is

a dedicated link between the receiver and the sender. In contrast to circuit switching,
the users’ information bits can be grouped into different packets which can be sent over

undedicated links. This is referred to as packet switching. Based on this technique, GSM

was further evolved with General Packet Radio Service (GPRS) wherein a mobile user

was allocated more time slots within a frame. This made the overall performance of the
system more efficient, increasing the data rate to 140 kbps. Subsequently, by using in-

telligent coding and modulation formats as well as link adaptation, the capacity of the

system could increase up to 348 kbps within the frame of Enhanced Data Rates for GSM

Evolution (EDGE).

To further quench the thirst of high data rate, at the turn of the millennium, communi-
cation engineers added a new dimension to the radio resources. This led to implementation

of the third generation (3G) cellular systems, known as Wideband Code Division Multiple
Access (WCDMA). These systems provided a data rate of up to 3 Mbps for the indoor

users. In particular, an appreciable efficiency enhancement for 3G systems occurred by
virtue of the High Speed Packet Access (HSPA) rendering a data rate of 5.7 Mbps uplink

and 14 Mbps downlink [1]. The 3G system’s evolution in turn has given birth to HSPA

Evolution and Long Term Evolution (LTE) which is a fully packet-oriented system. In
development of these two systems, engineers added an additional resource, namely the

space domain, to use spatial signatures of multipath propagation mechanism to their ad-
vantage. Both HSPA Evolution and LTE systems which are the predecessor of the fourth

generation (4G) cellular systems are currently being deployed around the world.

Among different aforementioned systems, HSPA Evolution and LTE systems require

multiport antenna technologies at both link ends. This necessity comes in conjunction
with some sophisticated algorithms using Multiple-Input and Multiple-Output (MIMO)

transmission schemes. The latter technology, as an indispensable part of modern wireless
communication systems, will undeniably remain as a keystone for the 4G mobile systems

too [2].

1.2 Multiport Antenna Technologies

Usage of multiple antennas in multipath environments has long been of concern for ad-

vantages it renders. Most likely the very first benefit of multi-element antennas was
recognised in 1920s and 1930s. During this time, it was observed that fluctuations in

the received signal powers in a multipath environment, referred to as fading, were sta-
tistically independent at different antenna elements. Recall that when the power of a

signal drops significantly, it is said to be in fade resulting in a loss of connection. To
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Figure 1.1: Received signals at ports of two antennas in a Rayleigh fading environment and
their MRC combined diversity signal. The average values are plotted in dash. The
red dash-dot line is the mean value of the combined signal.

combat fading, engineers recommended selecting the antenna with the strongest signal at

each time instant. This was the advent of selection combining receiver diversity antenna

systems. By the late 1960s, coherent combining schemes like Maximum Ratio Combining
(MRC) and equal gain combining schemes were developed [2, 3, 4, 5]. The foregoing linear

combination schemes bestowed an extra gain, called array gain. In general, array gain is
referred to an enhancement in average received signal-to-noise ratio (SNR) at the receiver

as a result of coherent combining of the available signals. To illustrate the concept, in
Fig. 1.1 we show the random received signals versus time at the ports of two identical

radiation elements in a uniform Rayleigh fading environment. These received signals are
statistically independent. The MRC diversity signal based on these two signals is also

plotted. As evident from the figure, the fading properties of the combined signal are far
better than its two ingredients. Shown is also the array gain by virtue of this coherent

combining scheme [6].

With further development of the multiport antenna concept, in late 80’s and early
90’s, the coherent combining was extended to cover transmitter antenna diversity, beam-

forming, and more significantly spatial multiplexing. The latter facilitated multiple data
streams being transmitted in parallel while taking advantage of the space domain in addi-

tion to frequency and time domains [7]. This achievement revealed a remarkable advantage
of multiport antennas in increasing the throughput of a wireless communication system,

which is perhaps the primary reason for their worldwide popularity [7]. Let us spend

a few moments briefly elaborating the spatial multiplexing. In its simplest form, a bit
stream to be transmitted can be demultiplexed into two half-rate substreams, and trans-

mitted through different antennas simultaneously. Under a suitable channel condition,
the spatial signatures of these signals at the receiver terminal are separable. Hence, the

receiver having knowledge of the channel can differentiate between these two co-channel
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signals and extract the corresponding substreams accordingly [6]. In addition to spatial

multiplexing, the multiport antenna technology provides a further critical advantage. For
instance, as mentioned earlier, the frequency reuse in wireless channel is the main source

of interference. When multiport antennas are used, the difference between the spatial
signatures of signals with the same frequency makes it possible to reduce the interference

between them too [6].

The concepts and the principles upon which the multiport antennas are designed and
developed have been known for many years [8]-[14]. However, until quite recently, never

has there been an essential need to realise a number of radiation elements on a small
compact chassis. The presence of radiation elements in the nearby vicinity results in high

signal correlation and mutual coupling [15]-[19]. The latter, not only reduces the overall

quality performance of the communication system significantly, but also has impressive
adverse effects on the battery reservoir of the mobile terminal. This has turned out to be

a long-standing challenge in personal wireless communication industries. These crucial
concerns remain beside the detuning and gain imbalance of the radiation elements which

occur upon implementation of such a multiport system [20, Chapter 10].

Bear in mind that the multiport antennas specially on the user side should retain their
efficient performance in different propagation circumstances. For instance, depending on

the distribution of the incoming electromagnetic (EM) waves and their angle of arrival
(AoA), polarisation, Doppler frequencies and correlation, different propagation scenarios

bestow different potential levels for diversity and spatial multiplexing gains. The latter

issue is an additional challenge for antenna engineers. The literature is fairly rich in this
respect and there are still ongoing researches in this area worldwide [20, Chapter 10],

[21]. Therefore, a brief part in the current thesis is dedicated for an acceptable multiport
antenna design which preserves its effective performance in different multipath scenarios.

To make certain that a design meets the necessary requirements of a system spec-

ification, the antenna engineers need certain robust criteria and performance metrics.
These parameters play an essential role for antenna engineers and establish a consider-

able portion of this thesis. Besides, measurement of the multiport antennas which are
particularly designed to work in multipath environments is a further concern for antenna

engineers [22]-[23]. No doubt, the most reliable way to verify an antenna’s performance

is its measurement in a fail-safe multipath scenario. Thus, in the frame of our thesis we
accommodate an important part for research and study on this matter too.

1.3 Organisation of the Thesis

To present a consistent description of the works carried out in the framework of this thesis,
we have organised the current report into two main parts. The first part is subdivided

into several chapters, whereas the second part consists of the research papers appended
to this thesis.

The organisation of Part I is as follows. Chapter 2 is dedicated to throwing light
upon different power metrics in the area of multiport antennas. In this chapter, we

extend the prevalent definitions for the case of single-port antennas to their multiport
counterparts. The terms which are going to be used in the later chapters are carefully

described and treated here. In a unified manner, an introduction to the notion of multiport
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matching efficiency is provided. The review of this part is useful for a more comfortable

comprehension of the subsequent chapters.

The third chapter concentrates on the precise formulation of the received voltage

signals at the ports of a multiport antenna. In this chapter we generalise the effective
length of antennas to hold in cases of multiport antennas and refer to it as multiport

effective length. The matrix algebra is used to treat the received signals upon presumption
of an incoming EM wave. The latter bestows huge help in making our analysis easier.

The effects of terminating impedances in a compact system are clarified here. We further
provide a brief description about the received signal calculation in a multipath by virtue

of the superposition principle. The mathematical modelling of the incoming EM waves in
a Rayleigh fading multipath is treated here. Chapter 3 establishes a rigorous ground for

the ensuing chapters and thus deserves a proper regard.

Perhaps the major source for deriving different performance metrics in the area of

multiport diversity antennas is the received signals’ covariance matrix. Chapter 4 is de-

voted to precise formulation and normalisation of the covariance matrix in different types
of multipath environments. The bases of these formulations rely on foundations initiated

in the two preceding chapters. Here, we distinctly outline the impacts of terminating
impedances, total radiation efficiencies, and the properties of the multipath environments

upon the covariance matrix. The concepts of mean effective directivity and gain are
described to a point of satisfaction. We also briefly explain the classic yet important

category of minimum scattering antennas at the end of this chapter.

The purpose of Chapter 5 is to provide formulas for evaluation of the covariance matrix

in the presence of an arbitrary number of cascaded networks. This part may associate
more with the area of microwave engineering yet provides a special insight for antenna

engineers too. An algorithm is elaborated here which is highly useful for calculation of
total S-matrix of a chain of arbitrary known networks. Interestingly, there would be no

restriction on the number of ports and cascaded networks in the proposed algorithm.

Hence, in this sense, it is quite a general approach. Thereafter, it is shown how one can
calculate different performance metrics in the presence of a number of cascaded networks.

Indeed, the materials provided in this chapter are essential for a major portion of the
works conducted in this thesis and are thus of significance for our development.

Chapter 6 follows with a fair introduction of the simulation approach used in many
of our appended papers. It subsequently concentrates on the evaluation of diversity gain

based on different prevalent methods. The notion of richness threshold which we have
coined in this thesis is addressed and an example is provided for better elucidation.

Finally, the overall goal of Chapter 7 is to provide a short description of the contribu-
tions made in this thesis. During this period, we have also published a number of papers

as a complementary to the studies presented in the appended papers. A summary of the
contributions in these supplementary papers is highlighted. In each part, we also briefly

speak of the limitations inherent in our studies presented in different papers. At the end,

some words are dedicated for potential works that can subsequently follow the research
frame presented in this thesis.

The second part of this book comprises the research papers in their published or
submitted format. Nevertheless the layout of them has been accordingly modified to go

well with the rest of this book. A similar modification has been applied to their notations.
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1.4 Notation Description

In the frame of different chapters in this thesis, we are involved with important derivations

and formulations. Thus, before entering to the heart of the current report, it is worthwhile
making the readers comfortable with the selected notations in the forthcoming analyses.

Throughout this book, matrices are denoted by bold letters whereas column vectors by
an overbar sign. In particular, the identity matrix is shown by I and a null matrix by

0. The transpose, conjugate, and Hermitian transpose are signified by the superscripts
·T , asterisk, and the dagger sign, respectively. The intrinsic impedance of the medium is

denoted by η. The operator ℜ returns the real part of its argument. ‘tr’ stands for the
trace of a matrix, and ‘diag’ returns a diagonal matrix with the corresponding entries of its

argument. The symbol E denotes the expectation over time or realisation. The Sans Serif

font is exclusively used to denote the probability functions. Furthermore, the number of
ports in a multiport system is shown by n. As an exception, in Chapter 4 on page 29,

the subindex n was also used occasionally to denote the normalised metric. Covariance
matrices are in general signified by C. A vector with magnitude and direction is denoted

by an over-vector sign,~·, whereas the unit vector by a hat sign. For the sake of clarity in
appearance, sometimes we use a dot between two matrices to show their product. It does

not denote the scalar product between two vectors.



Chapter 2
Antenna Efficiency Description

Regardless of being a single-port or multiport antenna, no matter if it is used in line-
of-sight or non-line-of-sight scenarios, the radiation efficiency of the antennas plays

a significant role in overall performance of a wireless system. Although the terminologies
associated with radiation efficiency in the conventional single-port antennas are well es-

tablished in the literature, there is almost no unanimous definition for metrics addressing

the radiation efficiencies of multiport antennas. Therefore, before entering to the heart
of our analysis in this thesis, we should dedicate adequate time to throwing light upon

certain terms on this discipline which are part of the game in the subsequent chapters.
By this clarification, the ensuing parts of this thesis are understood more fluently. This

chapter is initialised with a brief review of some definitions holding for the single-port
antennas. These definitions are subsequently extended to stand for the cases of multiport

antennas. By virtue of the introduced terminologies, we clearly describe some noteworthy
radiation efficiencies to be used in multiport antennas. At first, for pedagogical reasons,

we introduce these definitions by assuming a single active port in a multiport system, and
derive some simple expressions for different definitions presented. Later, we elaborate how

the matrix algebra can be utilised rendering some compact formulas for direct calculation
of these useful efficiency metrics.

2.1 Some Definitions

Voltage sources can in general be described by their internal impedances as well as their

maximum available power, Pavs. The maximum available power from a source is the
maximum power that can be delivered to a conjugate matched load from a source of

certain internal impedance. In case of a multiport excitation scheme, the sum of the Pavs

at the corresponding ports is the associated maximum available power.
The accepted power by an antenna, denoted by Pacc, is defined as a part of the incident

power at its port(s) which is available for radiation. In case of a single-port antenna, the
accepted power is the incident power Pinc subtracted by the reflected power Prfl,

Pacc = Pinc − Prfl (Single-port Antennas) . (2.1)

In contrast, in multiport antennas, description of the accepted power by a radiation

element might be slightly tricky due to the presence of coupling among different ports.

9
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In this circumstance, we should note that the accepted power is not simply the incident

power minus the reflected power at each port. Instead, one needs to also take into account
the coupled power at other ports, which is dissipated on their terminations and therefore

not available for radiation. For instance, consider the ith port in an n-port antenna
system. The coupled power pertinent to its excitation, P icpl, is

P i
cpl = P i

inc

n
∑

j=1,j 6=i
|sji|2 (Multiport Antennas) , (2.2)

wherein sji is a specified entry of the antenna’s scattering matrix denoted by Sa (n×n).

The superscript i indicates to which port the corresponding power belongs. It is well

known that the reflected power at port i in term of the incident power at this port is

P i
rfl = |sii|2 P i

inc . (2.3)

Therefore, in light of (2.2), the accepted power when port i is excited, P iacc, becomes

P i
acc = P i

inc

(

1−
n
∑

j=1

|sji|2
)

(Multiport Antennas) . (2.4)

Of course, the accepted power in (2.4) is a general definition which in the absence of

coupling, i.e., sji = 0 for all j except probably j = i, reduces to (2.1). In other words, in
the absence of coupling, a multiport antenna can be thought of as a group of independent

single-port antennas. Bear in mind that, upon presumption of a known incident power
at the ports, the accepted power relies solely on the input network parameters. This is a

salient feature of the accepted power which we will make use of later in this chapter.

In addition, in case of ohmic losses on the structure of the antenna or in its vicinity, a
portion of the accepted power is dissipated which is commonly referred to as loss power

denoted by Plos. Note that the loss power can be dependent not only on the lossy objects

in the proximity of the radiation structure, but also on the terminating impedances of
the other ports in the presence of coupling. In general, the ohmic losses are not handy to

treat and depend on numerous factors in actual scenarios. Nevertheless, in the absence
of external losses, and as long as the losses over the structure can be modelled by a loss

resistance in series with the radiation resistance associated with each port1, treatment of
ohmic losses are far more convenient. Clearly, this excludes losses due to lossy dielectrics,

interaction with chassis, or electric current leakage.

As it was stressed, the loss power is a portion of accepted power which is lost. The
remainder of accepted power is the radiated power denoted by Prad. That is, for ith port,

P i
rad = P i

acc − P i
los . (2.5)

To elaborate it a little more, P ilos is the loss power when port i is excited and all other ports
are terminated. Note that P ilos does not include the power dissipated in the termination of

other coupled radiation ports. Likewise, P irad is the radiated power when port i is excited

1 This corresponds to Thevenin circuit model. By reciprocity, for Norton equivalent circuits, the
‘well-behaviour’ losses are modelled by a shunt loss conductance.
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while the other ports are terminated. In general, the radiated power can only be obtained

by virtue of the (embedded element) far-field pattern of the antennas.2 However, in case
of a lossless structure and in the absence of nearby lossy objects, the radiated power

equals the accepted power and is thus expressible by the input network parameters. This
is of considerable help for antenna engineers in quick estimation of their designs’ overall

performance regardless of the antennas’ far-field patterns.

2.2 Efficiency Characterisation of Antennas

One of the major performance metrics in the history of antennas is their radiation effi-
ciency. In simple words, it indicates how effectively an antenna can convert the electric

energy available at its port(s) to the EM radiation fields around it.

As a brief review, for single-port antennas, the radiation efficiency, e, is the ratio
between the total radiated power Prad and the accepted power Pacc at its port.3 This

efficiency contains information about losses over the structure of the antenna, Plos. That
is, in cases of a lossless radiation structure, the radiation efficiency is unity. In a like

fashion, the total radiation efficiency etot is the ratio between the total radiated power
Prad and the maximum available power from the source, Pavs. The total radiation efficiency

in a single-port antenna not only contains information about its ohmic losses, but also
provides information about how well the antenna is matched to the internal impedance

of its source. As an important point, the ratio between the total radiation efficiency and
the radiation efficiency is referred to as matching efficiency, emch. That is,

etot = emch · erad (Single-port Antennas) . (2.6)

Nevertheless, when it comes to multiport antennas, the concept of radiation efficiency has

not been treated unanimously worldwide [24]. Thus, our main goal in this section is to
clarify some noteworthy efficiency gauges in the area of multiport antenna systems.

2.2.1 Total Embedded Element Efficiency

In principle, for an antenna in the presence of other radiating elements, aside from losses in

the non-ideal conductors, dielectrics, and lossy objects, absorption in the terminations of
the neighbouring elements as well as reflection on its own port contribute to the reduction

of its radiation performance. The total embedded element efficiency is indeed a measure
implying the reduction in radiation performance caused by the aforementioned factors.

In effect, the total embedded element efficiency for port i, eitot, is the ratio between the
radiated power and the maximum available power at this port while other present ports

are passively terminated. In the absence of coupling in a multiport antenna system, the
total embedded element radiation efficiencies reduce to the corresponding total radiation

efficiencies defined for single-port antennas. In this particular case, each port can be
regarded as an isolated port which is not affected by its neighbouring radiating elements.

2 To see how, refer to Equation (2.13).
3 Also refer to IEEE Standard Definitions of Terms for Antennas, IEEE Std 145-1993.
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2.2.2 Embedded Element Efficiency

Similarly, the embedded element efficiency for port i is defined as the ratio between the
radiated power and the accepted power when port i is excited and all other ports are

terminated. This efficiency is denoted by eiemb. In the absence of coupling, an embedded
element efficiency reduces to the corresponding radiation efficiency. Thus, it is a more

general metric. Note that the embedded element efficiency only contains information
about the losses over the antenna structure or in its vicinity.

2.2.3 Multiport Matching Efficiency

In simple words, multiport matching efficiency is the multiport version of the conventional

matching efficiency used for single-port antennas. For a port, say, i in a multiport antenna
system, the ratio between the accepted power and the maximum available power at this

port is referred to as multiport matching efficiency. In the frame of the current thesis, we
denote this useful efficiency metric by eimp. The link between the three foregoing efficiency

metrics is as follows:

eitot = eimp · eiemb (Multiport Antennas) . (2.7)

A detailed description of the multiport matching efficiency can be found in [Paper A],
wherein the excitation scheme has also been included in the definition.

2.2.4 Decoupling Efficiency

As it can be seen from (2.4), the less the coupling among the nearby elements in a
multiport antenna system, the more the accepted power, and thus the more the radiated

power. The latter by all means enhances the total radiation efficiency. This fact has
created a trend in engineers to reduce coupling in a multiport radiation system as much

as possible in order to improve the overall performance. To measure engineers success in
this respect a parameter has been coined called decoupling efficiency [25]. Indeed, the

decoupling efficiency is a measure to quantify how well the behaviour of an embedded
radiation element in a multiport antenna system can be characterised by its single-port

(i.e., isolated) properties.

The decoupling efficiency for a certain port i, denoted by eidcl, is defined as the ratio

between the accepted power and the incident power at the associated port when all other
ports are passively terminated [25]. Based on this definition, the expression within the

parentheses in (2.4) yields the decoupling efficiency at the port i. The main feature of the
decoupling efficiency is that it can be simply achieved by the input network parameters.

It does not depend on the terminating impedances. In this respect, it is quite unique. It
is also worth noting that the multiport matching efficiency equals decoupling efficiency

when the terminating impedances are matched to the characteristic impedances of the
multiport system. As a final point, we should acknowledge that although the terminology

used here is quite novel4, the associated expression for the decoupling efficiency has long
been known given by S. Stein [26, Equation (8)] in early 1960s.

4 This terminology belongs to reference [25].
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Source

Impedance

Antenna

System

Ss Sa

b̄a āaās

Figure 2.1: Circuit model of a multiport antenna connected to a set of sources.

2.2.5 Mean Matching Efficiency

The notion of mean matching efficiency has been introduced for narrowband diversity
antennas in [Paper A]. It is quite useful for a quick estimation of diversity performance

in a multiport antenna system with a fair amount of spatial correlation between different
ports. Mean matching efficiency is indeed the geometric mean value of all multiport

matching efficiencies in a lossless multiport antenna system. In order to extract the

corresponding diversity gain, depending on the total effective number of elements, one
only needs to use the product of mean matching efficiency and the maximum achievable

diversity gain for either selection combining or maximum ratio combining schemes.5 The
maximum achievable diversity gains for the aforementioned combining schemes versus

different numbers of ports are listed in [27, Table I].

2.3 Formulation of Efficiency Metrics

Mathematically, the most compact and comfortable way to simultaneously calculate effi-
ciency metrics in multiport antenna systems is to use matrix algebra. To clearly illustrate

it, Fig. 2.1 is of considerable help. In this figure, the incident waves at the ports of the
antennas are given in a column vector āa and the reflected waves in its counterpart b̄a.

The length of these vectors are evidently n, the number of ports in the system. Further

in this figure, the antenna structure is specified by its input ports’ S-matrix, Sa, while the
sources are collectively characterised by Ss. The vector ās contains the source voltages for

each excitation scheme. For the time being, let us limit ourselves to identical single-port
excitation schemes. This means, in all port excitations, we use a◦ source voltage in volts

at each port.

5 To read more about spatial diversity combining schemes refer to [4, Chapter 7].



14 Antenna Efficiency Description

2.3.1 Maximum Available Power Formulation

Based on Fig. 2.1, the diagonal maximum available power matrix for the multiport system
is 6

Pavs = Ps diag
[

Tm
† (I− SsSs

†)Tm

]

, (2.8)

where the ‘diag’ operator returns a diagonal matrix with the corresponding diagonal entries
of its argument, and

Tm =
[

(I+ Ss)(I− Ss)
−1(I− Ss

†) + (I+ Ss
†)
]−1

. (2.9)

The constant Ps = 1/(2Z◦)|a◦|2 in watts is the source power for the foregoing identical

excitations. Of course, Z◦ is the characteristic impedance of the system.

2.3.2 Multiport Matching versus Decoupling Efficiencies

Having the maximum available power matrix in access by (2.8), we can compactly write

the diagonal multiport matching efficiency matrix as

emp = diag
[

Tm
† (I− SsSs

†)Tm

]−1 · diag
[

Ts
† (I− Sa

†Sa
)

Ts

]

, (2.10)

in which

Ts =
[

(I+ Ss)(I− Ss)
−1(I− Sa) + (I+ Sa)

]−1
. (2.11)

Similarly, the diagonal decoupling efficiency matrix, edcl, can be simply given by

edcl = diag
[

I− SaS
†
a

]

, (2.12)

which solely depends on the input network parameters of the multiport antenna system. If
source impedances are matched to the characteristics impedances of the system, we have

Ss = 0 which eventually leads to the equivalence of the decoupling efficiency and multiport
matching efficiency. This shows that the multiport matching efficiency inherently contains

information provided by the decoupling efficiency.

2.3.3 Total Embedded Element Efficiency Formulation

In order to formulate the total embedded element radiation efficiency in a multiport an-

tenna system, we first require the total radiated power. In this way, to find the total

radiated power, we further need to define a terminated embedded pattern matrix. In the
spherical coordinate system, the embedded far-field pattern matrix of an n-port antenna

can be written in a 2 × n matrix, Gr. The first row of this matrix is the vertical or θ-
polarisation components of the embedded patterns, whereas the second row is associated

with their horizontal or ψ-polarisation components. Let us assume that the foregoing
matrix is measured or simulated while excited by the identical sources of a◦ volts with

arbitrary source impedances. The embedded far-field pattern matrix is evidently a func-
tion of angular direction denoted by Ω. In this coordinate system, a solid angle can in

turn be specified by the latitude θ and longitude ψ angles, i.e., Ω(θ, ψ).

6 The details in derivation of these formulas are partly provided in [Paper C].
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Now, we can achieve the total radiated power by virtue of the Poynting’s vector [28,

Section 8-5]. If the intrinsic impedance of the medium is denoted by η, the diagonal total
radiated power7 matrix becomes

Prad =
1

2η
diag

[
∮

4π

GT
r (Ω) ·G∗

r(Ω) dΩ

]

. (2.13)

Using the maximum available power expression in (2.8) and the total radiated power in

(2.13), we can find the total embedded element efficiencies in a diagonal matrix by

etot =
1

2η
P−1

avs · diag
[
∮

4π

GT
r (Ω) ·G∗

r(Ω) dΩ

]

. (2.14)

We will make use of the above total embedded element efficiency matrix in the subsequent
chapters. Pursuing the same way, one can also derive a compact expression for the

embedded element efficiency matrix. Bear in mind that the following general relation
holds between the three major aforementioned efficiencies:

etot = emp · eemb (Multiport Antennas) , (2.15)

which in case of a single-port antenna reduces to (2.6).

2.4 Summary

This chapter has been dedicated to clarifying some important efficiency metrics in mul-
tiport antenna systems. The importance of this clarification resides on the fact that it

is rare to find a unanimous definition or terminology on this issue among different re-
search groups worldwide. We have evolved the radiation efficiency concept for multiport

antennas by a brief review over those of more mature single-port antenna cases. We have
shown how one can extend the available definitions for single-port antennas to hold for

multiport antennas too. For this purpose, we required some interpretations of relevant
power definitions in the multiport antenna systems. This concern has been carefully ad-

dressed. Later, we provide a compact expression for the aforementioned radiation metrics
by virtue of the matrix algebra. The results presented here will be used in the subsequent

chapters.

7 It is better to refer to it as ‘total average radiated power’. But, for simplicity, we drop the ‘average’.
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Chapter 3
Received Signals in Multiport Antenna

Systems

The main concern of the current chapter is to derive some useful formulas rendering

the received voltage signals at the ports of a multiport antenna system upon pre-
sumption of a known incident EM wave. Formulation of the received signal at the port of

a single-port antenna has been well established in the literature [29]-[28]. Yet, things are
somewhat different when it comes to a multiport antenna system in which each radiation

element operates in the presence of some neighbouring radiators or parasitic elements.
Indeed, in this situation, the coupling mechanism will cause an infinite chain of scattered

and rescattered fields [30, page 425]. These radiated and scattered fields superimpose vec-
torially rendering the ultimate voltage signal at the corresponding element’s port. The

received signal under the aforementioned circumstance can be quite different from that
obtained by the same antenna in the absence of nearby radiating structures. Therefore,

complexity of the coupling mechanism inherent in the multiport antenna systems requires
a delicate formulation in a generic sense. The latter is the main point of interest in this

chapter. Different steps in derivation of the functions linking the incident EM waves to
the corresponding antenna ports are elaborated to a point of satisfaction while details

remain within our patience.

3.1 Effective Length of Multiport Antennas

The effective length of an antenna, regardless of the presence of nearby radiating elements,

is a function relating an incident EM wave to the corresponding open-circuit induced
voltage at the port of the antenna. Irrefutably, the effective length is intrinsically of

vectorial nature. In a multiport antenna system, an incident EM wave can induce voltage
at the open-circuit port of each radiating element. In this regard, associated to each port

in this antenna system, there comes a certain effective length. The effective lengths of
different radiation elements in a multiport antenna system can most conveniently be cast

in a matrix, forming what can best be called multiport effective length matrix. The entries
of multiport effective length matrix are complex components of polarisation vectors which

are, in turn, functions of angular direction, Ω(θ, ψ).

In order to obtain the multiport effective length matrix, we pursue a similar approach

17
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to the one used for single-port antennas in [31]. Let us consider current-driven multiport

antennas. In contrast to voltage-driven antennas like slot antennas, the current-driven
antennas can be more comfortably modelled by their Thevenin equivalent circuit. An

example of current-driven antennas is the wire antenna, which is frequently used in this
thesis. Consider also a plane wave ~Ed(Ω) created by an infinitesimal dipole of length l.

For simplicity, the orientation of this infinitesimal antenna, l̂, is orthogonal to its position
vector, ~rd. The far-field radiation of this antenna when excited by an electric current, id,

is well known:

~Ed(~r) =
−jη
2λ

id ll̂
exp (+j~k · (~r − ~rd))

|~r − ~rd|
. (3.1)

In the above expression, λ is the wavelength and ~k is the wavenumber vector.1 The
electric current of this infinitesimal dipole induces voltages at different ports of a multiport

antenna when they are open-circuited. Let us designate the open-circuit voltage at, say,
the mth port by v◦m . By reciprocity, the same current id applied to this port of the

multiport antenna, while other ports remain open-circuited, induces the same open-circuit
voltage at the port of the infinitesimal dipole. If we assume that the phase reference

point of the multiport antenna is at the origin, i.e., ~r = 0, this open-circuit voltage can
be obtained by

v◦m = −
∫ l

2

− l
2

~Em(~rd) · ll̂ dl = −exp(−j~k · ~rd)
|~rd|

l ~Gm(r̂d) · l̂ (3.2)

Finding ll̂ from (3.1), and inserting the resultant into (3.2) yields

v◦m =
−2jλ

η

1

id
~Gm(r̂d) · ~Ed (3.3)

which is tantamount to its counterpart in [31, Equation (4)]. We stress that the incident

field ~Ed at ~r = 0 is a complex vector with amplitude, phase and polarisation at the

phase reference point of the multiport antenna, when this multiport radiation structure is
absent. To derive an expression for multiport effective length matrix, let us first elucidate

the open-circuit pattern matrix.

3.2 Open-circuit Pattern Matrix

Let us concentrate further on what we obtained as the effective length of an antenna. In
(3.3), the parameter ~Gm is the open-circuit embedded far-field pattern of the multiport

antenna, when mth port is excited by the electric current id while all other ports are open-
circuited. A division by id effectively removes the influence of electric current on ~Gm. The

outcome will have an ohmic nature which gives the embedded far-field pattern of the port
when excited by 1 ampere electric current while all other ports are open-circuited. We

refer to this normalised embedded pattern as the open-circuit embedded far-field pattern.
Associated with each port, there is an open-circuit embedded far-field pattern. Similar

to the embedded pattern matrix in Section 2.3.3, all open-circuit embedded patterns in

1 For more information on wavenumber vector refer to [28, page 362].
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a multiport structure can be cast in a matrix which establishes the building block of

our further developments. To describe it a little more, for an n-port antenna system,
the open-circuit embedded far-field pattern matrix is a 2 × n matrix whose rows are

the corresponding vertical θ-polarisation and horizontal ψ-polarisation components. We
denote this important matrix by G and for the sake of simplicity refer to it as open-circuit

pattern matrix. This matrix is a function of Ω. A straightforward comparison between
the open-circuit pattern matrix and the multiport effective length matrix, L, reveals the

link between them as follows:

L =
2λ

jη
GT . (3.4)

The columns of Ln×2 are the associated radiation elements’ effective length vectors for θ

and ψ polarisations in the spherical coordinate system, respectively.

3.3 Embedded Far-field Patterns

The open-circuit pattern matrix is the basis of the renowned embedded far-field pattern

of a multiport antenna system. To distinguish between them, recall that the latter has

already been denoted by Gr. Should we look upon an n-port antenna system as a mi-
crowave network with input impedance matrix of Z, the electric currents across different

ports when excited by a set of sources, v̄s, is

ī = (Z+ Zs)
−1v̄s , (3.5)

where Zs is a diagonal matrix containing the complex source impedances connected to
the ports. Associated with each excitation scheme there comes an embedded far-field

pattern. In the modern wireless communication systems, the signals at the ports of a
multiport system are normally regarded incoherently. This corresponds to a single-entry

excitation vector, v̄s, in (3.5). One can stack all the current vectors corresponding to
different single-entry excitations in a matrix signified by i. For instance, if the identity

matrix In×n is collectively used as n sets of single-entry excitation vectors, the associated
electric current matrix in amperes reads

i = (Z+ Zs)
−1 . (3.6)

Consequently, the embedded far-field pattern matrix in volts becomes

Gr = G · i . (3.7)

The embedded pattern which belongs to a single-entry excitation scheme can be distinctly
referred to as the embedded element far-field pattern. This parameter plays a significant

role in receive-mode diversity antenna systems.
From a practical point of view, in a multiport antenna system, measurements of em-

bedded element patterns are more common. In this regard, finding a relation between the
multiport effective length matrix and the embedded element pattern matrix is of interest.

Given the foregoing parameter, we can simply derive the multiport effective length matrix

through

L =
2λ

jη
i−1T ·Gr

T . (3.8)
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In (3.8), we can interpret i as the electric current matrix at the antenna ports whereby

the embedded far-field patterns in Gr have been either measured or simulated.

3.4 Received Voltage Signals

The received voltage signals are the signals at the ports of a receiver connected to a

multiport antenna system.2 These received voltages are dependent on the terminating
impedances at the receiver ports. One can recast the complex impedances at these ports

in a diagonal matrix, denoted by Zr. Now, by virtue of voltage division rule in the
fundamental circuit theorem, the relation between the received voltages at the ports of

the receiver, v̄r, and the open-circuit voltages available at the antenna ports, v̄◦, becomes

v̄r = Zr (Z+ Zr)
−1 v̄◦ . (3.9)

An incident EM field from an angular direction Ω can be written as

~E(Ω) = Eθ(Ω) θ̂ + Eψ(Ω) ψ̂ (3.10)

in volts per meters. This can also be rewritten in a column vector form, Ē2×1, whose

entries are Eθ and Eψ. Considering the relation between the open-circuit voltage vector
v̄◦ and the incident wave, Ē, we can recast the received voltage vector as

v̄r = Zr (Z+ Zr)
−1 L(Ω) · Ē(Ω) . (3.11)

It is worthwhile expressing the received voltage v̄r in terms of the available embedded

patterns. Assume that the embedded element pattern matrix, Gr, is achieved by the
electric currents across ports in (3.6). Let us denote the source impedances, whereby Gr

is obtained, by a diagonal matrix, Zs. If the same multiport antenna system is connected

to a receiver with Zr input impedances, using the equivalence in (3.8), we can find the
received voltage vector by3

v̄r =
2λ

jη
Zr (Z+ Zr)

−1(Z+ Zs) G
T
r (Ω) · Ē(Ω) . (3.12)

In case the source impedances by which the embedded element pattern matrix is evaluated
are the same as the corresponding receiver impedances, i.e., Zs = Zr, the expression in

(3.12) can be further simplified as

v̄r =
2λ

jη
Zr G

T
r (Ω) · Ē(Ω) . (3.13)

2 In the simplest case, the multiport antenna is directly connected to the receiver. Thus, signals at
the antenna ports and the receiver ports are the same. Nevertheless, as we will see in Chapter 5, in the
presence of a cascaded network the signals at these two sets of ports are different.

3 Compare this expression with its single-port counterpart in [27, Equations (3.13) & (3.14)].
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3.5 Average Received Power

In practice, measurement of voltage signals at the receiver ports are to some extent trou-

blesome since they require the phase information too. In contrast, measurement of the
corresponding average received power, Prec, at each port is far easier. Therefore, it is

worth finding a function rendering the average received power upon presumption of a si-
nusoidal incident EM wave from an arbitrary direction. Let us start with the simplest case

in which the source impedances whereby the embedded element pattern matrix is mea-
sured and the receiver impedances are all the same and of resistive nature. Thais means,

Zs = Zr = Z◦I . Under this constraint, the received voltage is given by the expression in
(3.13). In this case, for the received power matrix we have

Prec =
1

2Z◦
diag [v̄r · v̄†r] , (3.14)

where, like before, ‘diag’ assembles a diagonal matrix with the corresponding diagonal
entries of its argument. Of course, the entries of Prec are the corresponding received

average power at each port. Inserting v̄r from (3.13) yields the received average power
matrix as

Prec =
2Z◦λ

2

η2
diag

[

GT
r · Ē · Ē† ·G∗

r

]

. (3.15)

Referring back to (3.6), the electric current vector used for calculation of Gr is obtained
by assumption of identical voltage sources with similar maximum available powers, Pavs.

4

It follows that

Prec =
λ2

4η2 Pavs

diag
[

GT
r · Ē · Ē† ·G∗

r

]

(3.16)

in which we used [27, Equation (3.1)] for Pavs. The above expression should be com-

pared with its counterpart in [27, Equation (3.6)] which holds for an arbitrary single-port
antenna.

It is also instructive to know the received average power in terms of the multiport
effective length matrix. Using (3.6) and (3.8) and after some manipulations, we arrive at

Prec =
Z◦
2

diag
[

(Z+ Z◦)
−1 L · Ē · Ē† · L† (Z+ Z◦)

−1†
]

(3.17)

wherein Z◦ = Z◦I. Note that in equations (3.15)-(3.17) presented for the average re-
ceived power, we dropped the arguments for the sake of conciseness in appearance. The

advantage in using (3.17) compared to (3.16) shall soon be clarified.
Furthermore, it is also valuable to derive an expression of the received power for the

general case of arbitrary complex terminations, Zr. Pursuing the same path as we followed

to arrive at (3.15) leads to

Prec =
2λ2

η2
(ℜ[Zr])−1 diag

[

Zr G
T
r · Ē · Ē† ·G∗

r Zr
]

. (3.18)

Or, alternatively in terms of the associated multiport effective length matrix,

Prec =
1

2
(ℜ[Zr])−1 diag

[

Zr (Z+ Zr)
−1 L · Ē · Ē† · L† (Z+ Zr)

−1† Zr
†
]

. (3.19)

4 To read more about the maximum available power refer to Section 2.3.1 on page 14.
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3.6 Multiport Effective Area

When it comes to receiving antennas’ analysis, it is convenient to recall the notion of

effective area of an antenna, Ae. Within the frame of multiport radiation terminals,
an extended version of the foregoing quantity seems useful, which can best be called

multiport effective area. In general, we can associate an embedded effective area to each
port of a multiport antenna. Under matched polarisation constraint, it is defined as the

ratio between the average power delivered to the load to the average power density of
the incident EM wave.5 By this definition, it should be evident that the terminating

impedances at different ports affect this quantity. That is the reason why in case of a
single-mode antenna, it is defined based on the conjugate matched terminations [28].6

However, from a practical standpoint, the concept of conjugate matched in a mul-

tiport antenna system is admittedly complex and cumbersome for implementation [32],
[33]. Hence, we presumably narrow the definition of multiport effective area to the cases

of matched terminating impedances.7 Having this definition in mind, let us derive an
expression for the multiport effective area matrix. For simplicity and to comply with the

matched polarisation constraint, let us also assume a unipolarised incoming EM wave,
e.g., we have only a θ-polarised wave. In addition, the antennas have the same polari-

sation. Under this condition, the relation provided in (3.16) is useful. By virtue of the
Poynting’s vector, we can denote the average power density of the incoming wave from Ω

direction in watts per square meters by

Pi(Ω) =
1

2η
|Eθ(Ω)|2. (3.20)

Using (3.17), the average received power becomes

Prec =
λ2

2η Pavs

Pi(Ω) diag
[

GT
r (Ω) ·G∗

r(Ω)
]

, (3.21)

whence the multiport effective area comes to be

Ae(Ω) =
λ2

2η Pavs
diag

[

GT
r (Ω) ·G∗

r(Ω)
]

. (3.22)

It is worthwhile finding Ae in terms of the embedded directivities. To do so, we can use the
materials provided in Section 2.3.3, in particular the expression for the total embedded

element radiation efficiency matrix (2.14). Subsequently, we can recast the embedded
element pattern matrix in terms of the corresponding directivity matrix, Dr. Recall that

based on its definition8, the directivity matrix is subject to

diag

[
∮

4π

DT
r (Ω) ·D∗

r(Ω) dΩ

]

= 4π In×n . (3.23)

5 To be precise, there is no unanimous definition for the effective area of an antenna in the literature.
For instance, see [28, page 834] and [30, page 81].

6 In [30], this particular assumption is made for what is called ‘maximum effective area’.
7 By matched terminating impedance we mean Z◦ terminating impedance, as used earlier.
8 For instance, refer to the definition provided in [28, page 610] which is associated with single-port

antennas. See also [30, Equation (2-16)].
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In this way, we arrive at

Ae(Ω) =
λ2

4π
etot · diag

[

DT
r (Ω) ·D∗

r(Ω)
]

. (3.24)

It is worth noting that etot in (3.24) owes its presence to the way we defined the multiport

effective area. Had we defined it for multiport conjugate matched terminations, with no
ohmic loss present, the aforementioned factor in (3.24) would disappear and a similar

expression to its single-port counterpart in [30, Equation 2-110] would emerge. As a final
point, using (3.17), we can further recast the multiport effective area matrix in terms of

the corresponding multiport effective length matrix as

Ae(Ω) = η Z◦ · diag
[

(Z+ Z◦)
−1 L(Ω) · L†(Ω) (Z+ Z◦)

−1†
]

. (3.25)

In general, it is always advantageous to characterise the multiport antennas by their

multiport effective length or open-circuit pattern compared to the embedded element
pattern. The reason is that the former two parameters are independent of the terminating

impedances and the maximum available power of the source by which the embedded
patterns are simulated or measured. But, using the embedded element pattern requires

the aforementioned extra information. Thus, formulations based on the multiport effective
length or alternatively open-circuit pattern is apparently more useful. This is why the

expression in (3.17) is preferable compared to that of (3.16).

3.7 Antennas in Multipath Environments

The beauty of electromagnetics comes from the fact that it is governed by a set of linear

equations. This allows the concept of superposition to be applied. Therefore, in case
we have multiple incoming EM waves incident on the multiport antenna structure, the

received voltage signal is achieved by their superposition. In this particular case, in the
presence of K number of incoming EM waves, the received voltage vector in (3.11) becomes

v̄r = Zr (Z+ Zr)
−1

K
∑

k=1

L(Ωk) · Ē(Ωk) . (3.26)

In a rich multipath environment9, where the probability of incoming waves from Ω direc-
tion is given by P(Ω)dΩ, the expression in (3.26) can be rewritten as

v̄r = Zr (Z+ Zr)
−1

∮

4π

L(Ω) · Ē(Ω) P(Ω) dΩ , (3.27)

in which P is the probability density function of AoA for the incoming waves.10 This

is commonly considered as a characteristic of a multipath environment. Different mod-
els for the foregoing parameter have been proposed resembling a typical real multipath

environment.

9 For definition of a rich multipath environment refer to Chapter 6 on page 55.
10 It is better to write Pθ,ψ. Even so, we preferably stick to P for simplicity.
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3.8 EM Waves in Multipath Environments

As it is clear from (3.27), in multipath environments the received signals at the ports of a

multiport antenna depend not only on the antenna’s embedded radiation properties, but
also on the characteristics of the incoming EM waves. Up to now, we have studied only

the effects of radiation properties of the antennas upon the associated received signals.
Yet, for a fair investigation, we also require a brief description and characterisation of the

incoming EM waves, which are the main concerns of the following subsections.

3.8.1 Angle of Arrival Distribution

In its general treatment, distributions of AoA for two orthogonal polarisations, say vertical

(i.e., θ) and horizontal (i.e., ψ) ones, are considered independently. In addition to that,
AoA density functions for the azimuth plane, Pθ, as well as the elevation plane, Pψ, may

also be independent. That means,

P(Ω) = Pθ(Ω) Pψ(Ω) . (3.28)

In a generic sense, from the random orientation of the terminal in the azimuth plane,
the distribution of AoA for both polarisations can be presumably modelled by a uniform

distribution [34], [35]. Yet, for the elevation plane, there is no unanimous agreement on
the best model and it highly depends on the properties of the associated multipath area

[34], [35].
Consider the latitude θ and longitude ψ coordinates of AoA. Typically, the probabil-

ity density function for ψ can be uniform upon the range [0, 2π]. To address our concern
about θ, let us first define its domain within [0, π], i.e., θ = π/2 represents the azimuth

plane. Several models have been introduced in the literature to fit the measured data
best, among which the following models are more common: Gaussian [34], truncated

Gaussian [36], uniform [22], truncated uniform [37], double exponential [35], Laplacian

[35], rectangular [38], and finally sinusoidal density functions [38]. If we presume that the
two random variables, θ and ψ, are independent, the joint probability density function of

them complies with a certain format. Should we consider a uniform probability density
for one of the angles, say Pψ(Ω) = 1/2π, some probability density functions for θ can be

written as:

• Uniform

Pθ(Ω) = C sin(θ) θ ∈ [0 , π] (3.29)

• Gaussian

Pθ(Ω) = C exp (−(θ − θm)
2

2σ2
) sin(θ) θ ∈ [0 , π] (3.30)

• Double exponential

Pθ(Ω) =

{

C exp (−
√
2|θ−θm|
σ−

) sin(θ) θ ∈ [θm , π]

C exp (−
√
2|θ−θm|
σ+

) sin(θ) θ ∈ [0 , θm]
(3.31)
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which are the most common distributions in the literature. In the above equations,

θm stands for the angle of arrival in which the number of incident waves is the highest.
Parameters σ, σ− and σ+ indicate the spread of the distributions around θm. The constant

C, which is different for different cases, is determined through the general restriction on
probability density functions, which reads

∮

4π

P(Ω) dΩ = 1 .

There is no hindrance in expanding the given equations to the corresponding truncated
ones. For that purpose, only the domain of θ has to be revised and accordingly the asso-

ciated constants. Besides this, note that the Laplacian probability density function is a
particular case of double-exponential density function in which σ+ and σ− are equal.

It is worth injecting a point of caution here about the joint density function of θ and
ψ angles. Bear in mind that the conditional density functions of θ given ψ, and ψ given

θ are subject to Borel’s paradox and shall be paid ultimate care for cases in which the

distributions in azimuth and elevation planes are both nonuniform [39, Problem 4.6.1].
It is also rewarding to note that concentrating solely on the distribution of AoA in an

environment is obviously lacking inasmuch as it does not take into account the orientation
of the radiation terminal having presumably a nonuniform gain pattern. Therefore, for

any single orientation of the terminal an independent characterisation must be made,
which gives rise to a new different set of gauges.11 The latter has created a trend for

engineers to seek a reference environment. In general, for a viewer on the coordinates
of the multiport antenna, the AoA distribution for different orientations of it could on

average be fairly represented by a uniform function.

3.8.2 Field Distribution of the Incoming EM Waves

In addition to AoA distribution, as long as the characteristics of the incoming EM waves
are concerned, there shall be polarisation as well as amplitude and phase description. In

an uncorrelated multipath environment12, cross polarisation ratio (XPR) denoted by χ
is defined as the ratio between the averaged received powers by an isotropic θ−polarised

ideal antenna and that of a ψ−polarised one [34]. For small moving multiport antennas,
since the antenna can have any arbitrary orientation in space, the same kind of reason-

ing given for an average AoA distribution can be applied equally well here too. Hence,
the notion of balanced polarisation has been coined to indicate incoming waves of arbi-

trary polarisations, e.g., χ = 0 dB. The two aforementioned features of an uncorrelated
multipath environment, i.e., uniform density function of AoA and balanced polarisation,

establish the main characteristics of a reference environment referred to as isotropic envi-
ronment. This particular environment achieves a practical appeal mostly due to the fact

that it can be almost precisely emulated in a fine reverberation chamber.

To address our curiosity about the nature of the coming EM waves, e.g., distribution of
their amplitudes and phases, we refer to certain mechanisms whereby the EM propagating

11 In the subsequent chapters we find more about these gauges.
12 For the definition of uncorrelated multipath environment refer to Section 3.8.3 on the next page.
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waves interact with the surrounding objects. In a multipath environment, waves can

redirect towards the receiver antenna by reflection through large smooth objects or by
scattering through small objects or rough surfaces. Moreover, the replicas of the incoming

waves can also reach the receiver antennas through diffraction around the sharp edges or
by transmission through the objects. For convenience in further analyses, let us resort to

simplified statistical models. It is important to remember that in the frame of this thesis,
we restrict ourselves to the small-scale fading.13

Recall that in a multipath environment, the incident electric fields could presumably
be random variables of independent identical distributions. Regardless of the precise forms

of their distribution functions, based on the central limit theorem, the superposition of all
these incoming waves eventually yields complex Gaussian random signals at different ports

[39]. Many experimental results show that the amplitudes of the received voltage signals
across all ports comply with Rayleigh distribution [3, Section 1.1]. Therefore, for empirical

reasons alone, having complex Gaussian random signals across the ports of antennas
in multipath environments is justified. It is a question of interest to know how many

random incoming waves are required for convergence in received signals’ distributions.

Yet, somewhat too formal in the frame of this thesis.14 To solely focus on the effects
of antenna systems upon the overall performance, and for the sake of convenience in

analysis, we presume that the random incoming EM waves in both θ and ψ polarisations
are zero-mean complex Gaussian random variables.

3.8.3 Polarisation Matrix

To mathematically model the time-average incoming EM waves of certain characteristics
in a multipath, we use the polarisation matrix [40]. For random incoming EM waves

from Ω and Ω′ angular directions, the polarisation matrix Γ in watts per square meters is
defined as

Γ(Ω,Ω′) =
1

2η
E[Ē(Ω) · Ē†(Ω′)] . (3.32)

in which E operates upon different time samples or realisations. In other words,

Γ(Ω,Ω′) =

[

Γθθ(Ω,Ω
′) Γθψ(Ω,Ω

′)
Γψθ(Ω,Ω

′) Γψψ(Ω,Ω
′)

]

, (3.33)

wherein

Γθψ(Ω,Ω
′) =

1

2η
E[Eθ(Ω)Eψ(Ω

′)] , (3.34)

as defined in [40]. If the incoming EM waves from different AoAs are uncorrelated and
the EM waves of different polarisation from the same AoAs are also uncorrelated, the

off-diagonal entries in Γ vanish. The resultant can further be recast as

Γ(Ω) = Γψψ(Ω)

[

χ(Ω) 0

0 1

]

(3.35)

13 It is also known as fast fading, microscopic fading, and narrowband fading. For more information
on this subject, refer to [6, Section 2.2.2] or [4, Section 3.2].

14 The interested reader is referred to [39, Chapter 7]. For definition of convergence in distribution,
refer to Definition 1(d) in [39, Section 7.2].
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with Γψψ(Ω) being the power density per steradic square of the incoming waves in ψ−polarisation.

The parameter χ in (3.35) is the XPR as defined in Section 3.8.2, which signifies the
amount of polarisation imbalance of the incoming EM waves [34]. That is,

χ(Ω) =
Γθθ(Ω)

Γψψ(Ω)
. (3.36)

A multipath environment whose polarisation matrix regardless of AoA is diagonal is called

an uncorrelated multipath environment. In other words, in an uncorrelated multipath en-
vironment, the EM incoming waves are spatially uncorrelated and those of the same AoA

but different polarisations are also uncorrelated. Bear in mind that the isotropic envi-
ronment, as defined in the preceding section, is an uncorrelated environment of uniform

AoA distribution and balanced polarisation. In contrast, in a correlated multipath en-

vironment, the polarisation matrix is in general a non-diagonal matrix being normally a
function of angular direction.

3.9 Summary

In this chapter, we have dealt with certain important parameters which play crucial roles

in the upcoming chapters. The notion of multiport effective length of the antennas have
been introduced and linked to the more known parameters like embedded far-field patterns

and open-circuit patterns. We have shown the effects of terminating impedances on the
received signals in a compact multiport antenna system. Some precise expressions for

the average received power in these systems have also been presented. This leads to the
notion of multiport effective area of a radiation system. Tantamount to its single-port

counterpart, we derive a general relation between the multiport effective lengths and areas
in a multiport antenna system. Some words have been dedicated on how we could model

the incoming EM waves in a multipath scenario. In particular, we have talked about the
AoA distributions and the distribution of the incoming EM waves. To mathematically

model the potential link between the incoming waves of different AoAs and polarisations,
we use the concept of polarisation matrix with a slight modification to its original form.

The latter parameter helps us to clearly distinguish between three types of multipath

environments as correlated, uncorrelated, and isotropic. The results presented here are
important for the rest of this thesis.
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Chapter 4
Performance Metrics in Multipath

Environments

It is quite well known that the performance of a wireless communication system, e.g.,

link quality, depends to a considerable extent upon the received SNR. The SNR in
turn before anything relies on the gain of the antennas involved which plays a crucial

role in the link budget. The antenna gain meant here is not considered towards a single
direction in which the received power is precisely governed by Frii’s formula [30]. Rather, it

concerns an area in space from which the random incoming waves are more probable. The
engineers’ tendency to quantify antennas’ receiving capability in a multipath environment

has led to a significant performance metric called mean effective gain (MEG). Besides
MEG, another major performance metric in a multiport antenna system is the spatial

correlation. Interestingly, the original source of both foregoing performance metrics is the
covariance matrix of the received signals in multipath environments. The main goal in

this chapter is to discuss and provide some precise expressions for the covariance matrix
with a proper normalisation. Many of the essential features of this discussion are used

in [Paper B]. The formulas enable us to distinctly reveal the influence of terminating

impedances, radiation efficiencies, and shapes of the embedded far-field patterns upon
the covariance matrix. This can be used to extend the definitions of MEGs and mean

effective directivities (MEDs) to hold also in correlated multipath environments.

4.1 Ideal Isotropic Reference Antennas

Before entering to the heart of our derivation, we first need to precisely describe the
type of the antenna used for normalisation purposes known as the reference antenna.

In [34], the author opted for two hypothetical ideal isotropic antennas with vertical and

horizontal polarisations. The same kind of antenna does more than suffice here too. In
other words, we choose an ideal dual-port dual-polarised isotropic antenna as the reference

antenna in the frame of our analysis. In this section, we first elaborate the electromagnetic
specifications of such an ideal reference antenna and subsequently derive some compact

expressions for the received power at its ports in different types of multipath environments.

29
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4.1.1 Electromagnetic Properties of Reference Antenna

The ultimate goal for using an ideal reference antenna is to find the maximum available

power in a multipath scenario. For this purpose, the terminating impedances at the
ports of this dual-polarised dual-port antenna should be conjugate matched to its input

impedances. For the sake of simplicity, let us presumably assume that the input impedance
matrix of this ideal reference antenna is the same as the characteristic impedance matrix

of the system. That is,

Zref = Z◦ .

Furthermore, let us associate each port to a certain polarisation. Under these constraints
and with some straightforward manipulations, it follows that the multiport effective length

matrix of this ideal dual-polarised reference antenna is

Lref(Ω) = −jλ
√

Z◦
ηπ

· I2×2 , (4.1)

with λ being the operational wavelength and η the intrinsic impedance of the medium. The

reference antenna with the above characteristics when matched terminated i.e., Zr = Z◦,
realises the maximum available power in a multipath environment.

4.1.2 Average Received Power by Reference Antenna

Considering the expressions for received average power in Section 3.5 and referring to

Section 3.8.3, we are able to provide an expression for the total received power at the
ports of our ideal reference antenna. Let us pursue our goal under presumption of first

uncorrelated and then more general cases of correlated multipath environments.

Uncorrelated Multipath Environments

Since the terminating impedances of our reference antenna are the characteristic impedance

of the system, we can use Equation (3.17). Here, the average received power can be ob-
tained by averaging over all possible incoming waves in each scenario. This is done by

virtue of the expectation operator as defined in Section 3.8.3. Recall that in uncorrelated
multipath environments, as it is the case here, the polarisation matrix, Γ, is a diagonal

matrix.1 Under presumption of zero-mean complex Gaussian random variables and by
virtue of Γ, we can show that the total average received power at the ports of our reference

antenna Pref is

Pref =
λ2

4π
tr

[
∮

4π

Γ(Ω) P(Ω) dΩ

]

, (4.2)

wherein ‘tr’ stands for the trace of its argument. As an interesting choice, if in an un-

correlated multipath environment the polarisation matrix is independent of AoA, the
expression for total average received power simplifies to

Pref =
λ2

4π
Γψψ (1 + χ) . (4.3)

1 In this case, an expression for Γ has been provided in (3.35).
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Remember that in (4.3), χ stands for XPR and Γψψ is the power density of the incoming

EM waves of horizontal polarisation. Also, note that χ in (4.3) is a constant independent
of AoA. In an isotropic environment, which is a particular case of uncorrelated environ-

ments, the total average received power by this ideal reference antenna can be obtained
by plugging χ = 1 into (4.3).

Correlated Multipath Environments

In the preceding section, we restricted ourselves to uncorrelated multipath environments

in which the incoming EM waves are spatially uncorrelated both in polarisation and in
AoA. Conversely, in a general multipath circumstance, neither of the aforementioned

condition holds. Thus, it is necessary for us to provide an expression covering the cases
in which we have correlated multipath environments.

To that end, there are two concerns. The first one is associated with the probability

density function. Note that, in this general condition, the incoming waves from different
AoAs in space can be correlated. Thus, the probability density function of the incoming

waves depends on a pair of random variables, say Ω′ and Ω, rather than a single variable.
This is described by joint probability density function, denoted by P(Ω′,Ω), and is very

much in harmony with what has been presented for uncorrelated multipath case. To
elaborate more, in an uncorrelated multipath environment, the incoming waves from Ω and

Ω′ are independent. Thus, for the corresponding density function we have P(Ω,Ω′)δ(Ω′ −
Ω).2 For simplicity, the latter expression has been already shown by a single argument,
i.e., P(Ω).

In the current framework, we are further concerned with the non-diagonal nature of the

polarisation matrix in correlated multipath environments. In this general circumstance,
the total received power cannot be the sum of the average received powers at both ports.

This is because the signals at the ports of our reference antenna are correlated. To
conquer this issue, we need to use the Frobenius norm of the resultant average received

power matrix. Considering all the aforementioned points, we can obtain the total average
received power in correlated multipath environments by

Pref =
λ2

4π

∥

∥

∥

∥

∫∫

4π

Γ(Ω′,Ω) P(Ω′,Ω) dΩ′dΩ

∥

∥

∥

∥

F

, (4.4)

where subscript F indicates the Frobenius norm.

At this point, let us spend a few moments and look upon the presented procedure

from a different standpoint. We have attained the average received power by our reference
antenna for uncorrelated (4.2) and correlated (4.4) multipath environments by averaging

the received power over different AoAs. Nevertheless, we could have achieved them far
simpler by virtue of the multiport effective area provided in (3.24). Recall that the

incoming EM waves in this multipath are zero-mean complex Gaussian random variables.
Therefore, the average received power can be given as a product of the average available

radiation power density in the multipath and the multiport effective area of the reference

antenna. To find the multiport effective area matrix for this ideal isotropic reference

2 The symbol δ denotes the Dirac delta function.
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antenna, replace Dr and etot in (3.24) by I2×2 to arrive at

Ae(Ω) =
λ2

4π
· I2×2 (Ideal Reference Antenna) . (4.5)

Using (4.5), the total received power by this reference antenna is the same as in (4.4).
For this reason, in this thesis the received power by our ideal reference antenna is also

referred to as available power from the multipath environment.

4.2 Open-Circuit Covariance Matrix

Perhaps, one of the most significant parameters in a multiport antenna system is the
open-circuit covariance matrix. To describe how we evaluate this parameter, let us first

remind ourselves that we are restricted to zero-mean complex Gaussian random incoming

EM waves. Recall also that the open-circuit received voltage vector at the ports of a
multiport antenna in a multipath scenario has been signified by v̄◦ in Section 3.2. The

open-circuit covariance matrix denoted by C◦ in volts square is obtained through

C◦ = E[v̄◦v̄
†
◦] . (4.6)

The foregoing covariance matrix plays a significant role for the rest of this chapter and

deserves a proper regard. In what follows, we derive some expressions for the normalised

open-circuit covariance matrix in isotropic, uncorrelated and correlated multipath envi-
ronments.

4.2.1 Covariance in Isotropic Multipath Environments

Up until now, the reader should be familiar with the properties of an isotropic multipath

environment. In brevity, in this particular environment, we have P = 1
4π and χ = 0 dB.

The open-circuit voltage has been treated in Section 3.4, for which we can write

v̄◦ =

∮

4π

L(Ω) · Ē(Ω) P(Ω) dΩ , (4.7)

which is only credible in uncorrelated multipath scenarios. Inserting the foregoing pa-

rameters in (4.7) and using the polarisation matrix concept, we arrive at the open-circuit

covariance matrix in volts square as

C◦ =
2η

4π
Γψψ

∮

4π

L(Ω) · L†(Ω) dΩ . (4.8)

To normalise the above expression we need to use the total average received power at

the ports of our ideal reference antenna in the same multipath environment. This has
already been treated in Section 4.1.2. Using the corresponding expression in (4.4), we can

normalise (4.8) to reach to

C◦n =
η

λ2

∮

4π

L(Ω) · L†(Ω) dΩ (Isotropic Multipath) , (4.9)

in which the subindex n indicates the normalised open-circuit covariance matrix in ohms.
Note that this subscript solely signifies the normalised parameters and may not be con-

fused with the number of ports which is shown by the same notation.



Terminated Covariance Matrix 33

4.2.2 Covariance in Uncorrelated Multipath Environments

In a tantamount way to the previous section, we can derive an expression for the open-
circuit covariance matrix in a general uncorrelated multipath environment. Recall that

in uncorrelated multipath environments, the polarisation matrix is diagonal. To find this

normalised matrix, we use the expressions in (4.7) and the reference power in (4.2). After
some manipulations, we arrive at

C◦n =
2η

Pref

∮

4π

L(Ω) · Γ(Ω) · L†(Ω) P(Ω) dΩ (Uncorrelated Multipath) , (4.10)

which is generally valid in uncorrelated multipath environments. In case the power density
of the incoming waves in both polarisations is independent of the angular direction, we

can further simplify the above expression as follows:

C◦n = 4π
2η

λ2

∮

4π

L(Ω) ·
[

χ

1+χ
0

0 1
1+χ

]

· L†(Ω) P(Ω) dΩ . (4.11)

4.2.3 Covariance in Correlated Multipath Environments

The points used for calculation of the average received power in Section 4.1.2 can be

equally applied for the current purpose. The expression used in calculation of the open-

circuit covariance matrix in (4.8), which is credible for uncorrelated multipath environ-
ments, can be readily extended to hold for correlated multipath environments. Doing so,

we can write

C◦ = 2η

∫∫

4π

L(Ω′) · Γ(Ω′,Ω) · L†(Ω) P(Ω′,Ω) dΩ′dΩ (Correlated Multipath) . (4.12)

We have already the necessary ingredient in access to properly normalise the above co-

variance matrix. Using the general average received power by our ideal reference antenna
in (4.4), the expression in (4.12) is normalised to yield

C◦n = 4π
2η

λ2

∫∫

4π

L(Ω′) · Γ(Ω′,Ω) · L†(Ω) P(Ω′,Ω) dΩ′dΩ
∥

∥

∥

∥

∫∫

4π

Γ(Ω′,Ω) P(Ω′,Ω) dΩ′dΩ

∥

∥

∥

∥

F

(Correlated Multipath) . (4.13)

The above expression is a general expression and can reduce to its counterparts in uncor-
related multipath environments (4.10) and isotropic multipath environments (4.9). We

shall soon show that this expression is a central source for different important performance
metrics.

4.3 Terminated Covariance Matrix

Consider the received voltage vector at the terminated ports of a multiport antenna in

a multipath scenario, denoted by v̄r. Again, limiting ourselves to zero-mean complex
Gaussian random incoming waves, the covariance of the received voltage signals averaged

over sufficient number of realisations or time can be obtained by E[v̄rv̄
†
r].
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Since the covariance matrix is going to be normalised by the received power of the

ideal reference antenna in the same environment, it is most reasonable to express it in
watts. Recall that in the preceding section, we could not express the open-circuit covari-

ance matrix in watts since in the open-circuit circumstance, no power can be received.
Nevertheless, that is not the case here. To presumably give the covariance matrix a power

nature, let us define the terminated covariance matrix in watts, Cr, as

Cr =
1

2
ℜ[Zr]−

1

2 · E[v̄rv̄†r ] · ℜ[Zr]−
1

2 , (4.14)

where ℜ returns the resistive part of its argument. When normalised, the above expression

yields a dimensionless normalised terminated covariance matrix.

4.3.1 Terminated versus Open-circuit Covariance Matrices

To find a link between the terminated covariance matrix and its open-circuit counterpart,
we can use Equation (3.9). Doing so, we readily reach to

Cr =
1

2
ℜ[Zr]−

1

2 Zr(Z+ Zr)
−1 C◦ (Z+ Zr)

−1†Z†
r ℜ[Zr]−

1

2 . (4.15)

This is a general relation between these two important covariance matrices. As evident in

this relation, the open-circuit covariance matrix is the core of the terminated covariance

matrix. To find the normalised terminated covariance matrix, it is sufficient to replace C◦
in (4.15) with the desired normalised open-circuit covariance. For instance, in isotropic

and uncorrelated multipath environments, C◦n in (4.9) and (4.10) should respectively
substitute for C◦ in (4.15). And, of course, the most general expression for the normalised

terminated covariance matrix, Crn, is obtained through

Crn =
1

2
ℜ[Zr]−

1

2 Zr(Z+ Zr)
−1 C◦n (Z+ Zr)

−1†Z†
r ℜ[Zr]−

1

2 , (4.16)

with C◦n provided in (4.13). We stress that Crn is dimensionless. This is a central ex-

pression which is frequently referred to in the following sections.

4.4 Mean Effective Gain

In link budget calculation the received SNR is a key parameter, which is normally used
for signals in baseband domain, i.e., after detection.3 A more precise term from an RF

engineer standpoint is carrier-to-noise ratio. Nevertheless, to be in harmony with the
literature, let us stick to the term SNR. Regarding the noise in the receiver, it is assumed

that the antenna noise is negligible compared to the receiver noise. By this presumption,
the receiver SNR becomes directly proportional to the average received power at the ports

of the antenna system. Hence, it is more comfortable for further analysis. Basically, the
ability of an antenna system to catch available EM power in a multipath environment is

3 The Signal to Interference plus Noise Ratio (SINR) is also of interest which is not addressed here.



Mean Effective Gain 35

quantified by MEG. This parameter has long played a significant role in characterisation of

antennas in multipath environments and is thus one of the major concerns of this chapter.

The notion of using average received power at the port of a terminal in a multipath

environment for its characterisation dates back to 1977 [41]. The authors in this paper
proposed an experimental method for evaluating the performance efficiency of antennas in

a multipath environment. In this method, the mean received power of both an unknown
antenna and a reference antenna were obtained over ideally similar multipath scenar-

ios. The ratio between these average received powers formed what has henceforth been
universally referred to as MEG.

Later, T. Taga analytically generalised the aforementioned concept and formulated the
MEG as a function of AoA distribution and antenna radiation patterns [34]. A major ad-

vantage affiliated with this formulation was that it alleviated the burden of measurements
for MEG in certain multipath environments. The basis of Taga’s closed-form expression

for MEG resides on the study performed by Yeh [3, pages 133-140]. In his study, Yeh
looked upon the foregoing case from a time-domain standpoint and started with volt-

age across the terminating impedance and presumably approximated it with a zero-mean

complex Gaussian random variable. Subsequently, by virtue of the autocorrelation func-
tion of this voltage signal, the associated average power was evaluated. Under certain

constraints, for instance, independent incoming EM waves of different polarisations and
spatially independent EM waves of similar polarisations4, the corresponding expression

was cast to embody the role of power gain pattern of the antenna.

The main shortcoming concerning the aforementioned formulation is that it does not

properly take into account the matching efficiency as well as radiation efficiency of the
antennas. In particular, the constraint imposed by [3, Equation (3.1-23)]5 creates an

ambiguity on the correct use of power gain pattern as an academic term.6 This issue has
also leaked to MEG formulation by Taga [34, Equation (6)] and thus stands a concern

which shall be clarified in a moment. Furthermore, the available formulation belongs to
single-port antennas. However, based on the analysis presented so far, we have all the

necessary tools for reformulation of MEGs for a multiport antenna system. In particular,
since the basis of our approach presented in the preceding sections is different from that

of Yeh [3, Chapter 3], it bestows considerable insight into the concept of MEG and in

general radiation performance of multiport antennas in multipath environments.

4.4.1 Formulation of Mean Effective Gain

MEG, as mentioned, is the ratio between the received powers across different ports of
a multiport antenna and that of an ideal isotropic dual-port dual-polarised reference

antenna in ideally similar multipath environments. Associated with each port, there
comes an MEG. Therefore, in a multiport antenna system, the MEGs can be collectively

represented by a diagonal MEG matrix, denoted by M
G
. Recall that the diagonal entries

in the terminated covariance matrix is the average received power at the corresponding

ports in a multipath environment. According to the foregoing definition, when normalised

4 Recall the properties of an uncorrelated multipath environment from Section 3.8.3 on page 26.
5 Also, check [34, Equation (4)].
6 Find more about power gain pattern and radiation intensity in [30, Section 2.4].
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properly, these entries yield the MEGs. Hence, the MEGs are simply obtained by

M
G
= diag [Crn] , (4.17)

wherein Crn is provided in (4.16). As a point of caution, it should be evident that MEG

is undefined for the open-circuit multiport system.

Thus far, we have formulated the covariance matrices and consequently MEGs based

on the multiport effective length matrix. However, from a pedagogical standpoint, it
might be also advantageous to provide alternative expressions in terms of the embedded

element far-field patterns. This is done in the following short subsections. Bear in mind
that these formulas render the same results as that of (4.17) and are just some alternative

representations of it.

4.4.2 MEGs in Isotropic Environments

Using the expressions in (4.9), (4.16), (4.17), and further applying (3.6)-(3.8), we can
recast the MEG matrix in isotropic environments in terms of the embedded far-field pat-

tern. For the time being, without loss of generality, let us limit ourselves to matched
terminated impedances, i.e., Zr = Z◦. The result is as follows

M
G
=

2Z◦
η

diag

[
∮

4π

GT
r ·G∗

r dΩ

]

. (4.18)

Remembering the materials provided in Section 2.3, the above expression seems quite
familiar. Identifying the similar terms from (2.14) in the above expression leads to a

simple equivalence as follows:

M
G
=

1

2
etot , (4.19)

which is already known. The above equivalence was anticipated in [42] and subsequently
demonstrated in [43]. Table 1 in [44] indirectly shows the links between MEGs and the

total embedded element efficiencies with regards to the selected reference antenna.

4.4.3 MEGs in Uncorrelated Multipath Environments

We reiterate that MEGs in an uncorrelated multipath environment can be achieved from
(4.16) with C◦n given in (4.10). Nevertheless, to provide a similar expression to the one

offered by Taga in [34, Equation (6)], let us further assume that the XPR is independent
of the AoAs. Pursuing the same path as before, after some manipulations, we arrive at

M
G
=

16π

η
ℜ[Zr]−1 diag

[

Zr

∮

4π

GT
r ·
[

χ

1+χ
0

0 1
1+χ

]

·G∗
r P dΩ Z†

r

]

. (4.20)
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4.4.4 MEGs in Correlated Multipath Environments

In a much similar way, we can rewrite an alternative expression for MEG in correlated
environments in terms of the embedded far-field pattern matrix. Let us again restrict

ourselves to the case of Zr = Z◦. Without spending more time, the expression is directly

given as

M
G
=

4Z◦λ
2

η Pref
diag

[
∫∫

4π

GT
r (Ω

′)Γ(Ω′,Ω)G∗
r(Ω) P(Ω,Ω

′) dΩ′dΩ

]

, (4.21)

wherein Pref is provided in (4.4). To the best of our knowledge, this is the first time that

MEG is formulated for general cases of correlated multipath environments.

4.5 Mean Effective Directivity

It is of significance to remember that the normalised terminated covariance matrix and
hence the different performance metrics extracted from it contain valuable information.

For instance, information about the multipath environments, shapes of the embedded
patterns as well as the total radiation efficiencies of the multiport antennas are inherent

in a terminated covariance matrix. To better understand the performance mechanism of
a multiport antenna design, it could be a privilege for engineers to further separate out

the impact of radiation efficiencies of antennas. The latter created a trend in engineers
coining the notion of MED. To derive some expression for MEDs we refer to the results

presented in Section 4.4.1. First let us specify a few properties of the multiport embedded
directivity matrix, Dr, which is a 2×n matrix associated with an n-port antenna system.

The multiport embedded directivity matrix is a function of angular direction and propor-

tional to the embedded far-field pattern matrix. Moreover, it is subject to (3.23) for its
normalisation.

For the sake of simplicity in appearance, in what follows we choose Zr = Z◦ in purpose.
A note of caution must be injected here. Bear in mind that the relation between the

multiport directivity and embedded pattern matrices are different from the link between
directivity and power gain pattern shown in [30, Section 2.7]. Thus, identical notations

for those of [30] and the ones introduced here should not be a source of confusion.

4.5.1 MEDs in Uncorrelated Multipath Environments

Consider the expression in (4.20). We can recast this expression in terms of the embedded

directivity matrix, Dr. Doing so, under the constraint imposed by (3.23) and after some
algebra, we come to

M
G
= etot · diag

[

∮

4π

DT
r ·
[

χ

1+χ
0

0 1
1+χ

]

·D∗
r P dΩ

]

. (4.22)

whence the diagonal MED matrix, M
D
, can be identified as
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M
D
= diag

[

∮

4π

DT
r ·
[

χ

1+χ
0

0 1
1+χ

]

·D∗
r P dΩ

]

. (4.23)

As long as there is coupling among the radiation elements in a multiport antenna system,

the multiport MED matrix depends on the terminating impedances too. This corresponds

to a non-diagonal Z matrix for a multiport radiation system. However, the impact of total
embedded radiation efficiencies are excluded from M

D
. Recall also that the total embed-

ded element efficiency at each antenna port contains information about the multiport
matching efficiency and the associated embedded ohmic loss.7

4.5.2 MEDs in Correlated Multipath Environments

Consider Equation (4.21). Recasting the embedded far-field patterns in terms of the corre-

sponding multiport directivity matrix yields a possibility to factor out the total embedded
element efficiency matrix. Doing so, and after some manipulations, we derive a general

expression for M
D
in correlated multipath environments as follows:

M
D
= diag









∮

4π

DT
r (Ω

′) · Γ(Ω′,Ω) ·D∗
r(Ω) P(Ω

′,Ω) dΩ′dΩ
∥

∥

∥

∥

∫∫

4π

Γ(Ω′,Ω) P(Ω′,Ω) dΩ′dΩ

∥

∥

∥

∥

F









. (4.24)

To the extent of our knowledge, this is the first time a compact expression for calculation

of MED in correlated environments is derived. We further can show that there is a
straightforward relation between the MEG and MED matrices. Regardless of properties

of the multipath environments, the two forgoing metrics are linked through

M
G
= etot ·MD

. (4.25)

This clearly demonstrates that MED has precisely the same functional dependence on

polarisation matrix as MEG.

4.6 Spatial Correlations

Thus far, we have been solely concerned with the diagonal entries of the normalised

terminated covariance matrix. The reason is we have been only interested in the average
received power at each port. This gives rise to a question as what the off-diagonal entries

would associate with. This question is of particular interest within the frame of the current
section wherein we investigate the spatial correlation.

Spatial correlation is a measure to quantify the amount of similarities between signals
at the ports of a multiport antenna in a multipath environment. In the modern wireless

7 This has been clarified in Section 2.3.3 on page 14.
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communication systems, where the spatial signature of the signals across ports are used

for an efficient communication, the spatial correlation plays a substantial role. In this
respect, the less the spatial correlation, the better the system performance. For instance,

in a diversity multiport antenna, if the fading properties of signals across different ports
are dissimilar, the probability that signals available at different ports fall in fade simul-

taneously is negligible. Therefore, an intelligent combination of signals at different ports
will conquer the fading problem to a considerable extent.

With this foreword, let us now turn our attention to the covariance matrix. The off-
diagonal entries in the terminated covariance matrix is indeed a measure of similarities

between the received signals at different ports. When normalised properly, they represent
the complex correlation coefficients. Normally, the phases of the foregoing coefficients

are insignificant in comparison with their amplitude. Therefore, the absolute values of
complex correlation coefficients are mostly regarded, which are henceforth referred to as

correlations denoted by ρ.

Consider the ith and jth ports of an n-port antenna system. The normalised termi-

nated covariance of this system has already been investigated and shown by Crn. Let us
denote the ith-jth entry of this matrix by cij. Thus, the correlation between the received

signals at these two ports is obtained by [27, Equation (2.5)]

ρij =
|cij|√
cii · cjj

. (4.26)

We dedicated a sufficient time for study of the normalised terminated covariance matrix

which plays a central role in the calculation of correlations. In addition to the above anal-
ysis, we derived the normalised terminated covariance matrix based on the open-circuit

embedded far-field pattern matrix in [45]. The two analyses as a whole are remarkably
similar yet complementary to each other. Furthermore, in [Paper B] we offer a more gen-

eral compact formula for calculation of correlations including the influence of excitation

schemes.

4.7 Covariance in Terms of Network Parameters

Throughout the preceding sections, we have convinced ourselves about how significant

the role of the covariance matrix is in performance evaluation of a multiport antenna
system. When the separation between the radiation elements –in terms of the operat-

ing wavelength– becomes considerable, the off-diagonal entries of the covariance matrix
vanishes. In this condition, the bulk of overall performance is achieved through the di-

agonal entries which are indicators of the corresponding MEGs. In contrast, as soon as
the distances between radiation elements shrink, e.g., in compact array antennas, the role

of off-diagonal entries becomes appreciable. Remember that the covariance matrix in a

multiport antenna system to some extent also indicates the amount of pattern diversity
between its radiating elements. Since the embedded pattern matrix, in the presence of

coupling, depends on the terminating impedances at other ports too, many studies have
been performed to simplify the evaluation of the covariance matrix without resorting to

embedded far-field pattern measurements. The latter is fairly costly and in principle a



40 Performance Metrics in Multipath Environments

tedious task. Another useful way to alleviate the burden is via the input network param-

eters. Limited to lossless structures in isotropic multipath environments, researchers have
presented some remarkably useful formulas rendering, for instance, correlations in terms

of the input network parameters [46]-[48]. In this section, we clarify some points on usage
limitation of the aforementioned formulas. The pattern overlap matrix of the terminal,

which shall be defined in a moment, plays a central role in this part. We dedicate a suffi-
cient regard to clarify the link between the pattern overlap matrix and the input network

parameters. Within this frame, an overview of an important class of multiport antennas
known as minimum scattering antennas is provided.

4.7.1 Antenna Pattern Overlap Matrix

Consider a lossless multiport antenna which is excited by some arbitrary voltage sources.
We can find the total radiated power by this structure in two ways. Firstly, by virtue

of its input network parameters and the associated electric currents across its ports, ī.
And, secondly, through the embedded far-field patterns similar to what we used in Section

2.3.3. Using the first approach, under the reciprocity constraint, i.e., Z = ZT , the radiated
power becomes

Prad =
1

2
ī† · ℜ[Z] · ī . (4.27)

On the other hand, we can alternatively use the embedded far-field pattern matrix to
obtain8

Prad =
1

2
ī† ·
(

1

η

∮

4π

GT ·G∗ dΩ

)

· ī . (4.28)

The expression within the parentheses in (4.28) is referred to as pattern overlap matrix
denoted by C [26],[49].9 The symmetrical forms of equations (4.27) and (4.28) can mis-

leadingly result in the apparent equivalence of ℜ[Z] and C, which is solely credible under
certain conditions. Indeed, if and only if the pattern overlap matrix is a real matrix, the

equivalence in (4.27) and (4.28) leads to the equivalence of ℜ[Z] and C, which is not always
necessarily the case. Hence, having lossless structure is, in effect, a necessary constraint

for the aforementioned equivalence, but not sufficient. This fact was not dedicated the
proper regard in the original work on this subject [46]. To the best of our knowledge, as

of yet the nature of the sufficient condition for the foregoing equivalence is not precisely

known. Nevertheless, as stressed in [40], for a class of multiport antennas known as mini-
mum scattering antennas, the resistive part of the input impedance matrix approximates

the pattern overlap matrix [50], [51].10

4.8 Minimum Scattering Antennas

In general, different antennas might be considered as equivalent so long as they present an

identical far-field pattern. However, antennas with identical amplitude and phase patterns
can differ in a manner and extent to which they respond to an incident wave, i.e., the way

8 Refer to Equation (2.13) to see how we have come to this expression.
9 This definition belongs to [Paper B], which is slightly different from its original definition.

10 Refer to [Paper B, Equation (8)].
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they scatter. In this section, we are concerned about a group of antennas with certain

scattering property. A mulitport minimum scattering antenna is defined in principle by
the property that such an antenna becomes invisible when its ports are open-circuited

[50].

From scattering point of view, for a large class of antennas the scattered power is

usually greater than the absorbed power. However, in minimum scattering antennas
the scattered and the absorbed powers are equal. To elaborate it more, for a multiport

minimum scattering antenna, the power which reaches to its open-circuited ports will
be reflected back into the antenna and reradiated in a manner which approximates the

reflection that would have occurred in the absence of any antenna.

Let us have a closer look from a circuit point of view. Consider the Thevenin equivalent

circuit of an antenna. Under lossless constraint, the radiation resistance can be used to
find the total radiated power of the antenna. The same holds for the case of a multiport

antenna. In contrast, in receive-mode, the power dissipated on the radiation resistance is
normally attributed to the scattered power by the antenna [30, page 76]. As an important

point, the latter is solely credible under presumption of a minimum scattering antenna
or those types of antennas which approximate them to a considerable extent. Therefore,

if the total power scattered by an antenna system in receive-mode can be represented by

the power dissipated on the radiation resistance, then this antenna system approximates
minimum scattering antennas.

Now a question arises as how one can determine the total scattered power by an
antenna system having the equivalent circuit model of it. This was answered by the

author in [52]. In short, the total scattered power by an antenna is generally its open-
circuit scattered power plus the terminated scattered power which is dissipated on its

radiation resistance by the induced electric current over it. This similarly holds for the
case of multiport antennas.

Based on [53, page 223] and [54], many lossless single-mode antennas approximate the
minimum scattering antennas. To give some examples of antennas which approximate

minimum scattering antennas, we use two lossless antennas. First, two cross-dipoles with
an angle of α between them. Secondly, two parallel horizontal dipoles at certain height

above a perfect electric conductor (PEC). These two-port antennas are single-mode. The
equivalence of ℜ[Z] and C is demonstrated in Figs. 4.1(a) and 4.1(b) where the method of

moments has been used to obtain the embedded far-field pattern and the input network
parameters [30, Section 8.4]. Note that due to some numerical inaccuracy, C is not

precisely a real matrix. Thus, its entries denoted by cij are the corresponding amplitudes.
We acknowledge that the imaginary components of entries in C are relatively negligible

compared to the corresponding real parts. The agreement between the two sets of results

are brilliant in both cases. An interesting example of non-minimum scattering antennas
for which the stated equivalence does hold is an array of normal mode helices shown by

[55]. This was anticipated previously in [54].

Let us concentrate again on isotropic multipath environments. For multiport antennas

which comply with [Paper B, Equation (8)], the normalised terminated covariance matrix
can be alternatively given by
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Figure 4.1: Comparison between ℜ[Z] and C for (a) two lossless cross dipoles with an angle
of α between them, and (b) two horizontal parallel dipoles above a PEC plane at
h = 0.15λ◦ height, with element separation d. (λ◦ = 0.3 m)
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Crn = 2 ℜ[Zr]−
1

2 Zr(Z+ Zr)
−1 ℜ[Z] (Z+ Zr)

−1†Z†
r ℜ[Zr]−

1

2 . (4.29)

Note that the above expression depends only upon the input network parameters.11 It

is rewarding since the measurement of input network parameters is far easier than the
associated embedded far-field patterns. Indeed, this expression is central for our analyses

in [Paper B].

4.9 Summary

The main concern of this chapter has been to provide analytical expressions for some
crucial gauges in multiport antenna systems. These performance metrics are the MEGs,

MEDs, and the spatial correlations between signals at different ports. The origin of these
parameters is the received signal covariance matrix. Thus, this chapter for the most part

has discussed the covariance matrix in different multipath environments. The open-circuit
covariance matrix plays an essential role in this discussion. For the first time, two closed-

form expressions for the MEG and MED in correlated multipath environments have been
derived. We clearly show that both of these metrics have precisely the same functional

dependency upon the polarisation matrix. The spatial correlation has also been shortly
treated. We highlight the conditions upon which the covariance matrix as a whole can

be expressed in terms of the input network parameters. As noted earlier, these compact
formulas are most likely solely valid in a rich isotropic multipath environments.12 Later in

Chapter 6, we will discuss about how one can simulate the spatial correlation in non-rich

multipath environments.

11 This expression can be compared with that of (4.16) in isotropic multipath environments.
12 To read more about rich multipath environments, refer to Section 6.5 on page 64.
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Chapter 5
Multiport Antennas in a Cascaded RF Chain

Up to now, we have shown the significance of total embedded element efficiencies in
overall performance of multiport antennas. It has also been cleared that the total

embedded element efficiency has a persistent and effectual role in MEGs, and in this
way directly affects the received SNRs in a wireless receiver system. In addition, recall

that based on the discussion presented in Chapter 2, in the absence of ohmic losses the

multiport matching efficiency equals the total embedded element efficiency. The salient
feature of multiport matching efficiency is that it can be calculated solely through the

input network parameters. This property makes its measurement practically more conve-
nient. That aside, in modern multiport wireless systems, rarely can one find a multiport

antenna connected directly to the receiver ports. Instead, antennas are integrated with
the receiver through a chain of RF cascaded networks. For instance, dependent on appli-

cations, a cascaded network can be an uncoupled matching network, or a Butler network
which is used for beamforming purposes. Therefore, it is a privilege to be able to calculate

the multiport matching efficiencies in the presence of an arbitrary number of cascaded
networks. In this chapter, we limit ourselves to multiport matching efficiencies associated

with single-port excitation schemes.1 We first present a brief overview of the case in which
we have one cascaded network and then elaborate how we can extend it to the case of an

arbitrary number of cascaded networks.

5.1 Radiation Efficiency at a Cascaded Network

Multiport matching efficiency has been introduced in [Paper A] wherein a compact formula
for its evaluation is provided. Later, in [Paper C], a compact formula for the aforemen-

tioned parameter in the presence of a cascaded network has been presented. In this
section, we quickly review the procedure followed in this reference and try to recast the

multiport matching efficiency based on the notations used in the frame of our thesis.
Figure 5.1 shows the circuit model of a multiport antenna system, connected to the

receiver through an arbitrary cascaded network. The precise description of the subma-
trices in Sant is given in [Paper C]. Even so, in brevity, Sb, Sc and Sd are associated with

the radiation ports and are functions of the angular direction.2 Conversely, Sa is the

1 To know more about this limitation refer to [56].
2 To read more about these submatrices also refer to [57] and [58].
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Source
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[

S11 S12

S21 S22

]

Sant =

[

Sa Sb

Sc Sd

]

Figure 5.1: Microwave circuit model of a multiport antenna system connected to the re-
ceiver through an arbitrary cascaded network.

input port scattering matrix of the multiport antenna system independent of the angular
direction. Moreover, Sm contains four n × n submatrices as reflection and transmission

matrices at its both sides.

The source transmission matrix, Ts, relates the voltage vectors at the source to the
incident waves at the input of the cascaded network as

ām = Ts · ās . (5.1)

Similarly, the cascaded network’s transmission matrix, Tc, is given by

āa = Tc · ām . (5.2)

The reflection matrices Γs, Γ1 and Γ2 shown in Fig. 5.1 are calculated through [Paper C,

Equation (6)]:

Γs = (Zs + Z◦)
−1(Zs − Z◦) ,

Γ1 = S11 + S12Sa(I− S22Sa)
−1S21 ,

Γ2 = S22 + S21Γs(I− S11Γs)
−1S12 .

(5.3)

The input power to the cascaded network, Pin, and the antenna system, Pacc, can be

respectively achieved by

Pin = ā†m
(

I− Γ1
†Γ1

)

ām ,

Pacc = ā†a
(

I− Sa
†Sa
)

āa .

The source transmission matrix, Ts, has been provided in [Paper C, Equations (3)-(4)]. By
some network theory manipulations, we can obtain the cascaded network’s transmission

matrix to be

Tc = (I− S22Sa)
−1 S21 . (5.4)

The total transmission matrix, Tt, relating the incident waves at the antenna ports to the
source voltages is

Tt = Tc ·Ts . (5.5)
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The maximum available power from the sources equals the input power to the cascaded

network under matched conjugate condition, i.e., Γ1 = Γ
†
s.3 The source transmission

matrix associated with the maximum power transfer is denoted by Tm which has been

provided in [Paper C, Equations (3)-(4)]. Now, we have all primary ingredients in access to
establish an analytical expression for the multiport matching efficiency. For this purpose,

let us limit ourselves to single-port excitation schemes, which can be stack in a matrix
form, say, an identity matrix, In×n. Upon this presumption, for the diagonal multiport

matching efficiency matrix, emp, we have

emp = diag
[

Tm
† (I− ΓsΓs

†)Tm

]−1 · diag
[

Tt
† (I− Sa

†Sa
)

Tt

]

. (5.6)

The entries of the above diagonal matrix are the corresponding multiport matching effi-
ciencies at the ports. It is rewarding to note that the first part of the above expression

is solely dependent on the source impedance matrix. On the other hand, the only term
in (5.6) which is affected by the properties of the cascaded network is Tt. Consequently,

whether we have one or several cascaded networks, as long as the corresponding total
transmission matrix is available, we can find the multiport matching efficiency matrix.

5.2 An Analysis for Cascaded Networks

In the preceding section, it has been clarified that the total transmission matrix inherently
contains the influence of the cascaded networks upon multiport matching efficiency. In the

current section, our main concern is to achieve the total scattering matrix of an arbitrary
number of known cascaded multiport networks. Let us assume that we have N arbitrary

cascaded n-port networks. A cut of three subsequent units of them is shown in Fig. 5.2.
The networks are labelled from left to right as (l − 1), l, and (l + 1). Let us define the

transmission matrix over the lth cascaded network by Tl. That is,

āl+1 = Tl āl . (5.7)

By virtue of the network theory, it is quite straightforward to show that this transmission
matrix reads

Tl = (I− Sl22Γl+1)
−1 Sl21 (l = N,N − 1, . . . , 1) , (5.8)

in which submatrices associated with the lth network are designated by superscript l. The

expression in (5.8) clearly shows that the transmission matrix, as defined in (5.7) over
each network, depends only on its scattering parameters as well as the reflection matrix

at the input ports of the next cascaded network [59]. This is quite general.

To achieve the total transmission matrix, we start from the Nth cascaded network
which is connected to the multiport antenna system with a known reflection matrix as

Sa. Then, use the associated expression in (5.8) to obtain TN . At this moment, in
order to achieve TN−1, one needs the reflection matrix ΓN . To find a recursive analytical

3 For more information on maximum available power from a source, refer to Section 2.1 on page 9.
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Figure 5.2: Microwave circuit model of three consecutive cascaded networks.

expression for evaluation of the reflection matrix, we pursue a tantamount path as we
have gone through for Tl to arrive at

Γl = Sl11 + Sl12 Γl+1 Tl (l = N,N − 1, . . . , 1) . (5.9)

Recall that ΓN+1 = Sa. This process of evaluating the transmission and reflection matrices

continues to eventually yield the first cascaded network’s transmission matrix. Now, the
total transmission matrix of the whole system becomes

Tt = TN · · · T2 T1 Ts (5.10)

with Ts as given in [Paper C, Equations (3)-(4)]. Inserting the above Tt in (5.6) yields

the corresponding multiport matching efficiency matrix in the presence of N cascaded
microwave networks.

5.3 Scattering Matrix of Cascaded Networks

Calculation of the total network parameters for some cascaded networks is an important

discipline in almost all microwave engineering books [59], [60]. Indeed, introduction of the
ABCD matrix4 has been more due to the convenience it renders for the aforementioned

issue [60]. That is, the ABCD matrix of a cascaded connection of different networks

can be easily found by multiplying their individual ABCD matrices. For cases of two-port
networks a table of conversion between network parameters is available e.g., see [60, Table

4.2]. When it comes to cascaded networks, engineers are recommended to first convert
the available parameters to ABCD ones, and then evaluate their total ABCD matrix.

Thereafter, the ABCD matrix can be converted to any desired network parameters like
S-matrix. Nevertheless, things might be more troublesome when the number of ports

exceeds two. In this section, we seek an approach whereby we can calculate the total
S-matrix of a chain of cascaded networks for an arbitrarily large number of ports, n.

4 It is also known as Transmission Matrix [60, page 183]. This terminology has a different use here.
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To this end, we must recall that any n-port network can be described by its S-matrix,

S, containing four submatrices

S2n×2n =

[

R11 (n×n) T12 (n×n)
T21 (n×n) R22 (n×n)

]

. (5.11)

The reflection matrices at both sides of this network are designated by R11 and R22, while
the transmission matrices are shown by T12 and T21. Based on the discussion in Section

5.2, the two submatrices R11 and T21 can be obtained by starting from the second side of
the cascaded network (l = N) and calculating reflections and transmissions step-by-step

towards the first side of the cascaded networks (l = 1). One should recall that the S-
matrix is defined based on the matched terminated networks. That means, ΓN+1 in (5.9)

is a zero submatrix, i.e., ΓN+1 = 0. By virtue of (5.8) and (5.9) and pursuing the same

recursive procedure as described before, we achieve TN , ΓN , TN−1, ΓN−1, . . . , T1, and
finally Γ1. Equating the corresponding terms from (5.11), we arrive at

R11 = Γ1 ,

T21 = TN · · · T2 T1 .

(5.12)

To achieve two further submatrices, we have to follow the same way as we derived (5.8)

and (5.9). For this time, we need to start from the first side (l = 1) and step-by-step
calculate the single-block transmission and reflection matrices towards the second side

(l = N). To distinguish between these submatrices from the previous ones, we use a
prime superscript. The corresponding reflection matrices are shown in Fig. 5.2. For

transmission matrices in this case, we have

āl−1 = T′
l āl (l = 1, 2, . . . , N) . (5.13)

Similar to what we saw earlier, for (l = 1), the definition of the S-parameters requires the
initial reflection matrix to be Γ◦ = 0. To obtain other desired matrices we make use of

T′
l = (I− Sl11Γ

′
l−1)

−1 Sl12 (l = 1, 2, . . . , N) , (5.14)

and also,
Γ′
l = Sl22 + Sl21 Γl−1 T′

l (l = 1, 2, . . . , N) . (5.15)

When all desired matrices are known, equating the corresponding terms from (5.11) will
lead to

R22 = Γ′
N ,

T12 = T′
1 · · · T′

N−1 T′
N .

(5.16)

Therefore, in case there are two or more cascaded n-port networks between the multiport

antenna and the receiver system, the above procedure can be used to find the total S-
matrix of the whole cascaded chain. Now, if the multiport matching efficiencies of the

complete system are desired, the expression in (5.6) or equivalently in [Paper C, Equation

(13)] should be used. The next section is dedicated to highlighting the effects of cascaded

networks over the received signals’ covariance matrix.
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5.4 Covariance in a Cascaded RF Chain

The effects of a cascaded microwave network upon the received covariance matrix has

been studied first in [47]. In [Paper D], we have dealt with a similar concept slightly
differently. However, based on the discussion presented in Section 5.3, we are able to

extend the available formulations for cases of an arbitrary number of cascaded networks.
For the sake of completeness, we ought to briefly review the derivations.

For this purpose, a receiver multiport antenna system in the presence of a cascaded
network is shown in Fig. 5.3. The voltage vector at the antenna ports is denoted by v̄r.

In contrast, at the receiver ports it is shown by v̄l. In Chapter 3, we studied the received
voltage signals extensively. In particular, analytical expressions have been provided in this

chapter for received signals in multipath environments of zero-mean complex Gaussian

incoming EM waves. Our primary concern here is to relate v̄r and v̄l. The details of the
derivation have been provided to a point of satisfaction in [Paper D, Section 3], and is

beyond our patience in the present chapter. However, the outcome is as follows [Paper D,

Equation (16)-(17)]

v̄l = Q v̄r , (5.17)

in which

Q = (I+ Sl) (I− S22Sl)
−1 S21 (I+Rin)

−1 , (5.18)

and for Rin,
Rin = S11 + S21 Sl (I− S22Sl)

−1 S21 . (5.19)

The covariance matrix in volts square for the received voltage at the receiver is

E[v̄lv̄
†
l ] = Q E[v̄rv̄

†
r ] Q

† . (5.20)

The term E[v̄rv̄
†
r] has been examined thoroughly in Section 4.3. It is important to stress

that the covariance matrix at the ports of a multiport antenna can depend on the ter-

minating impedances seen at its ports. This highlights a need for calculation of the
corresponding impedance matrix through the available known parameters. This is most

conveniently given by Rin in (5.19) through [Paper D, Equation(18)]

Zr = Z◦ (I−Rin)
−1(I+Rin) . (5.21)

Now, if the MEGs at the ports of the receiver are desired, the diagonal entries in (5.20)

should be normalised by the suitable reference power. For instance, for a general case
of correlated multipath environments, one can use (4.4) as the reference power. It is

worthwhile noting that in the presence of N cascaded networks, we can pursue the eval-
uation of the total covariance matrix as follows. First, we calculate the total S-matrix

whose calculation was detailed in the preceding section. Then, we use equations (5.17) -

(5.20) and the further useful expressions from Section 4.3. This suggests that we might
consider the whole chain of cascaded networks and the multiport antenna –all together–

the multiport antenna system. This consideration makes things far more favourable to
treat. The interested reader can compare the formulas presented in this chapter to their

original counterparts in [47, Section IV].
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Figure 5.3: Receiver system’s circuit model in the presence of a middle cascaded microwave
network.

5.5 A Practical Example of Beamforming

As an example of a cascaded network, let us use an ideal Butler network whose network

parameters are well documented [61]. A case of such an example is provided in [Paper C]. In
this paper, correlations and total embedded element efficiencies at the ports of four lossless

monopoles above a PEC plane are calculated. Likewise, let us examine similar results for
a case of four horizontal lossless dipoles (4HD) at certain height above a PEC plane in the

presence of a cascaded Butler network. Fig. 5.4 illustrates the schematic of this multiport
antenna, wherein h = 0.15λ◦ (λ◦ ≈ 0.3m). The network parameters of this structure have

been achieved by the moment method [30, Section 8.4]. The S-parameters of the ideal
Butler network are also known as given by [Paper C, Equation (14)]. For simplicity, let

us restrict ourselves to isotropic multipath environments and a single-port ideal reference

antenna. Using the expressions provided in the preceding section, the normalised received
signals’ covariance matrix at the ports of the Butler network becomes [Paper C, Equation

(16)]

Crn = I− Γ†
mΓm , (5.22)

in which5

Γm = T Sa TT . (5.23)

It is interesting to derive the same expression from some independent formulas provided
in [47, Section IV]. To this end, we shall slightly modify the notation utilised by [47] in

the current section to be in harmony with those chosen in this thesis.6 Based on [47,

Equation (19)-(20)], if we denote the normalised covariance matrix at antenna ports by
Can , the normalised covariance matrix at receiver ports, Cmn , becomes7

Cmn
= Q′ Can Q′† (5.24)

wherein,

Q′ , (I+ Sl)(I− S22Sl)
−1S21(I− SaΓin)

−1 (5.25)

5 The subindex m indicates the input ports of the middle Butler network, referred to as beam ports.
6 Note that matrices are denoted by a double-bar sign in the original paper.
7 Referring to the original text, we have replaced Rs by Crn , Γin by Rin, Ss by Sa, and Q by Q′.
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Figure 5.4: Four equidistant horizontal dipoles at a certain height above a PEC plane.

in which the multiport antenna’s S-matrix is denoted by Sa and the receiver’s reflection

matrix by Sl. The remainders belong to the microwave middle network as shown in Fig.
5.3. Referring to the aforementioned Butler example, the receiver impedances as well as

both sides of the Butler network are all assumed to be matched to the transmission line

characteristic impedances. That is, Sl = S11 = S22 = 0. Substituting the corresponding
terms in [47, Equation (4)], we obtain no reflection at the first side of the Butler network,

Rin = 0. In addition to that, substituting the necessary parameters in (5.25) leads to
Q′ = S21. Moreover, Can in (5.24) can be replaced by [47, Equation (31)]. Therefore, the

covariance matrix at the receiver ports becomes

Cmn
= S21(I− SaSa

†)S21
†

= I− S21SaSa
†S21

†

= I− S21SaS12S12
†Sa

†S21
†

= I− ΓmΓm
† , (5.26)

where we defined
Γm , S21SaS12 .

Recalling that S21 = T and S12 = TT , the expressions in (5.26) and (5.22) become identi-

cal demonstrating the equivalence of the corresponding formulas.

Let us now study the total embedded element efficiencies as well as the correlations for this
sample multiport antenna. Based on the resultant covariance matrix in (5.26), the total

embedded element efficiencies for the 4HD antennas shown in Fig. 5.4 can be obtained.
Fig. 5.5 illustrates the total embedded element efficiencies at the antenna and the receiver

ports which are connected by the ideal Butler network. Note that the element separation
is d = 0.2λ◦ at λ◦ ≈ 0.3 m. Evidently, the differences between the internal and lateral

ports’ efficiencies are more considerable at the receiver ports. Furthermore, there are
slight discrepancies between the resonance frequencies associated with different ports.

But, all in all, the arithmetic mean value of them at the receiver and the antenna ports
are similar. In a tantamount way, the corresponding correlations8 between different ports

can be achieved which are shown in Fig. 5.6. As mentioned earlier, these correlations

are associated with a rich isotropic multipath environment.9 In addition to the results in

8 Recall that ‘correlation’ here refers to the absolute value of complex correlation.
9 For more information on properties of this multipath environment, refer to Section 3.8.2 on page 25.
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Figure 5.5: Total embedded element radiation efficiencies versus frequency at the antenna and
receiver ports for four horizontal dipoles above a PEC plane.

[Paper C], once more it is observed that the corresponding correlations are different at the

receiver and the antenna ports.

5.6 Summary

This chapter deals with a closed-form formula for the multiport matching efficiency in
the presence of an arbitrary large number of cascaded networks. The closed-form formula

presented here is a complementary to that of [Paper C, Equation (13)]. We have described
an algorithm for calculation of total S-matrix of any arbitrary number of cascaded net-

works. Later, we show how one can incorporate the foregoing materials to find the total
covariance matrix in the presence of these arbitrary cascaded networks. The latter is

an alternative method to the one prevalent in the literature for calculation of the total
covariance matrix. An example has been provided for better illustration of the matter.

This example is in harmony with the one presented in [Paper C, Section 3].
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Figure 5.6: Magnitude of the complex correlations for four horizontal dipoles above a PEC
plane.



Chapter 6
Simulation of Multipath Environments

The current chapter is dedicated to the description of the way we simulate the received

signals at the ports of a multiport antenna in a multipath environment. Based on
the formulas developed in the preceding chapters, the received signal depends on the

EM characteristics of the antenna structure, e.g., input impedance matrix, terminating
impedances, embedded element patterns etc., and the incoming EM waves’ properties.

Therefore, in order to simulate the received signals, one first needs to emulate a multipath
scenario in which random incoming waves of different polarisations are incident on an

antenna structure. The latter is one of the primary aims of this chapter where we elaborate
how to emulate a multipath environment. Upon simulating the random received signals at

different antenna ports, we can further calculate different performance metrics introduced
in Chapter 4. This helps to study the convergence of covariance matrix which was not

addressed in the former chapters. Likewise, diversity gain is another major concern of this
chapter. To describe more, in a multipath environment, the received random signals at the

antenna ports can be combined by any arbitrary combining scheme. Under the presumed
circumstance, by virtue of the received signals’ cumulative probability density functions

(CDFs)1 and that of the combined one, the diversity gain of the multiport antenna can

be calculated. A brief review of different ways for calculation of diversity gain is also
provided.

6.1 Emulation of a Multipath Scenario

In order to realise a multipath scenario, one needs to first determine the direction of arrival
of the incoming EM waves. This has been already referred to as AoA and denoted by solid

angle Ω. Recall that in the spherical coordinate system, which serves our purpose best,
Ω is represented by its latitude θ and longitude ψ angles, respectively. In Section 3.8.1

on page 24, some prevalent models were introduced for θ coordinate. With a slight
modification, similar models can be applied equally to ψ coordinate too. This shall be

cleared soon. Now the question is upon presumption of a distribution function, how one

can realise random samples of this distribution. Let us start for a simple case of uniform
multipath environment.

1 This is also referred to as probability distribution function in contrast to probability density function.

55
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6.1.1 Realisation of Uniform AoA

For the uniform distribution of AoA over the far-field sphere, it can be shown that the joint

probability density function (PDF) of random variables θ and ψ is sinusoidal [39, Problem
4.6.1]. If the two random variables are presumably independent, a uniform distribution of

ψ ∈ [0, 2π], i.e., Pψ = 1/2π, necessitates a sinusoidal distribution of θ ∈ [0, π]. In general,
if the CDF of a variable denoted by F is an invertible function, the inverse transform

technique will be an efficient choice [39, Section 4-11]. In this method, first a uniform
random variable is produced within the interval [0, 1], and then these random samples

are exposed to the inverse distribution function F−1. The resultant random samples
when scaled for the required range will have the desired distribution function within the

preferred domain. In the frame of this thesis, to realise uniform random samples of AoA,
we first create samples for ψ uniformly over the range [0, 2π]. Later, using the inverse

transform technique as described, we create random samples for θ having a sinusoidal
PDF function in the interval [0, π]. By these components, the distribution of Ω(θ, ψ)

becomes uniform over the far-field sphere.

6.1.2 Realisation of Nonuniform AoA

The probability density function for the two constituents of random Ω is known for a

uniform distribution. However, when it comes to nonuniform AoA distribution over the
far-field sphere, things may not be as simple as before. The probability density functions

of some renowned nonuniform multipath environments have been provided in Section
3.8.1. It is worth mentioning that the inverse transform technique described above is

conceptually an easy technique, but from a practical standpoint it has some drawbacks.
For instance, for the continuous functions, as is the case here, it is required to know

or calculate the inverse distribution function F−1, which is not always a simple task.
This problem forces us to seek an alternative method for sample realisation from the

aforementioned functions given in Section 3.8.1. For this purpose, a suitable choice for
us could be the rejection method [39, page 123]. In this method, in order to realise a

sample from a given density function, we need an independent pair of samples from a

uniform and a known density function. Within the frame of this thesis, we have used the
sinusoidal density function achieved from the inverse technique as our secondary density

function. In this case, there must exist a coefficient a ∈ R such that P(θ) ≤ a sin(θ).2 If
the created pair of random samples satisfy a certain condition3, the corresponding sample

from sinusoidal function has the required density function P and is thus accepted. If the
stated condition is not met, the selected pair of random samples should be discarded.

And, the process is iterated until the desired condition is satisfied. This technique has
been used to create results in [Paper B, Figure 3].4

2
R denotes the real numbers.

3 This condition is provided in [39, page 124]. Assume that samples (U, θ) are the independent pair
of samples from uniform and sinusoidal density functions. Now if the condition a U sin(θ) ≤ P(θ) holds,
then θ has the density function P.

4 Also, the same technique was used for simulations in [44, Figure 4].
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6.1.3 Realisation of Random EM Waves

In Section 3.8.2, a fair description has been provided in which we reasoned that using
complex Gaussian random incoming EM waves is presumably a suitable option. We have

used a Marsaglia’s Ziggurat algorithm, which is a rejection sampling algorithm available

in MATLAB, to realise random samples.
Bear in mind that for both polarisations, i.e., θ and ψ polarisations, we need to

realise random samples. If the random incoming waves from the two polarisations are
uncorrelated, we simply create two independent sets of samples commonly with identical

variances. If we wish to create correlated samples for the two polarisations, we can follow
the same approach as described in [Paper E].5 Furthermore, if the incoming waves should

comply with certain XPR, it is sufficient to weight the realised sets of random samples
according to this parameter.

6.2 Random Received Signals

Antennas in multipath environments are exposed to several incoming EM plane waves of
certain polarisation. These incident waves give rise to voltage signals at different ports

of the antennas which may vary fast with respect to frequency, space and time. It is of
importance to note that the time dependency meant here is irrelevant to time harmonic

nature of the incoming EM waves. The latter is already accounted for by postulation of
time-harmonic regime and virtue of phasor notation [28, Section 7.2].

Let us assume that there are K number of scatterers, presumably located in the
far-field region of the terminal, with certain distribution, moving around continuously.

Originating from each of these scatterers there comes an incident EM wave contributing
upon the voltage signal at the port of each radiation element. At a particular moment,

we take samples of the voltage signals available at different ports, which make the entries
in the first output voltage vectors, v̄r. To avoid any possible confusion between time and

space domains let us preferably attribute each sample of the voltage signals to a scenario.

Now in the second scenario, the same number of scatterers but with different positions
-of still the same distribution- are responsible for the new sets of EM waves which, in

turn, create our second set of voltage samples at the corresponding ports. This process of
realisations continues to eventually result in sufficient number of voltage samples at the

ports of a multiport antenna.
In Section 6.1, we described how we realise a multipath scenario. That is, first, we

randomly select the AoAs from which the random incoming EM waves are incident. Then,
we assign a random EM plane wave to each of these AoAs. It is evident that for each

polarisation, there is a random incoming EM wave. In parallel, the analysis developed
in Chapter 3 and in particular Equation (3.26) can be utilised which uses superposition

concept to hold for this particular purpose. Doing so, we can derive the equation governing
the relation between the K multiple incident waves and the received voltage sample at

each port as

v̄scr =
2λ

jη
Zr

K
∑

k=1

GT
r (Ωk) · Ēsc(Ωk) . (6.1)

5 For this purpose, just use two independent sets of samples exposed to [Paper E, Equation (2)].
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In (6.1), the superscript ‘sc’ stands as an identity tag to show to which scenario the ports’

sample voltage vector belongs. All parameters in (6.1) have been defined in Chapter 3.
For instance in an uncorrelated multipath environment, each incident wave presumably

comes from a certain scatterer, say k, from direction Ωk totally independent from those of
other scatterers in the same scenario. Should we denote the total number of scenarios by

Nsc, the results of simulations become Nsc number of entries in each port’s voltage vector.
The voltage vectors stand as samples of the received signals in the emulated multipath

environment. They are the major source of different gauges for performance assessment
of the affiliated multiport antenna. In what follows, we detail how to derive these criteria

from the voltage vectors. Yet, before moving towards them, we shall clarify the way we
normalise the received voltage vectors.

6.2.1 Normalisation of the Received Signals

Dependent on the number of the incident waves and their strength, the received power
can vary significantly. Thus, the average received power alone does not matter unless it

is properly normalised. To see how the multiport antenna under test performs against an
ideal antenna, we can again choose a dual-polarised dual-port isotropic ideal antenna, as

we did in Chapter 4 on page 29. This dual-port reference antenna is exposed to the same
scenarios and afterwards its received average power is used for normalisation purposes.

Despite the fact that in the simulation domain, we are able to conveniently choose any

arbitrary reference antenna as we wish, in practice, it is not possible. We stress that in
a particular case of a rich isotropic scattering environment, the shape of the pattern of a

radiation element is irrelevant to its performance [3, page 139], [62]. Therefore, as long as
it is compensated for the known total radiation efficiency of any antenna, it can be used

as a reference antenna.6 However, validity of the latter is strictly limited to rich isotropic
environments and should not be generalised to nonuniform cases.

6.3 Performance Metrics from Received Signals

In this short section, we briefly describe how we derive the desired performance metrics
from the received signal vectors. Let us first start with MEGs.

Note that choosing a dual-polarised dual-port ideal isotropic reference antenna is quite

useful for calculation of MEGs. We solely need to calculate the average received power
from the voltage signals over different scenarios. The ratio between the received average

power at each port and that of the reference antenna in the same multipath scenarios
yields the corresponding MEGs. For further description on this matter, the interested

reader may refer to Chapter 4.

In the foregoing chapter we also showed how one can calculate the correlation coef-

ficient from the random received voltage vectors. Nevertheless, concerning the spatial
correlation, we shall inject an important point. That is, one can also form the covariance

matrix from the associated received average power signals. From measurement point of

6 For different polarisations, we can use different antennas. But in an isotropic environment, like a
multipath scenario created in a reverberation chamber, a known single-polarised antenna is sufficient to
stand as a reference.
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view, the latter might be of more interest compared to the received voltage covariance

matrix. This is because measurement of the received average power is easier than the
received voltage signal. In this particular case, the amplitude of correlations between dif-

ferent average power signals is referred to as envelope correlation, ρe. It is known that in
a rich Rayleigh fading environment, the link between the correlation and the associated

envelope correlation is as7 [40]
ρeij ≈ |ρij |2 . (6.2)

In [63, Figure 1], it is shown that the relative error in this approximation does not exceed
3%. The above approach has been used for calculation of the correlation in [Paper C]-[Paper

D], and partly in [Paper B].

6.4 Calculation of Diversity Gain

Thanks to a rich literature in this field (e.g., [3], [40]), the concept of diversity gain

is already well established. Thus far, we have described how to simulate the received
signals across ports of a multiport antenna in a multipath environment. These signals

can be combined in a way to render a more desirable signal of significantly enhanced
fading properties.8 The combining can be realised in several ways having different levels

of complexity and performance [4, Section 7.2]. Among all available combining schemes,
we focus on selection combining (SC) and maximum ratio combining (MRC) ones. The

former is well-known for its simplicity in simulation whereas the latter is appealing mostly
due to its optimum performance.9

An important point concerning the diversity gain is that it lacks a unanimous defi-

nition among different research societies worldwide. For instance, while communication
engineers refer to the slope of bit error rate curves versus SNR as diversity gain, antenna

experts define different diversity gains based on the received signals’ CDF curves as well
as the diversity’s one. Of course, the former definition resides within the baseband frame

whereas the latter within the RF domain. In this thesis, we restrict ourselves to RF do-
main and look upon the diversity gain concept in this framework, wherein the array gain

is inherent.10

From antenna engineers’ point of view, apparent diversity gain (ADG) is specified as

the ratio between strengths of the diversity signal and the best received signal at a certain
level of their CDF curves [3], [40]. In the frame of this thesis, let us opt for 1% of CDF

curves for diversity gain calculation. To clarify the selected definition, we illustrate it
in Fig. 6.2 which goes for an arbitrary two-port antennas in an isotropic environment.

The maximum MEG of the two radiation elements, M
G
= −4 dB, is shown in the figure.

The correlation between the two radiation elements is ρ = 0.5. To realise the diversity

combining signal, the MRC scheme has been used. To attain the effective diversity gain

(EDG) in isotropic multipath environments we use [44]11

EDG =M
G
· ADG , (6.3)

7 To read more about it, please refer to [27, Chapter 2].
8 More information on fading signals can be found in [6, Chapter 2] and [4, Chapter 3].
9 From a practical standpoint, the equal-gain combining scheme seems to be the simplest.

10 The array gain was illustrated in Fig. 1.1 on page 5.
11 This definition is a modified version of its original counterpart in [64].
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Figure 6.1: Definitions of ADG and EDG based on the received signals’ CDF curves. The
symbolMG denotes the MEG of the best branch. SNRr stands for averaged received
SNR by the ideal dual-port reference antenna.

which is also valid in more general cases of nonuniform multipath environments compared

to the definition in [64]. Upon choosing a definition for ADG, the first question that

comes to mind is as, in an ideal circumstance, how much diversity gain can be achieved
by utilising multiport antennas. This curiosity has been already addressed. For the MRC

scheme, the answer has been shown in [65, Figure 7]. For both MRC and SC, the maximum
ADG have been given in [27, Table 1].

The main concern regarding the definition of the ADG at 1% level of the CDF curves

is its precise measurement. Due to inherent statistical nature of the received signals
in multipath environments, the corresponding CDF curves deviate from their converged

counterparts at 1% level. This necessitates a high number of measured samples, which is
unacceptably cumbersome if not impossible.

To find the sufficient number of realisation, Nsc, for this simulation approach, one
has to refer to [Paper E, Table I]. For instance, based on this table, in order to reach an

accuracy better than 0.25 dB, the number of realisations should exceed ten thousands
(Nsc > 104). In [Paper A] and [Paper C], the number of realisations used to calculate EDGs

exceeds Nsc > 106. Despite requiring a bulky burden of computation, this number of
realisations yields an accuracy better than 0.01 dB.

Having elaborated the simulation approach whereby diversity gain can be obtained,
we shall dedicate a few lines presenting a comparative study of a number of prevalent

ways for diversity gain calculation. To simplify this study, let us limit ourselves to two-
port antennas and the MRC scheme. Of course, the conclusions derived can be directly

generalised to any number of ports.
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6.4.1 Diversity Gain by Eigenvalue Method

It is already known that diversity gain of a multiport antenna in a rich multipath envi-
ronment depends on the spatial correlation as well as the MEGs of the antenna elements

[Paper E]. These two crucial parameters have been analysed in Chapter 4. The normalised

covariance matrix of the received signals can be also recast as12

Cr = Pref ·





M
G1

√

M
G1

·M
G2

· ρ
√

M
G1

·M
G2

· ρ M
G2



 (6.4)

in which M
G1,2

are the MEGs of the two radiation elements. Observe the symmetrical

nature of Cr, which shows the possibility to make an eigenvalue decomposition of it. That

is, Cr = QΛQT in which Q is presumably an orthonormal matrix whereas Λ is a diagonal
matrix whose entries are the eigenvalues of Cr.

13 There is a brilliant interpretation for the

above decomposition. Since different columns of Q are orthogonal, indeed, the eigenvalue
decomposition represents an alternative multiport system with no correlation between

them but normalised mean received powers of ξ1 and ξ2, the corresponding eigenvalues.
The foregoing equivalent system with no correlation renders the same diversity gain as

the original system [65]. The eigenvalues of Cr are simply given by

ξ1 =
1

2
Pref

(

M
G1

+M
G2

+
√

(M
G1

−M
G2
)2 − 4ρ2

)

ξ2 =
1

2
Pref

(

M
G1

+M
G2

−
√

(M
G1

−M
G2
)2 − 4ρ2

)

.

(6.5)

Now assume a two-port diversity system in a Rayleigh multipath environment, with no
correlation between them. The well-known Rayleigh PDF of each branch with the corre-

sponding mean received power is given by [4, Equation (7.5)]

Pm(γ) =
1

ξm
exp(− γ

ξm
) (m = 1, 2) . (6.6)

The moment generating function associated with the above PDF can be obtained as [4,
Equation (6.62)]

Mm(υ) =

∫ ∞

0

pm(γ) exp(jγυ) dγ =
1

1− jξmυ
. (6.7)

To achieve the PDF of the MRC combined signal we take the product of the two expo-

nential moment generating functions [4, page 214]:

MΣ(υ) = M1(υ) · M2(υ)

=
1

1− jξ1υ

1

1− jξ2υ

=
1

ξ1 − ξ2

(

ξ1
1− jξ1υ

− ξ2
1− jξ2υ

)

.

(6.8)

12 The index for correlation, ρ, is dropped for simplicity in appearance.
13 Distinguish between the Q defined here and that of the preceding chapter.
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Thus, the PDF of the MRC diversity signal, PΣ, becomes

PΣ(γ) =
1

2π

∫ ∞

0

MΣ(υ) exp(−jγυ) dυ

=
1

ξ1 − ξ2

(

exp(− γ

ξ1
)− exp(− γ

ξ2
)

)

.

(6.9)

Obtaining the corresponding CDF, FΣ, requires a simple integration:

FΣ(γ < x) =

∫ x

0

PΣ(γ) dγ

=
1

ξ1 − ξ2

[

ξ1

(

1− exp(− x

ξ1
)

)

− ξ2

(

1− exp(− x

ξ2
)

)]

.

(6.10)

The above expression is a two-port equivalence of a more general formula provided by [65,
Equation (33)]. Having the CDFs, we can numerically solve the point upon which they

reach their 1% level. Subsequently, the same point for either the best branch’s CDF (for
calculation of ADG) or the theoretical one (for EDG calculations) can be achieved. The

ratio of the former and the latter points yields the desired diversity metric. This method is
an elegant one which is computationally preferable with respect to the simulation approach

described earlier. However, bear in mind that in this approach the covariance matrix of
the multiport system is needed. Quite interestingly, in [56], it has been shown that the

available analytical formulas in the literature for calculation of the covariance matrix

are probably only credible in a rich multipath environment.14 This issue exerts some
limitations in usage of the above method for a general multipath case. As a final point, it

is worth mentioning that in [Paper F] we showed how one can measure the antenna pattern
overlap matrix. As demonstrated in [45], this metric plays an essential role in terminated

covariance matrix of the antenna and can be used for its calculation. Having the covariance
matrix, based on the above discussion, we can calculate the diversity gain accordingly. In

this way, one can considerably bypass the inaccuracy in the diversity gain measurements
due to the lack of sufficient number of independent samples in a reverberation chamber.

6.4.2 Diversity Gain by Principal Component Analysis

This numerical approach is based on the realisation of sufficient number of Rayleigh
random samples satisfying the required conditions. The principal component analysis

(PCA) can be used to create the desired random signals of the given correlations and
appropriate normalisations. The average weight of a random signal indicates its port’s

associated MEG. The correlations between a received signal and those at the other ports
present in turn its conjunction with them. Therefore, as long as the numerically created

random signals have Rayleigh distribution and present the same covariance matrix as the

original fading signals, they can represent them brilliantly. Depending on the computation
resources, the corresponding CDFs can be achieved to the desired preciseness.

14 As an example, see Equation (4.16) with C◦n
provided in (4.13).
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As an initial step toward creating the Rayleigh random variables, we need to create

independent samples of complex Gaussian random variables of zero mean and standard
deviation of unity. By now, this problem should be familiar which has been briefly yet

satisfactorily addressed in Section 6.1.3. After realising the required independent sets of
random samples, we can convert them to a new set of random samples complying with

the desired covariance matrix. To that end, two methods are more prevalent: the PCA

method and the Cholesky’s decomposition method. The former is a more stable one

whereas the latter can break down pretty easily depending on how stable the covariance
matrix is.15

The PCA method is based on the eigenvalue decomposition concept. Recall that
the covariance matrix can be recast as Cr = QΛQT, an n× n matrix. On the other

hand, presume a matrix Bn×Nsc
, whose rows are independent zero-mean complex Gaussian

random samples. Recall that index n stands for the number of the ports involved and Nsc

indicates the number of realised samples. Now the rows of matrix Xn×Nsc
, defined as

X = Q
√
Λ B , (6.11)

renders the n random vectors associated with the corresponding ports. Afterward, one

may use any arbitrary combining scheme to realise the diversity signal and later draw the
CDF curves in order to extract the corresponding diversity gains.

The above approach is highly beneficial for the cases wherein we have more radiation
elements. It is to some extent rigorous, easy to implement, and fairly fast. The accuracy

is likely dependent only on the computation resources and the time. As a reminder, in
[Paper E, Table 1], the relative errors for different numbers of samples are provided. In

principle, Nsc > 105 bestows sufficient accuracy.
Therefore, this approach is highly recommended for diversity gain measurements in

a reverberation chamber. Being restricted to isotropic environments, a reverberation

chamber is the fastest way to measure antenna efficiencies as well as correlations. As
said earlier, this measurement tool is limited to a finite number of independent samples

making it inefficient in accurate diversity gain measurements. Despite that, the reverber-
ation chamber presents quite acceptable accuracy in measurement of efficiency as well as

correlation compared to the diversity gain. Therefore, the current approach is advanta-
geous in calculation of diversity gain based on the covariance matrix obtained by these

measurement tools.
The main drawback with this scheme is that it requires further computation resources

compared to Eigenvalue method. Moreover, there might be some occasions in which PCA

method also breaks down. Under these circumstances, the calculated diversity gains are

not accurate.

6.4.3 Compact Formulas for Diversity Gain

To overcome the problem of calculation of diversity gain for two-port antennas, we have

devised a couple of compact formulas associated with SC and MRC combining schemes

[Paper E]. Among all the introduced methods, these compact formulas offer the fastest
ones. They are plainly simple and use the least computation resources. Of course, there is

15 http://www.risklatte.com/Articles, Principal Component Analysis and the Cholesky Decomposition.
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Figure 6.2: Apparent diversity gains of an Eleven antenna achieved by four different methods.

certain inaccuracy inherent in both these formulas. Furthermore, they are only available

for SC and MRC combining schemes.

To show a comparative study for calculation of diversity gain by these methods we

use an example. In this example, diversity gain of an Eleven antenna is studied. To read
more about the Eleven antenna, one can refer to [27, Section 4.3.1] or [66]. In brief, it is

a two-port wideband antenna which has been developed for use as a feed in future radio
telescopes. The embedded far-field patterns of this antenna were measured in Technical

University of Denmark with angular resolution of 1◦ × 1◦ in both θ and ψ. The diversity

gain of this multiport antenna in an isotropic multipath environment has been obtained
by all four presented methods. Fig. 6.2 illustrates the results. To achieve the associated

results, the number of incoming waves in each realisation and the total number of scenarios
were K = 200 and Nsc = 105, respectively. The outcomes are in agreement not only with

each other, but also with the reverberation chamber measurements provided in [27, Figure
4.2].

In general, for two-port antennas in a rich multipath environment, the compact for-
mulas present the best method for calculation of diversity gain. If the number of ports in

a multiport system exceeds two, the eigenvalue decomposition method is the most elegant
one. In this circumstance, the PCA method can also be used. This latter method might

be utilised with a proper caution though. However, the multipath simulation approach
elaborated earlier in this chapter is useful for circumstances in which we are concerned

about the number of incident waves in each scenario. No other method can be used for
this specific case, which is treated in the next section.

6.5 Antennas in Non-rich Multipath Environments

For several decades, the main concern of the multiport antenna engineers has been to

design antennas of negligible correlations. The common criterion upon which they eval-
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Figure 6.3: Configuration of six monopoles above an ideally large PEC plane.

uated their design has been the embedded pattern covariance matrix.16 If the multipath
environment has nonuniform AoA distribution and certain known polarisation matrix,

the expressions provided in Chapter 4 are useful to yield the corresponding correlations.

However, those expressions are most likely only credible in rich multipath environ-
ments. In general, the rich multipath is referred to those multipath environments wherein

the joint probability density function of the random received signals across the antenna
ports converges to its asymptotic state. It is a question of interest to know how many

number of independent incident waves are required to yield a converged covariance ma-
trix. In [67], we illustrate that this number, in principle, depends to a certain extent on

the properties of the multiport antennas. The foregoing concern created a trend in us to
look into the case further and possibly parameterise it as a new criterion. The expended

effort on this subject has led to the notion of richness threshold which was first coined in
[44].

Convergence in joint distribution function depends on convergence in the covariance

as well as the distribution of the received signals at the antenna ports. To simplify
our analysis, and more importantly to confine the richness threshold’s definition in the

antenna engineering area, we should presumably alleviate the dependency of convergence
upon distribution. For this purpose, we assume complex Gaussian random incoming EM

waves in each realisation. Under this constraint, convergence in joint probability density
function –and thus the threshold richness– only depends on convergence in covariance

matrix.

To parameterise how many independent random incoming waves are required to have
a converged covariance matrix, we need to rely on a single metric containing an overall

information about the covariance matrix. In this thesis, we preferred the diversity gain,
as perhaps the simplest performance metric. By this choice, the richness threshold is the

minimum number of independent incoming waves required to realise a converged diversity

gain. For further simplicity in determining the threshold at which we have convergence,
let us set the threshold level at the point wherein 90% (−0.5 dB) of the asymptotic diversity

gain value is realised.

To envision the concept of richness threshold, we make use of an example. In this

example we show how the richness parameter can be used as a further performance metric

to evaluate a multiport antenna. For this purpose, consider a case of six equidistant
lossless monopoles (6MP) in a hexagonal configuration over an infinite PEC plane. The

16 They may also use the pattern overlap matrix discussed in Section 4.7.1 on page 40, or in [45].
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Figure 6.4: Richness threshold at −0.5 dB versus element separation for six monopoles above
a PEC plane. (After [56])

terminations at the ports of these radiation elements are all 50 ohm. Like before, the
element separation is denoted by d. Due to the structural symmetry in this multiport

antenna, its S-matrix is circulant. It equivalently means that the covariance matrix of
this antenna can in general be represented by four independent parameters. We use this

fact to our advantage in illustration of the results. Figure 6.3 shows the configuration
of the structure under study in which the resonance frequency of each antenna element

is slightly more than f◦ = 1 GHz. We used the simulation approach described earlier in

this chapter to obtain the SC diversity gain versus the number of incident waves in each
realisation, K. We repeated the simulation for different element separations. For sufficient

accuracy in our simulations, a realisation number of Nsc = 106 was used. The results of
richness threshold values versus element separations in isotropic environment are plotted

in Fig. 6.4. These richness thresholds were calculated at −0.5 dB level from the diversity
gains’ asymptotic values. Based on this figure, for d > 0.1λ◦ (λ◦ = 0.3 m), the minimum

number of independent incident waves required to achieve 90% of the ultimate diversity
performance is 20 waves at the element separation d = 0.4λ◦. As mentioned earlier, at

the risk of oversimplifying the problem, the distribution of the incoming EM waves was
assumed to be complex Gaussian. Therefore, regardless of the number of incident waves,

the distribution of the random received signals across antenna ports is complex Gaussian.
Hence, the convergence in diversity gain appears as a result of convergence in covariance

matrix. Also, remember that in SC combining scheme, the signals with more average
power will be directly connected to the combiners’ output. Thus, the envelope correlation

plays a substantial role. To gain better insight into this problem and for the sake of

clarity, the square roots of different envelope correlations have been plotted in Fig. 6.5.
As pointed out, due to the symmetry in the structure, there are only four independent

correlations to be plotted. Further examples of richness threshold for a couple of four-port
antennas are provided in [Paper C]. In this paper, we have described the richness threshold

to a considerable extent. Moreover, it is shown numerically how the richness threshold in
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Figure 6.5: Convergence in correlation versus the number of incident waves for six monopoles
above a PEC plane. (After [56])
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a multiport antenna system can be significantly modified by virtue of a Butler network.

6.6 Summary

The major part of this chapter has been dedicated to the simulation approach used in much

of the studies carried out in the frame of this thesis. We have described how we emulate
a multipath environment and simulate the received random signals at the antenna ports.

In addition, we have briefly explained a few different ways for calculation of diversity
gain based on these received signals. A comparative study of the foregoing approaches

has been presented. We describe why –despite a computationally bulky method– the
introduced numerical approach is important for behavioural study of antennas in non-

rich multipath environments. The richness threshold as a further performance metric has
been elaborated for its better comprehension. The example provided at the end of this

chapter goes pretty well as a complementary to those of [Paper C] and is thus of an equal
significance.



Chapter 7
Contributions and Future Outlook

The current chapter is dedicated to a brief overview of the contributions made within
the frame of this thesis during the last few years. We look upon these contributions

from four independent standpoints. First, we discuss about those dealing with the per-
formance metrics in the areas of multiport and diversity antennas. Later, we treat the

characterisation of antennas in non-rich multipath environments. Accordingly, we speak
of the predictor antenna systems and how they can be made use of in the modern moving

relay systems. A portion of our effort has been devoted to measurements of the multi-
port antennas in multipath environments. In particular, our earlier works were limited

to measurements in reverberation chambers. We briefly glance through our contribution
in this field. Finally, we slightly talk about few works which we have done in designing

some multiport antennas to be used by mobile users. In this part, we also have a quick

look upon our supplementary publications which were not included in this thesis.

7.1 Performance Metrics

Multiport antennas in mobile communication applications have been under study for many

years. During this time, different performance metrics were coined to meet engineers’ ex-
pectation as fair assessment criteria. In addition to the performance metrics treated in

this thesis, the parameters such as Total Active Reflection Coefficients (TARC), multi-
plexing efficiencies of MIMO antennas, active matching efficiencies etc. are further metrics

which are also typically used in the literature. In general, due to the multidisciplinary
nature of this realm of science, it suffers from inconsistent nomenclature. Thus, in an

attempt to unify the definitions of the influential performance metrics, we have dedicated
a portion of the thesis to this issue.

7.1.1 Paper A

In this paper, the multiport matching efficiency is introduced. A compact formula for its
evaluation is derived. This paper also describes some features of different radiation metrics

like decoupling efficiency and TARC. It stresses that the multiport matching efficiency is
superior compared to the total embedded radiation efficiency more due to the convenience

in its formulation and measurement. We further, define the mean matching efficiency

69
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for diversity performance evaluation of lossless structures. We clearly describe how an

estimate of diversity gain can be achieved by this metric. Besides, although it has not
been mentioned explicitly in this paper, we acknowledge that the mean matching efficiency

in a multiport antenna system can also be used for a quick estimation of its bandwidth as
an alternative metric to what has been proposed in [32]. In this respect, it can perform

a role similar to what matching efficiency does in a single-port antenna case. As a quick
reminder, bear in mind that diversity antennas are presumably narrowband. Therefore,

it is important to monitor the bandwidth of a diversity antenna in its early design phase
continuously. In this paper, the first author is the major contributor and responsible for

motivation, terminology, analysis, simulation, discussion, and eventually writing of the
paper.

7.1.2 Paper B

Spatial correlation is perhaps the most regarded performance metric in the area of MIMO

wireless communication systems. Much effort has been expended to formulate this met-

ric. Initially, the correlation due to antenna characteristics was formulated in terms of the
embedded element far-field patterns [40]. Soon, the time-consuming and costly process

of the embedded far-field pattern measurements made it necessary to seek an alternative
approach. This ultimately led to the formulation of spatial correlation in isotropic envi-

ronments by virtue of the input network parameters [46]. Since then, engineers have had
this privilege to assess their design right away by a quick measurement of its scattering

parameters. One should note that the forgoing advantage has been limited to lossless
multiport structures. In this paper, we first point out that being lossless is a necessary

but not a sufficient condition for expressing the spatial correlation in terms of the input
network parameters. We emphasise that the design should also be a single-mode structure

for the latter possibility to be valid. Moreover, we recast the formulas in terms of the

input electric currents across the antenna ports and show its advantages compared to the
available formulas in the literature. We further extend the revised compact formula to

hold also in the cases of correlated multipath environments. Consequently, by use of an
example, we reason that if the isolated embedded pattern of different radiation elements

can be estimated, the spatial correlation can be comfortably achieved in terms of the input
network parameters. The humble author of the current thesis is the major contributor in

this article in particular for motivation, analysis, simulation, and writing.

7.1.3 Related Contributions

The roots of almost all performance metrics can be found in one important parameter.
This critical parameter is nothing except the normalised covariance matrix of the received

signals, which is the main concern of our research in [45]. In this paper, we firstly distin-

guish between correlated, uncorrelated and isotropic multipath environments. The core
of the normalised covariance matrix is the pattern overlap matrix which is known for long

time [26]-[49, Section 6.4]. This paper extends the pattern overlap matrix definition to
correlated multipath environments and refer to it as correlated pattern overlap matrix.

We also provide a compact formula for evaluation of the foregoing matrix. This critical
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metric plays a key role in many performance metrics in correlated multipath environments.

Moreover, in paper [68], we provide a compact formula which presents the multiport

matching efficiency in the presence of an arbitrary number of cascaded networks. The
approach used in this paper is somewhat different from what we use in this thesis in

Chapter 5. Nevertheless, the way along which this paper is evolved made it possible
to provide also formulas rendering decoupling efficiency in the presence of an arbitrary

number of cascaded networks. Additionally, in this paper for the first time we show
that the multiport matching efficiency reduces to decoupling efficiency under a certain

condition. We further stress that the multiport matching efficiency matrix equals the
total embedded element efficiency matrix in cases of lossless structures. Also, through

the multiport matching efficiency matrix, we are able to comfortably calculate the mean
matching efficiency.

7.2 Antennas in Non-rich Multipath Environments

Perhaps one of the major contributions of the current thesis is associated with evaluation

of antennas in multipath environments of finite richness. Until recently, designs and
prototypes have been evaluated only in rich multipath environments. Recall that a rich

multipath environment refers to those environments wherein the covariance matrix of
the received signals across antenna ports converges to its asymptotic state. Conversely,

when the number of random uncorrelated incoming waves is insufficient, the received
signals’ covariance matrix does not converge. Under this circumstance, the diversity

and multiplexing performance of antennas can be quite different. Indeed, all closed-form
formulas presented in this thesis and in the literature are likely only credible under rich

multipath scenarios. The importance of this concern becomes more known if one realises
that in actual multipath environments the number of incoming waves are quite limited

and rarely exceeds ten.1

7.2.1 Paper C

The main goal in this paper is to show how a static RF Butler network can help to improve

the performance of a multiport antenna in real multipath environments. For normalisation
of the embedded pattern in the presence of a Butler network, the multiport matching

efficiency with a cascaded network is derived. Indeed, the material presented in [68] for
more of the cascaded networks is the continuation of this analysis. Later, for an arbitrary

four-port antenna, the spatial correlations and total embedded element efficiencies in the
presence and absence of a Butler network are shown. It is stressed that in a rich isotropic

environment a Butler network does not prove beneficial. In addition, by numerical study

of the matter, it is shown that in non-rich multipath environments the diversity gain
in the presence of a Butler network is likely improved. Limiting ourselves to random

circular complex Gaussian incoming waves in an uncorrelated uniform environment, we
associate the reason for this improvement to the convergence in correlations. At the end,

we conclude that the diversity gain achieved by pattern diversity is superior compared

1 A list of references for this claim is provided in [Paper C] as well as [44].
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to that obtained only by element separation. To quantify the improvements, we use

the richness threshold as a performance metric. Concerning the contributions, the first
author is the main contributor in this research article. The respectable co-authors played

a substantial role in trimming the final structure of this paper.

7.2.2 Related Contributions

The dependency of the diversity gain on the number of uncorrelated random incoming
EM waves was first revealed in paper [67]. In this paper, we were concerned with how

directivities of the elements would affect their overall performance in multipath environ-
ments. We chose four ideal antennas with similar embedded patterns at half a wavelength

separation from each other. All these antennas were pointing towards the same direction
in space. It was shown that the more directive the elements were, the higher number

of independent incident EM waves was required for their optimum performance. Subse-
quently, in paper [44], we showed that the reason for the preceding achievement was most

likely the convergence in joint probability density function. We also demonstrated that

in case of a nonuniform multipath, the convergence was still a concern. We presented the
advantage of a Butler network as a preliminary result in this paper. For a fair comparison,

we further introduced the notion of richness threshold in this paper. Up until this time, it
has been shown by the foregoing papers that the number of incident waves plays a crucial

role in its ultimate diversity performance. At this point, the question is, in a multiport
system, how the coupling among the radiation elements affects the convergence. This is

also assessed through richness threshold. In [56], we dedicate a detailed numerical study
to the foregoing issue. Our conclusion is that coupling would in general improve the con-

vergence in joint probability distribution of the received signals likely by increasing the
pattern diversity. In this paper, we specify a range for the spatial correlation in a mul-

tiport antenna system compared to a single value for it, which has been prevalent in the
literature. We stress that, from one standpoint, within a certain multipath circumstance,

two factors cause the spatial correlation: the pattern diversity and element separation.
We conclude that the spatial correlation as caused by pattern diversity is to a considerable

extent independent of the number of uncorrelated incoming waves which is presumably

more than one.

7.3 Predictor Antennas in Moving Relays

Concerning the importance of this contribution, it suffices to say that we owe the title of
this thesis almost entirely to it. The channel state information is crucial in the overall

performance of modern wireless communication systems [4]. One of the main tools for
prediction of the channel is through the renowned Kalman filter. Nevertheless, the limita-

tion inherent in prediction of the channel by a Kalman filter for longer horizon ranges has

made it necessary to use a predictor antenna system. The latter is essential for moving
relays in vehicular velocities [69]. Since a predictor antenna system includes some in-line

antennas at relatively close proximity, it can be considered as a multiport antenna system.
Thus, all the tools presented in the frame of this thesis can be utilised to design a desirable

predictor antenna system. For instance, as soon as a vehicle reduces its speed, due to a
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shorter prediction horizon range, the separation between the predictor and the receiver

antennas in this system should shrink. As element separation between the two nearby
radiating structures reduces, the coupling between them rises. This, in turn, deforms the

shapes of the embedded patterns of these elements. Since antennas see the profile of the
incoming waves through the filter of their far-field patterns, any dissimilarity between

the far-field patterns of the predictor and the receiver antennas deteriorates prediction
capability of the system. This concern has been addressed in [Paper D].

7.3.1 Paper D

This paper in the first step derives an analytical expression for extracting the received

signals’ open-circuit covariance from arbitrary terminated received signals. Although the
aforementioned relation is already known2, a different approach used for its derivation in

this paper provides considerable insight into it. We later reason that in lossless single-

mode multiport antennas, the open-circuit received voltage can be thought of as the
received signal at each port in the absence of other nearby radiating elements. Thus, it

inherently excludes the impact of coupling among the elements. Upon this achievement,
we devise a simulation tool, whose bases have already been created in [Paper C]. Using

this simulation tool, for the first time, we are able to quantify the relative enhancement
achievable by the foregoing relation in a predictor antenna system. We stress that the

terminated to open-circuit covariance conversion can be fulfilled both in baseband and
passband domains, even though the former is far easier for implementation purposes.

Moreover, from a practical standpoint, it is rare to find antennas directly connected to
the receiver ports. Instead, they are connected through a chain of one or more cascaded

networks. This paper also provides an expression for the desired conversion in the presence
of an arbitrary cascaded network. Examples are presented supporting the ideas provided

in this framework. Here, the humble author of this thesis is again the major contributor
for problem definition, solution proposal, analysis, simulation, discussion, and writing.

The respectable co-authors provided valuable suggestions and trimming specifically for

Section 4.2 in this article.

7.4 Measurements in Multipath Environments

Since the advent of wireless communications in urban areas, there has been a challenge

for real scenario measurements. In this respect, besides being costly and time-consuming,
there is one important issue being referred to as repeatability. By repeatability, we mean

how invariant the results of a measurement scenario are with respect to the repetition of
their measurement. In early 2000, an application of reverberation chambers was intro-

duced for quick measurements of small antennas in a multipath scenario. The literature
is rich in this respect and shows that a reverberation chamber provides a rich isotropic

multipath environment with acceptable accuracy. However, there is a primary concern for
these new measurement tools. This issue is associated with the number of independent

samples which has been partially addressed in our papers on this subject.

2 It was spoken of in [40] and subsequently presented in [70].
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7.4.1 Paper E

In this paper, we devise two compact formulas rendering the diversity gain in a rich

Rayleigh multipath environment. As it has been pointed out in Section 6.4 on page 59,
the definition of diversity gains in RF domain relies on the received signals’ CDF curves.

Because the values of the curves at their 1% level are desired, their accuracy are highly
important. Dependent on the required accuracy, this demands at least a certain number of

independent measured samples, e.g., 104. Table I in this paper lists the necessary number
of independent samples for certain required accuracy. To bypass this difficulty, there are

several ways, some of which are brought in Chapter 6 on page 55. Yet, for case of two-port

antennas, as mentioned before, the formulas presented in this paper offer the simplest way
for diversity gain calculation. The application of these formulas is not limited to isotropic

environments and can be applied to other types of Rayleigh fading environments as long
as the corresponding spatial correlation and MEGs are available. In this article, the first

author is the main contributor. He is responsible for motivation, numerical simulation,
verification, and writing. The respectable co-authors helped considerably in devising the

first compact formula for SC scheme.

7.4.2 Paper F

For an identical level of accuracy, it is known that measurements of correlation and em-

bedded radiation efficiency in a reverberation chamber require fewer independent samples
compared to measurement of diversity gain [66]. To achieve the covariance matrix in

an isotropic environment for any arbitrary complex terminations, as pointed out in Sec-
tion 4.3.1 on page 34, one needs to achieve the pattern overlap matrix. Formerly in [Paper

B], we recommended to achieve this important metric by measuring the covariance matrix
for two independent sets of terminating impedances and post-processing of the results.

Nevertheless, in this paper, we show how one can achieve the pattern overlap matrix by a
single round of measurement in a reverberation chamber. To the best of our knowledge,

so far this is the fastest way for measurement of the aforementioned metric. In this arti-
cle, the author of this thesis is the major contributor for motivation, analysis, simulation,

calculation, and writing.

7.4.3 Paper G

The main concern in this paper is to reveal whether there is any difference among rect-

angular, cylindrical, or spherical reverberation chambers of the same volume. Since they
have the same volume, the total number of EM resonance modes in each cavity should

be the same. However, the total number of the modes is not our concern here. This is
because for having sufficient number of independent samples, uniformity in the density

of the modes over the required frequency range is of foremost importance. We show that

in this regard a rectangular reverberation chamber is superior. Incidentally, from man-
ufacturing point of view, this is also the best choice. Moreover, while the symmetrical

chambers produce more degenerate modes, we conclude that the more unsymmetrical the
shape of the chamber, the more uniform the density of its modes, and thus the better its

performance. Regarding the contributions, the second and the third co-authors in this
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paper are independently responsible for all associated simulations.

7.4.4 Related Contributions

There are few papers which are associated with measurement of multiport antennas in a

reverberation chamber for their characterisation. For instance, in paper [71] few multiport
antennas are measured and evaluated in the presence of head phantom for their evaluation.

In [72] for the first time, we implement an ideal Butler network in the signal processing
part of the reverberation chamber measurements. The outcome shows that a Butler

network does not affect the diversity gain measured in a reverberation chamber. This
verifies the simulation results implied in [Paper C]. However, the interesting part of this

contribution is the influence of the cascaded Butler network in the measured embedded
radiation efficiencies. The results obtained in this paper, which are associated with the

case of four monopoles above an almost PEC plane, are used later to verify our simulation
outcomes in some subsequent papers including [Paper C] for a rich multipath environment.

7.5 Multiport Antenna Design

In the frame of the current thesis, the stress has been more on the basic performance met-
rics and criteria for evaluation of multiport antennas. Therefore, less attention has been

paid to design antennas which meet certain specifications. Nevertheless, there have been
few contributions with other colleagues in Aalto University in Finland and Universidad

Politécnica de Madrid in Spain, which could be classified as antenna design contributions.

7.5.1 Paper H

In this paper, some state-of-the-art low-profile multiport antennas for mobile application
have been studied. The selected antenna designs also differ in the number of elements and

their configurations on the chassis. We evaluate and measure these antennas in different
practical scenarios. Simulations used for evaluation of these results are relatively similar

to those used in [Paper C]. The three scenarios considered are in the absence and presence
of user’s hand in both browse grip and data grip configurations. We show that our

novel antenna design outperforms others in all the aforementioned scenarios. Concerning
contributions, the humble author of this thesis is responsible for multipath performance

calculations carried out in the frame of this paper. He has also contributed in its writing.

7.5.2 Related Contributions

In paper [73], a two-element diversity antenna which has a strong coupling with the chassis
is designed, evaluated, and measured in an anechoic and a reverberation chamber. In this

design, two L-shape thin copper plate antennas are optimally positioned along the two

corners of the chassis. The shape of the radiation patterns of the antenna elements are
quite identical but pointing towards different directions. It is shown that this simple design

performs quite well in isotropic multipath environments. This author is responsible for
measurements conducted in this research article. In paper [74], we use a circuit network

to optimise the overall performance of PIFA antennas over a mobile chassis.
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7.6 Future Outlook

The materials presented in the frame of this thesis is in principle limited to multipath

environments of Rayleigh distribution. Although it is almost globally accepted as a stan-
dard model for designing terminal antennas suitable for multipath environments, there

are also some other types of environments which are common among the communication
system society. Therefore, there is room to study whether choosing other types of distri-

bution for the received signals would change the current design criteria. In addition, we
shall acknowledge that due to the generic nature of our research, in many of our studies

a uniform AoA served our purpose sufficiently. However, other types of AoA distributions
can also be of interests for further investigation.

The literature is pretty rich about how to evaluate the antenna designs in Rayleigh

fading multipath scenarios. An overview of it may lead to the conclusion that future
belongs to small antenna designs which show orthogonal embedded patterns in a small

space. There are certain designs available which are interesting. However, they are not
considered as low-profile antennas. Therefore, designing highly efficient compact multi-

port antennas with considerable pattern diversity remains still a challenge for antenna
engineers. In this respect, the microwave circuits cascaded to the antennas will be a

helpful tool to get closer to these ultimate design goals.
In the frame of the current thesis, we have formulated the effects of terminating

impedances in the covariance matrix in a general sense. Devising a rigorous algorithm for
finding the proper set of terminating impedances rendering an optimum performance is of

foremost interests. Moreover, our discussions throughout this report -for the most part-
were restricted to calculation of diversity gain. Nevertheless, the ingredients provided in

this framework suffice for further study on capacity too. It is true that the literature
is fairly rich on this subject. Yet, there is more space to look into the convergence in

capacity for non-rich multipath environment case.

Furthermore, in the area of vehicular antenna technology, the challenge for intelligent
transportation systems remains as a discipline of its own in the next few years. The typical

attenuation for wireless communication with a person inside a vehicle is around 7− 9 dB.
However, as car industries require shielding inside of the car from severe heat or cold, it

simultaneously affects the aforementioned EM attenuation deteriorating it up to 19 dB.
This alone requires a use of relays on the roof of the vehicle. The effects of roof curvature,

the attenuating impact of sunroofs, and the blind spot for the front communications are
still certain challenging issues which require effective multiport antenna designs.
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