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Accuracy Evaluation of Ultra-Wideband Time
Domain Systems for Microwave Imaging

Xuezhi Zeng, Student Member, IEEE, Andreas Fhager,Member, IEEE, Mikael Persson, Member, IEEE,
Peter Linner, Life Senior Member, IEEE, and Herbert Zirath, Fellow, IEEE

Abstract—We perform a theoretical analysis of the measure-
ment accuracy of ultra-wideband time domain systems. The
theory is tested on a specific ultra-wideband system and the
analytical estimates of measurement uncertainty are in good
agreements with those obtained by means of simulations. The
influence of the antennas and propagation effects on the mea-
surement accuracy of time domain near field microwave imaging
systems is discussed. As an interesting application, the required
measurement accuracy for a breast cancer detection system is
estimated by studying the effect of noise on the image recon-
structions. The results suggest that the effects of measurement
errors on the reconstructed images are small when the amplitude
uncertainty and phase uncertainty of measured data are less than
1.5 dB and 15 degrees, respectively.

Index Terms—Biomedical Imaging, Measurement errors, Mi-
crowave imaging, Random noise, Time domain measurements.

I. INTRODUCTION

As a potential imaging modality for biomedical applications,
active microwave imaging has attracted considerable interest in
the past few decades [1]–[4]. With active microwave imaging,
biological tissues are classified based on their differences
in dielectric properties. Several studies have shown that the
variation is mainly due to different water content [5]–[8].

There are two main approaches to active microwave imag-
ing: tomography and radar based imaging. Microwave tomog-
raphy is a classic approach which leads to solving an inverse
scattering problem. In a tomography system, an antenna array
is used to transmit microwave signals into an object-under-
test and receive scattered fields. By iteratively comparing the
measured data with numerically calculated data, the dielec-
tric properties of the object under test can be quantitatively
reconstructed. Microwave tomography reconstructions based
on mono-frequency, multiple frequency or time domain data
have been numerically and experimentally studied [9]–[14].
It has been shown that highly stable and high-resolution
reconstructions can be achieved by the use of ultra-wideband
(UWB) data [13]–[14].

In contrast to microwave tomography, radar based imaging
avoids complex image reconstruction algorithms and has been
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extensively investigated for biomedical applications in the
last few years, e.g, breast cancer detection [15]–[19]. In this
approach, a UWB signal is used to illuminate an object, and
the reflected signal is measured at numerous locations. The
amplitude and time arrival information of the reflected signals
is utilized to identify the presence and location of significant
scatters. As a result, a qualitative image of the object under
investigation is obtained.

Measurements for UWB microwave imaging are generally
carried out either in the frequency domain with the help of a
vector network analyzer (VNA) [13], [17], [18], or in the time
domain using a sampling oscilloscope [12]. With the VNA,
scattering parameters at a number of discrete frequencies
are measured and then utilized to synthesize time domain
signals. The sampling oscilloscope uses an equivalent time
sampling technique which constructs a UWB signal based on
measurements over several repetitive wave cycles. In contrast
to the equivalent-time system, a time domain system capable
of real-time data acquisition [19] was recently applied to UWB
microwave imaging and with this system, the scattered signal
is acquired from a single-shot measurement.

In comparison with frequency domain systems, time domain
systems have the advantage of fast acquisition of UWB data,
which makes them more attractive for UWB applications, such
as medical imaging, see-through-wall imaging radar [20], and
ground-penetrating radar [21]. However, time domain systems
have lower signal-to-noise-ratios (SNRs), which may produce
distortion to the images. This was noted in [19] for tumor
detection in breast phantoms.

In order to design a suitable time domain system for
UWB microwave imaging, we need quantify the required mea-
surement accuracy and investigate the factors that affect the
measurement accuracy. This paper is devoted to these issues
and focuses on medical applications using the tomographic
approach.

In this paper, we derive analytical estimates of the mea-
surement uncertainty of time domain systems. In order to
validate the analysis, we investigate a specific time domain
system and compare the estimated uncertainties with simulated
results. Furthermore, we discuss the effects of antennas and
propagation on the measurement accuracy of time domain
imaging systems.

The degree of measurement accuracy required for a mi-
crowave imaging system is dependent on the specific applica-
tion. As an example, the effect of noise on the reconstruction
quality of a high contrast breast model is numerically studied
in order to estimate the required measurement accuracy.
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Fig. 1. Block diagram of a UWB time domain microwave imaging system.

II. UWB TIME DOMAIN SYSTEM FOR MICROWAVE
IMAGING

Fig. 1 shows the block diagram of a UWB time domain
microwave imaging system. It consists of an impulse genera-
tor, a data acquisition module, an antenna array, a switching
matrix and a personal computer (PC).

With this system, a UWB signal generated by the impulse
generator is transmitted into an object under test and the
scattered signal is received. This is performed for all the
possible combinations of transmitting-receiving antenna pairs
with the help of the switching matrix. The acquired signals
are measured by means of the data acquisition module and
the whole measurement is automated by using the PC.

Antennas in the microwave imaging system typically work
in a range from hundred megahertz to several gigahertz and
the choice of the frequency range is a tradeoff between the
spatial resolution and penetration depth in materials of interest.
Directional antennas are preferable in some cases in order to
concentrate the radiated power in the imaging region.

In addition to the performance of the antennas, the tomo-
graphic approach imposes constraints on the properties of the
antennas. The antennas need to be easily and accurately mod-
eled in a electromagnetic computational solver. The antennas
should also have small size in order to be configured in an
antenna array. Monopoles are commonly used due to its simple
structure [2]–[3], [13]. It has been shown that when placed
in a lossy medium, the bandwidth of a monopole antenna
increases significantly with the associated resistive loading.
Our investigation is however general and not restricted to any
specific type of antenna.

III. MEASUREMENT UNCERTAINTY

The measurements are subject to errors that can be mainly
classified into deterministic errors and random errors. De-
terministic errors can be compensated for by using various
calibration techniques [22]–[23]. We therefore only study the
effects of random errors in the rest of the paper.

A. Random Error Analysis

The measurement of a time domain signal is affected by
three different random error sources: thermal noise, quantiza-
tion noise and time jitter [22]. The thermal noise and time

jitter are nearly Gaussian and zero-mean random variables.
The quantization noise is characterized by the least significant
bit (LSB) and is uniformly distributed from -1/2 LSB to 1/2
LSB. We assume a noise free signal x(t), then the jth sample
of the real measured signal, yj , can be expressed as follows:

yj = x(Tj + τj) + εj + γj , (1)

where Tj is the target time of the jth sample, τj is the time
jitter, εj is the thermal noise and γj is the quantization noise.

The variability of the time domain measurements is char-
acterized by the standard deviation of several measurements
carried out under repetitive conditions [24]:

σk(f) =

√√√√ 1

N

N∑
i=1

(Yik(f)− Yk(f))2 (2)

Here N is the number of measurements, Yik(f) is the fast
Fourier transform (FFT) of the acquired measurement of index
i. Yk(f) is the average of the FFT of all measurements. Yik(f)
and Yk(f) are either amplitude (in volts when k = 1) or phase
(in degrees when k = 2).

As a result, σ1(f) and σ2(f) represent the uncertain-
ties of spectral amplitudes and phases respectively. Defining
SNR(f) = Y1(f)/σ1(f), the amplitude uncertainty is often
expressed as a relative value in terms of SNR:

σdB(f) = 20 log10[1 + 1/SNR(f)] (3)

B. Analytical Estimates of Measurement Uncertainties

The amplitude and phase uncertainties defined by (2) and (3)
can be estimated analytically based on the analysis presented
below.

It is usually assumed that, after averaging, time jitter acts
as a low pass filter [25]–[26]. Therefore, we can write:

Y1(f) ≈ |X(f)| · P (f), (4)

where X(f) is the frequency spectrum of the noise free signal
x(t) and P (f) is the Fourier transform of the jitters probability
density function. The latter can be expressed as [26]:

P (f) = e−0.5∗(2πf ·σt)
2

, (5)

where σt is the standard deviation of the time jitter in seconds.
Therefore, the distorting effects of the jitter may be removed
by means of deconvolution [25]–[26].

If the thermal noise and quantization noise are assumed to
be white, noise will have a flat spectrum in the frequency
domain. The standard deviation of spectral amplitude, σ1(f),
can then be obtained from the following equation:

σ1(f) =

√
σ2
Q

fs/2
+

σ2
T

BWN
·

√
1

NAvg
(6)

Here σ2
Q = LSB2/12 [27] and σ2

T are the quantization
noise power and the thermal noise power, respectively. fs is
the sampling rate, BWN is the effective noise bandwidth and
NAvg is the number of averages in the measurements.

Therefore, given a specified UWB time domain system, the
SNR of a measurement can be estimated, based on (4) to (6).
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Fig. 2. The output signal of the impulse generator: (a) time domain waveform
and (b) amplitude spectrum.

Then the amplitude uncertainty can be obtained from (3). The
phase uncertainty, σ2(f), is proportional to the relative error
of the spectral amplitude and can be roughly estimated from
the SNR [28]:

σ2(f) ≈ arctan[1/SNR(f)] (7)

This equation gives the limit of the achievable phase mea-
surement accuracy.

C. Comparison between Simulated Results and Analytical
Estimates

Simulations can now be performed in order to validate the
analysis above. In the simulations, we model the effects of
random errors on a time domain measurement according to
(1) and then calculate the amplitude and phase uncertainties
from the simulated data. The obtained results are compared
with the uncertainties estimated analytically by (4) – (7).

The specification data of an impulse generator in our lab
[29] and a specific real time oscilloscope with bandwidth of
20 GHz and sampling rate of 80 Gsamples/s [30] are used for
the simulations. The output voltage of the generator, v(t), has
a Gaussian shape with a full width half maximum duration
of 70 picoseconds (ps). The time domain waveform and the
normalized amplitude spectrum of the output are given in
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Fig. 3. Measurement uncertainties of (a) the spectral amplitudes and (b) the
phases of a test signal.

Fig. 2. The amplitude spectrum has a -3 dB bandwidth of
around 4.5 GHz, which covers the frequency range of interest.

We disregard the antennas and propagation effects and
assume that the received signals have the same waveform
as the impulse signal v(t). The received signals are then
“measured” in the simulations with the time domain system
and the measurement uncertainties are obtained from these
simulations.

We take the maximum input of the oscilloscope as an
example. The maximum input (the peak-to-peak amplitude)
of the oscilloscope is Vp−p = 8 V and the corresponding
thermal noise is σT ≈ 30 mV RMS. We assume that the
noise is bandlimited to the bandwidth of the oscilloscope, that
is BWN = 20 GHz. The LSB of the quantization is given
by LSB = Vp−p/2

n, where n = 8 bits is the resolution of
the oscilloscope. The quantization noise is frequency limited
to half of the sampling frequency fs/2 = 40 GHz. The time
jitter is σt ≈ 1.6 ps RMS, which is contributed by both the
impulse generator and the oscilloscope. The thermal noise
and time jitter are modeled as normally distributed random
processes, and the modeled quantization noise has an uniform
distribution.

Fig. 3 shows the amplitude and phase uncertainties obtained
from the simulations in comparison with the theoretical esti-
mates when the number of averages NAvg = 1 and NAvg =
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64, respectively. The data is presented in a frequency range
from 0.5 GHz to 4.5 GHz. The measurement uncertainties of
the simulated measurement data are obtained from N = 100
repetitive waveforms.

The simulated results agree well with the theoretical es-
timates, which validates the analytical analysis. The results
represent the highest accuracy can be achieved by using the
investigated system for the specific simulated measurement.

D. Antennas and Propagation Effects

The antennas and propagation effects were neglected in the
above simulation. In practical microwave imaging measure-
ments, the antennas and signal propagation play important
roles in determining the characteristic of the received signals.

First of all, an antenna works as a spatio-temporal filter,
which makes the radiated signal distorted from the excitation
signal. The same effect is present on the receiving side [31].
Furthermore, the signals received by different antennas vary
in strength and the variation is dependent on the radiation
pattern of the antennas, the size of the antenna array and the
electrical properties of the imaging medium. Besides, different
frequency components suffer different levels of attenuation and
have different phase velocities (dispersion) in the propagation.
In addition, due to multiple scattering effects, the signals
acquired by the receiving antennas are superpositions of multi-
path signals which have different strengths and arrival time.

Therefore, the received signals in the microwave imaging
system are dependent on the antenna performance, the antenna
array configuration and the electric properties of the imaging
medium. If we denote the number of antenna elements by
K and indicate the transmitting antenna with index 1, then
the signal received by the antenna element with index k (k
= 2, 3,.....K), xk(t), can be expressed as an inverse Fourier
transform (IFFT):

xk(t) = IFFT[V (f) · Tk(f)] (8)

Here V (f) is the frequency spectrum of the generator output
v(t). Tk(f) comprises the frequency response of the transmit-
ting and receiving antennas and the propagation effects:

Tk(f) =

Mk∑
m=1

Akm(f)ejθkm(f) (9)

where Mk is the number of multi-path signals received by the
antenna element with index k, Akm(f) and θkm(f) represent
the amplitude and phase transfer functions respectively. The
assumption we made about the antennas and propagation ef-
fects in the simulations corresponds to Mk = 1, Akm(f) = Ak,
and θkm(f) = Bkf . Here both Ak and Bk are constants.

When dealing with far field problems, an analytical ex-
pression of Tk(f) can be obtained, in which antennas are
described by means of their impulse response [32]–[33].
However, we works on a near-field imaging approach and the
complicated propagation environment makes it impractical to
express Tk(f) in an analytical way.

Instead, numerical simulations can be used to estimate
Tk(f) for a specific measurement configuration, from which
the received signals can be obtained according to (8). Then by

transmitting / receiving antenna

matching liquid normal breast

skin tumor

Fig. 4. Breast model and antenna array configuration used in the numerical
studies.

using the analytical estimates, we can evaluate the measure-
ment uncertainties of time domain measurements. With the
analytical analysis, we can also design a suitable system with
given measurement accuracy.

IV. EFFECTS OF NOISE ON IMAGE RECONSTRUCTIONS

Noisy measurements may degrade the image reconstruction
quality. As a specific example, in this section we investigate
the influence of noise on the reconstructions of a 2-D breast
model by means of numerical simulations.

Breast cancer detection is one of the most researched
applications of microwave imaging. Recently, it has been
reported that the contrast in dielectric properties between the
malignant tumor and normal breast tissue varies considerably
depending on the compositions of the breast [8]. Our previous
study showed that the sensitivity of image reconstructions to
the measurement error is dependent on the dielectric contrast
of the imaged object [34]. From the image reconstruction point
of view, it is more challenging to handle high contrast objects,
we therefore consider a high contrast breast model in this
work.

Fig. 4 shows the breast model and the antenna array
configuration used in the simulations. The model consists of
a 2 mm skin layer, a circular healthy tissue with radius of
48 mm and two tumors with radius of 5 mm. The dielectric
properties are assumed to be frequency independent and the
permittivities and conductivities for skin, healthy tissue, and
tumor are: ϵskin = 40, σskin = 1 S/m [7] ; ϵbreast = 10, σbreast

= 0.2 S/m [8]; ϵtumor=55, σtumor = 1 S/m [8]. Sixteen antenna
elements are equally spaced on a 19 cm diameter circle and
immersed in a matching liquid with ϵliquid = 12 and σliquid

= 0.2 S/m.
The measured scattering data was numerically generated

by using a finite difference time domain (FDTD) program
and totally 16×15 data sets were obtained. In the forward
simulation, the grid cell size was 1 mm and the antennas
were modeled as hard sources, which radiate electromagnetic
energy by setting electric fields in FDTD grids. In numerical
studies, the real antenna modeling gives the same quality
reconstructions as those obtained based on hard source models
as long as the antennas have the required bandwidths.
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Fig. 5. Relative permittivity profiles reconstructed from noise-free time
domain data: (a) first step reconstruction and (b) final reconstruction.

The obtained data were then utilized to reconstruct the
dielectric properties by using a nonlinear time domain inver-
sion algorithm. A detailed description of the algorithm can
be found in [13]–[14]. It has been shown that permittivity
reconstructions have higher quality than conductivity [13]–
[14], [34], therefore, we only present the permittivity recon-
structions here.

A. Reconstructions from noise-free data

We first reconstruct the image from noise-free data. In the
reconstruction, the grid cell size was 2 mm in order to avoid
an inverse crime, which happens when the same meshes are
used in the forward and inverse simulations, resulting in an
unrealistically good reconstruction due to the canceling of
numerical errors.

The permittivity reconstructions are shown in Fig. 5 with
a reconstruction region of 120 mm × 120 mm, which is the
region surrounded by the dashed rectangular loop in Fig. 4.
Fig. 5 (a) gives the first step reconstruction using a spectral
content with center frequency 1.5 GHz and bandwidth 1.5
GHz. The objects are found on the correct positions and
with dimensions that correspond well to the original model.
However, the skin is not well resolved and the reconstructed
permittivities of both the skin and tumors are much lower than
the real values. The reconstruction was then proceeded using
three more steps, where this reconstruction was used as an
initial guess. In these three steps of reconstruction, both the
center frequency and bandwidth of the used spectral contents
were 2 GHz, 2.5 GHz, and 3 GHz respectively. Fig. 5 (b)
presents the final reconstruction. Compared with the initial
reconstruction in Fig. 5 (a), it is seen that a higher spatial
resolution is achieved and the permittivities of the tumors are
well consistent with those in the model. The skin is better
resolved than the first step reconstruction, but the reconstructed
permittivity is still lower than the real value. This is because
the thickness of the skin is comparable to the FDTD cell size.

B. Reconstructions from noisy data

Using the same reconstruction settings as for the noise-free
reconstruction, we now add different levels of measurement
noise to the scattering data. Both the amplitude and phase
noise are modeled as zero-mean normal distribution random
processes. In order to quantitatively assess the influence of the
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Fig. 6. Relative reconstruction errors when the amplitude and phase errors
are taken into account. The dot-dashed line, dashed line and solid line are the
average relative reconstruction errors of five repetitive simulations when the
amplitude uncertainty is 1.5 dB, 2.0 dB and 2.2 dB respectively. The vertical
lines represent the variation ranges of the relative reconstruction errors of the
five simulations.

noise on the reconstructions, a relative reconstruction error is
defined:

δrec =

∫∫
S
[ϵnoisyrec (x, y)− ϵnoisefreerec (x, y)]2 · ds∫∫

S
[ϵnoisefreerec (x, y)]2 · ds

, (10)

where ϵnoisyrec and ϵnoisefreerec are the permittivity profiles re-
constructed from noisy and noise free data. S is the 2-D
reconstruction region.

Fig. 6 shows the relative reconstruction errors when dif-
ferent levels of amplitude and phase errors are taken into
account. The horizontal axis is the phase uncertainty. The
dot-dashed line, dashed line and solid line are the average
relative reconstruction errors of five repetitive simulations
when the amplitude uncertainty is 1.5 dB, 2.0 dB and 2.2
dB respectively. The vertical lines represent the variations
of relative reconstruction errors of the five simulations. It is
shown that when the amplitude uncertainty is 1.5 dB, the
relative reconstruction error increases with the phase uncer-
tainty and the result varies slightly between individual runs.
As the amplitude error increases, the variation of the relative
reconstruction error becomes larger.

Fig. 7 presents the reconstructed images with a relative
reconstruction error around 0.4%, 0.9%, 4% and 12%. They
are obtained for amplitude errors and phase errors of (1.5 dB,
15 degrees), (1.5 dB, 25 degrees), (2 dB, 10 degrees) and (2.2
dB, 15 degrees), respectively. In comparison with the noise
free reconstruction in Fig. 5 (b), we can see that a relative
reconstruction error less than 0.4% indicates a negligible
impact on the reconstruction quality.

V. CONCLUSION

An analytical analysis has been developed to quantitatively
predict the measurement uncertainty of UWB time domain
systems due to random errors. The simulations of a specific
time domain system confirm the validity of the developed
theory.
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Fig. 7. Reconstructed relative permittivity profiles of the breast model with
a relative reconstruction error of (a) 0.4%, (b) 0.9%, (c) 4% and (d) 12%.
The corresponding amplitude and phase errors are (a) 1.5 dB, 15 degrees, (b)
1.5 dB, 25 degrees, (c) 2 dB, 10 degrees and (d) 2.2 dB, 15 degrees.

Furthermore, the required measurement accuracy for breast
cancer detection has been studied numerically. It is found out
that the image distortion is acceptable when the amplitude
uncertainty is less than 1.5 dB and the phase uncertainty is
less than 15 degrees.

Although the investigation focuses on medical applications
of microwave imaging, the analysis can also be applied to
other UWB time domain systems.

The study has concentrated on the effects of random errors.
As mentioned previously, deterministic errors, although can
not be fully compensated for, can be made small by effective
calibrations. Another type of error need to be considered in
time domain systems is the aliasing error due to inadequate
sampling rate. A relevant study carried out by us indicates
that the aliasing error is negligible in the frequency range of
interest if the time interval resolution is higher than 10 ps.

Future work includes the study of other biological tissue
models and the design of a suitable time domain microwave
imaging system.
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