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nology, SE-412 96 Göteborg, Sweden, B ahmets@chalmers.se
(2) Photonics Laboratory, Department of Microtechnology and Nanoscience, Chalmers University of
Technology, SE-412 96 Göteborg, Sweden

Abstract The impact of self-phase modulation on the estimation error variance of digital clock recovery

schemes for coherent 16-QAM dual-polarization systems is investigated. The error variance increases

severely compared to the linear case and the theoretical bounds.

Introduction

Nonlinear impairments create significant chal-

lenges in future M-QAM coherent systems at and

beyond 100 Gbit/s1. The Kerr nonlinearity causes

self-phase modulation (SPM) distorting the signal

at high power levels. It may also affect the per-

formance of the digital signal processing (DSP)

algorithms in the receiver. Digital clock recov-

ery is the first step in digital receiver with non-

synchronous sampling since the signal must be

resampled at the optimum sampling instant to re-

duce inter-symbol interference and the complex-

ity of the subsequent blocks of the receiver. No-

tably, the impact of nonlinear impairments to digi-

tal clock recovery in coherent optical communica-

tions has received very little attention and exist-

ing studies do not consider the impact of SPM2–4.

In this paper, we analyze the impact of SPM on

practical feedback (FB) and feedforward (FF) dig-

ital clock recovery schemes based on the estima-

tion error variance. We derive theoretical bounds

on the estimation error variance and evaluate the

increase of the error variance of practical estima-

tors compared to the bounds and the linear case.

System Model

We investigate a 112 Gbit/s 16-QAM dual polar-

ization coherent optical communication system as

given in Fig. 1. There are two independent data

sequences transmitted through multiple amplifier

stages with adjacent standard single-mode fiber

(SMF) and dispersion-compensating fiber (DCF).

The initial signal at the output of the transmitter

(TX) is given by

r0(t) =
[

r
(X)
0 (t) r

(Y)
0 (t)

]T

=

Nd
∑

n=1

Anp(t − nT ),

(1)

Fig. 1: Optical transmission and receiver model

where An = diag{a(X)
n , a

(Y)
n } is the nth data sym-

bol matrix, Nd is the number of data symbols, T is

the symbol duration, and p(t) =
√

Pin p (t) [1 1]
T

is a pulse vector, in which Pin is a launch power,

and p(t) is a unit energy return-to-zero (RZ) pulse.

We use two RZ optical pulses with 33% and 50%

duty cycles5,

p33(t) =
1√
E33

sin

(

π

2

[

1 + sin

(

πt

T

)])

, (2)

p50(t) =
1√
E50

sin

(

π

4

[

1 + cos

(

2πt

T

)])

, (3)

where E33 and E50 are energy normalization

constants, and both pulses are time limited to

[−T/2, T/2]. Then, ignoring the effect of SPM in

the DCF due to the low input power, the optical

signal after each amplifier is given by6

ri(t) = ri−1(t)exp
[

jγLeffrH
i−1(t)ri−1(t)

]

+ ni(t),

(4)

where γ is the nonlinearity parameter of the

SMF, and Leff =
(

1 − e−αL
)

/α is the effec-

tive length of the SMF for attenuation α and

length L. The noise due to amplified spontaneous

emission (ASE) after each amplifier, ni(t) =

[n
(X)
i (t) n

(Y)
i (t)]T, is modeled as a circularly sym-

metric complex Gaussian noise with variance
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Tab. 1: System Parameter Values

γsmf 1.2 W−1km−1 Dsmf 16.5 ps/(nm km)
αsmf 0.20 dB/km Ddcf −120 ps/(nm km)
αdcf 0.60 dB/km λ = c/ν 1.55 µm
B 14 GHz Lsmf 80 km

nsp 1.5 Namp 22

σ2 = hνnspB(G − 1), where h is Planck’s con-

stant, ν is the optical frequency, nsp is the sponta-

neous emission factor, B is the bandwidth of the

electrical filter at the receiver, and G is the ampli-

fier gain. The amplifiers compensate for the total

attenuation in the SMF and DCF. The samples,

r(kTs), are obtained by sampling [re(t) ⊗ h(t)]

(see Fig. 1) at t = kTs − τ , where τ is the tim-

ing offset between the transmitter and receiver

clocks, Ts = T/M, M ≥ 2, is the sampling period,

h(t) is the impulse response of the anti-aliasing

filter (AAF), and ⊗ denotes convolution.

We ignore the effect of polarization mode dis-

persion to obtain feasible mathematical formula-

tion under nonlinearity. We use the numerical val-

ues given in Tab. 1 for the system model.

Digital Clock Recovery

We consider FB and FF clock recovery schemes

to estimate τ . FB recovery schemes require the

generation of an error signal for each symbol,

whereas FF schemes operate on blocks of sam-

ples. The FB and FF clock recovery diagrams are

given in Figs. 2(a) and 2(b), respectively, where τ̂

is the timing offset estimate. The baud-rate output

signal y(nT ) is forwarded for further DSP.

We extend non-decision aided maximum likeli-

hood based FF and FB estimators for single po-

larization7 to cover dual-polarization. The FF tim-

ing estimation is extended by

τ̂ = − T

2π
arg

{

MNs−1
∑

k=0

[r(kTs)]
H

z(kTs)e
−jπk/M

}

,

(5)

where Ns is the observation length in symbols,

z(kTs) = [e−jπk/Mr(kTs)] ⊗ c(kTs), and C(f) =

P (f − 1/2T )P ∗ (f + 1/2T ), in which P (f) is the

spectrum of p(t). Similarly, the error signal for FB

timing estimation, i.e., the output of the timing er-

ror detector (TED), is extended by

e(n) =Re
{

yH(nT + τ̂n) [y(nT + T/2 + τ̂n) (6)

+y(nT − T/2 + τ̂n−1)]} ,

τ̂n+1 =τ̂n + µe(n),

where µ is determined based on the loop band-

width of the loop filter (see Fig. 2(a)).

(a) (b)

Fig. 2: Digital clock recovery blocks for (a) feedback,

(b) feedforward schemes

Tab. 2: Simulation Parameters

Baud Rate (1/T ) 14 Gbaud
Sampling rate (1/Ts) 2.1/T = 29.4 GHz

Simulation time 106 symbols
Loop bandw. for FB est. (BL) 0.005/T = 70 MHz
Block length for FF est. (Ns) 100 symbols

Bounds on Estimation Errors

The estimation error variance is a common tool

to measure the estimator performance. Given

a channel model, a theoretical lower bound on

the error variance, namely the Cramér-Rao bound

(CRB), can be calculated. The timing estimation

error variance of any unbiased practical estimator

is lower bounded as8

E
[

(τ − τ̂ )2
]

≥ − 1

E

[

∂2lnp(rs|τ)
∂τ2

] = − 1

Jττ
, (7)

where rs denotes the sequence of samples

r(kTs), p (rs|τ) is the probability density function

of rs given τ , and E[ · ] denotes expectation oper-

ation. A lower bound for the timing estimate vari-

ance based on the channel model in (4) after an

AAF can be obtained by

Jττ =
8T 2π2

σ2Namp

Ns
∑

n=1

tr
(

AH
nAn

)

1
T

∫

− 1
T

f2 |Qn(f)|2 df,

(8)

where tr(·) is the trace operation on a matrix, and

Qn(f) is the frequency spectrum of

qn(t) =
(

g(t)ejγLeffNamptr(AH
n
An)|g(t)|2

)

⊗ h(t).

Numerical Results

We demonstrate the impact of SPM for the model

and simulation parameters given in Tabs. 1 and

2. In Figs. 3(a) and 3(b), the results for p33(t) are

provided. Once Pin exceeds −5dBm, SPM starts

to impact both the CRB and the practical estima-

tor error variance, and as Pin exceeds 0dBm the

increase in error variance compared to the linear

case is severe. In Figs. 4(a) and 4(b), results are

provided for p50(t), where the impact of SPM is

similar to p33(t) for low to mid input powers. In the
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Fig. 3: The CRB and practical performance for 16-QAM

for the pulse with 33% duty cycle. (a) FF; (b) FB

high input power regime, the CRB of p50(t) is sig-

nificantly lower than that of p33(t). This is due to

the fact that the pulse with lower duty cycle is af-

fected more severely by the spectral broadening,

and the AAF before the receiver removes a larger

portion of the content of the signal. This differ-

ence exists in the practical estimators in the high

input power regime as well, such that, at an input

power of 5dBm, the variance of the FF estimator

is around 6 · 10
−5 for p50(t), whereas it is 2 · 10

−4

for p33(t). In terms of error variance, for both FF

and FB estimators, the optimal operation region is

around −2dBm, at which point the variance of FB

estimates is almost twice as large as that of FF

estimates. Additionally, the figures demonstrate

that the error variance is almost always halved

when both polarizations are used for estimation.

The practical FF and FB timing estimates and

the bounds turn out to be independent of the fre-

quency offset, phase noise and polarization mix-

ing, provided that these effects can be considered

constant during an observation length. Further

analysis (results not shown) revealed that the re-

sults for higher level QAM formats are quite sim-

ilar to those of 16-QAM, given the same system

model parameters. However, the practical estima-

tion error variance curves and the CRB for QPSK

systems are slightly lower than those of 16-QAM.

Moreover, a unit increase in the number of ampli-

fier stages shifts all curves leftwards and reduces
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Fig. 4: The CRB and practical performance for 16-QAM

for the pulse with 50% duty cycle. (a) FF; (b) FB

the input power for optimal operation.

Conclusions

This paper has studied the impact of SPM on

clock recovery in coherent optical communication.

We show that SPM has a strong impact on the

timing estimation algorithms in terms of estima-

tion error variance. The results reveal an optimal

operation region, which we show to be −2dBm for

the given system model. We also demonstrate

that in the optimal region FF algorithms perform

better than FB algorithms. Further, the gap be-

tween the estimation error variance and the theo-

retical bounds points to the potential of new esti-

mation algorithms.
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