# Chalmers Publication Library 

## Copyright Notice

©2007 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any copyrighted component of this work in other works must be obtained from the IEEE.

This document was downloaded from Chalmers Publication Library (http://publications.lib.chalmers.se/), where it is available in accordance with the IEEE PSPB Operations Manual, amended 19 Nov. 2010, Sec. 8.1.9 (http://www.ieee.org/documents/opsmanual.pdf)

# Gray Coding for Multilevel Constellations in Gaussian Noise 

Erik Agrell, Johan Lassing, Erik G. Ström, and Tony Ottosson


#### Abstract

The problem of finding the optimal labeling (bit-tosymbol mapping) of multilevel coherent PSK, PAM, and QAM constellations with respect to minimizing the bit error probability (BEP) over a Gaussian channel is addressed. We show that using the binary reflected Gray code (BRGC) to label the signal constellation results in the lowest possible BEP for high enough signal energy-to-noise ratios and analyze what is "high enough" in this sense. It turns out that the BRGC is optimal for PSK and PAM systems whenever the target BEP is at most a few percent, which covers most systems of practical interest. New and simple closed-form expressions are presented for the BEP of PSK, PAM, and QAM using the BRGC.


Index Terms-binary reflected Gray code, bit error probability, bit error rate, constellation labeling, digital modulation, Gray mapping, optimal labeling, PAM, PSK, QAM.

## I. Introduction

This paper addresses the problem of selecting an optimal labeling with respect to minimizing the bit error probability (BEP) in digital communication systems with coherent symbol detection over an additive white Gaussian noise (AWGN) channel [1]. We study transmission of equally likely, statistically independent bits using multilevel phase shift keying (PSK), pulse amplitude modulation (PAM), and quadrature amplitude modulation (QAM) systems; with the binary reflected Gray code (BRGC), other Gray codes, and other labelings; for finite and infinite signal-to-noise ratios (SNR). Only uncoded transmission (or more precisely, coding without redundancy) is considered. The corresponding problem in systems with errorcorrecting codes is considered in, e.g., [2].

It is established engineering knowledge that labeling signal constellations with Gray codes (in particular, the BRGC [3]) is a way to reduce the BEP for the systems considered in this paper. There exist, however, a multitude of nonequivalent Gray codes. The theoretical question whether the BRGC is the best way to label the constellations has so far been an open question even in the asymptotic case of infinite SNR, although this is sometimes stated as a fact in the literature [4]. That the use of the BRGC (or even Gray codes) is not optimal for all SNR's for at least some constellation sizes can be demonstrated by explicit evaluation of the BEP for various labelings and modulation forms (see [5, Fig. 8] for a 64-QAM example).

[^0]The BEP of the systems considered herein was shown in [5] to be a function of two quantities; the average distance spectrum (ADS), derived from the constellation labeling, and the communication channel. We established in [5] the somewhat artificial result that the BRGC is the optimum labeling for PSK and PAM with respect to certain properties of the ADS, and the question whether the BRGC also yields minimum BEP over a practical channel with a finite (and in some cases even for infinite) SNR was left unanswered. In this paper, the optimality criterion is therefore changed from the one in [5] to the more relevant requirement that the optimal labeling should minimize the BEP of the communication system. We assume an AWGN channel and show that the minimum achievable BEP is, indeed, obtained by using the BRGC as long as the signal energy-tonoise ratio is higher than a finite threshold, which depends on the modulation scheme and the size of the constellation.

The paper is organized as follows. In Section II, the preliminaries are presented and a proof method is outlined for the optimality of the BRGC. Section III presents general BEP expressions for each of the three studied modulation formats, which hold for arbitrary labelings. In Section IV, we derive a particularly useful partitioning of the set of all possible labelings (competing with the BRGC on being the optimal labeling). This partitioning is used in Sections V-VII to prove the optimality of the BRGC for PSK, PAM, and QAM, respectively. In Section VIII, the analysis from Section III is continued and specialized to the case of BRGC labelings, resulting in explicit, closed-form expressions for the ADS and BEP of the BRGC. Finally, conclusions and comments are given in Section IX.

## II. Preliminaries

Some of the most central definitions and notation for the paper are collected in this section. The proof method is also outlined and two important analytical results, central to the proofs, are given.

## A. Definitions and Notation

The presented work deals with binary labelings and in this subsection we introduce the nomenclature and definitions that are used in the discussion.

A binary labeling $\lambda$ of order $m \in \mathbb{Z}^{+}$is defined as a sequence of $M=2^{m}$ distinct vectors (labels or codewords), $\lambda=\left(\boldsymbol{c}_{0}, \boldsymbol{c}_{1}, \ldots, \boldsymbol{c}_{M-1}\right)$, where each $\boldsymbol{c}_{i} \in\{0,1\}^{m}$. A rectangular binary labeling $\lambda$ of order $\left(m_{1}, m_{2}\right) \in \mathbb{Z}^{+} \times \mathbb{Z}^{+}$consists of all vectors (labels) in $\{0,1\}^{m_{1}+m_{2}}$, arranged in a matrix of dimension $M_{1}=2^{m_{1}}$ by $M_{2}=2^{m_{2}}$.

TABLE I
THE BINARY REFLECTED GRAY CODES OF ORDERS $m=1,2,3$, AND 4 .

| $\beta_{1}$ | $\beta_{2}$ | $\beta_{3}$ | $\beta_{4}$ |
| :---: | :---: | :---: | :---: |
| 0 | 00 | 000 | 0000 |
| 1 | 01 | 001 | 0001 |
|  | 11 | 011 | 0011 |
|  | 10 | 010 | 0010 |
|  |  | 110 | 0110 |
|  |  | 111 | 0111 |
|  |  | 101 | 0101 |
|  |  | 100 | 0100 |
|  |  |  | 1100 |
|  |  |  | 1101 |
|  |  |  | 1111 |
|  |  |  | 1110 |
|  |  |  | 1010 |
|  |  |  | 1011 |
|  |  |  | 1001 |
|  |  |  | 1000 |

A binary labeling $\lambda^{\prime}$ of order $m$ is said to be optimal for signal energy-to-noise ratio $\gamma$ if

$$
P_{\mathrm{b}}\left(\lambda^{\prime}, \gamma\right) \leq P_{\mathrm{b}}(\lambda, \gamma)
$$

for all labelings $\lambda$ of order $m$, where $P_{\mathrm{b}}(\lambda, \gamma)$ is the bit error probability, which is defined for PSK, PAM, and QAM systems in Section III, and $\gamma$ is defined as $E_{\mathrm{s}} / N_{0}$, where $E_{\mathrm{s}}$ is the symbol energy and $N_{0} / 2$ is the two-sided power spectral density of the AWGN.

Throughout the paper, we discuss a particular class of labelings; Gray codes. A binary Gray code of order $m$ is a binary labeling with $M=2^{m}$ distinct labels, where adjacent labels differ in only one of the $m$ positions. If we impose the additional requirement that the first and the last labels differ in a single position, the labeling is said to be a cyclic binary Gray code. Analogously, a rectangular binary Gray code is a rectangular labeling where adjacent labels, horizontally as well as vertically, differ in only one bit.

Among the cyclic Gray codes, we are especially interested in the binary reflected Gray code (BRGC) [3,5], and we denote the BRGC of order $m$ by $\beta_{m}$. For reference, we have listed $\beta_{m}$ for $m=1, \ldots, 4$ in Table I. With a two-dimensional BRGC we mean the direct product of two BRGC's. The BRGC can be transformed into a number of labelings that yield exactly the same BEP by means of some trivial operations such as interchanging bit positions. The role of such operations was discussed in some depth in [5], and we will not say more about them here. We loosely refer to the class of all such labelings as the BRGC.

The ADS of the labeling $\lambda$, denoted by $\bar{d}(k, \lambda)$ for PSK, essentially tells us the average number of bits that differ in two labels separated by $k$ symbols in the constellation. The precise definitions depend on the constellation and follow in Section III. Letting $\Lambda_{m}$ denote the set of all labelings having an ADS that differs from the $\operatorname{ADS}$ of $\beta_{m}$, we define the critical
index $T(\lambda)$ of a PSK labeling $\lambda \in \Lambda_{m}$ as

$$
\begin{equation*}
T(\lambda) \triangleq \min \left\{k \in \mathbb{Z}^{+}: \bar{d}(k, \lambda) \neq \bar{d}\left(k, \beta_{m}\right)\right\} \tag{1}
\end{equation*}
$$

From [5, Th. 5] we know that

$$
\begin{equation*}
\bar{d}(k, \lambda)>\bar{d}\left(k, \beta_{m}\right) \tag{2}
\end{equation*}
$$

at $k=T(\lambda)$. The definition (1) also applies to PAM if $\bar{d}(k, \lambda)$ is replaced with $\bar{h}(k, \lambda)$ (defined in Section III-B).

The set of all critical indices is the critical index set

$$
\begin{equation*}
\Psi_{m} \triangleq\left\{T(\lambda): \lambda \in \Lambda_{m}\right\} \tag{3}
\end{equation*}
$$

In addition, it will be convenient to have a designator for the set of labelings for which $T(\lambda)=i$,

$$
\begin{equation*}
\Lambda_{m}(i) \triangleq\left\{\lambda \in \Lambda_{m}: T(\lambda)=i\right\} . \tag{4}
\end{equation*}
$$

Although obvious from (3) and (4), we explicitly state that

$$
\Lambda_{m}=\bigcup_{i \in \Psi_{m}} \Lambda_{m}(i)
$$

and

$$
\Lambda_{m}(i) \cap \Lambda_{m}(j)=\varnothing \quad \text { for } i \neq j
$$

since these relations are central to the proof method as described in the next subsection.

## B. Outline of Proof Method

Before proceeding to the details, we give an outline of the proof method that will be used. Using the definitions and the notation introduced in the previous subsection, the aim of this paper is for each $m$ and each modulation form to establish a range of $\gamma$ for which

$$
\begin{equation*}
P_{\mathrm{b}}\left(\beta_{m}, \gamma\right) \leq \min _{\lambda \in \Lambda_{m}} P_{\mathrm{b}}(\lambda, \gamma) \tag{5}
\end{equation*}
$$

that is, for what signal energy-to-noise ratios the labeling $\beta_{m}$ will result in the lowest BEP among all possible labelings. We define the optimality threshold $\gamma_{m}^{*}$ for order $m$ as the smallest value such that (5) holds for all $\gamma \geq \gamma_{m}^{*}$.

We will address (5) by using the equivalent formulation

$$
\begin{equation*}
0 \leq \min _{i \in \Psi_{m}}\left[\min _{\lambda \in \Lambda_{m}(i)} P_{\mathrm{b}}(\lambda, \gamma)-P_{\mathrm{b}}\left(\beta_{m}, \gamma\right)\right] . \tag{6}
\end{equation*}
$$

We will, for each $i \in \Psi_{m}$, lowerbound the expression inside the brackets in (6) and establish a range of $\gamma$ for which the bound is non-negative. This yields an upper bound $\hat{\gamma}_{m}$ on $\gamma_{m}^{*}$, which is computed separately for PSK, PAM, and QAM.

## C. Two Lemmas of Monotonicity

In order to find the range of $\gamma$ for which (5) is valid, we make use of two results from calculus, which are derived in this subsection.

Lemma 1: For constants $a$ and $b$ such that $0 \leq a<b$, consider the difference $\Delta(x)=f(b x)-f(a x)$. If

- $f(x)$ is continuous and twice differentiable for $x \geq 0$,
- $f^{\prime}(x)>0$ for $x>0$, and
- $f^{\prime \prime}(x)>0$ for $x>0$,
then $\Delta(x)$ is a strictly increasing function in $x$ for $x \geq 0$.
Proof: Since $f^{\prime \prime}(x)>0$ for $x>0$, we have for $0 \leq a<b$ and $x>0$

$$
0<\int_{a x}^{b x} f^{\prime \prime}(t) d t=f^{\prime}(b x)-f^{\prime}(a x)
$$

Since $f^{\prime}(x) \geq 0$ for $x>0$, we have

$$
f^{\prime}(b x)-f^{\prime}(a x) \leq f^{\prime}(b x)-\frac{a}{b} f^{\prime}(a x)=\frac{\Delta^{\prime}(x)}{b}
$$

for $0 \leq a<b$, showing that $\Delta^{\prime}(x)>0$, which completes the proof.

The next lemma involves the Gaussian Q-function

$$
Q(x) \triangleq \frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} e^{-t^{2} / 2} d t
$$

Lemma 2: For two constants $a$ and $b$, such that $0 \leq a<b$, the ratio

$$
r(x)=\frac{Q(a x)}{Q(b x)}
$$

is a strictly increasing function of $x$ for $x>0$.
Proof: Let $f(x)=-\log Q(x)$, which is a continuous, twice differentiable function for all $x$ with first derivative

$$
f^{\prime}(x)=-\frac{Q^{\prime}(x)}{Q(x)}
$$

For the second derivative we have

$$
f^{\prime \prime}(x)=\frac{Q^{\prime}(x)^{2}-Q^{\prime \prime}(x) Q(x)}{Q(x)^{2}}
$$

and since

$$
Q^{\prime}(x)=-\frac{e^{-\frac{1}{2} x^{2}}}{\sqrt{2 \pi}} \quad \text { and } \quad Q^{\prime \prime}(x)=\frac{x e^{-\frac{1}{2} x^{2}}}{\sqrt{2 \pi}}
$$

we have $f^{\prime}(x)>0$ for all $x$ and

$$
f^{\prime \prime}(x)=\frac{x e^{-\frac{1}{2} x^{2}}}{\sqrt{2 \pi} Q(x)^{2}}\left[\frac{e^{-\frac{1}{2} x^{2}}}{x \sqrt{2 \pi}}-Q(x)\right] .
$$

Now, as $e^{-\frac{1}{2} x^{2}} / x \sqrt{2 \pi}$ is a well known upper bound on $Q(x)$ for $x>0$ [6, p. 98], we conclude that for $x>0$, we have $f^{\prime \prime}(x)>0$. Applying Lemma 1 to $f(x)$, we find that

$$
\Delta(x)=-\log Q(b x)+\log Q(a x)=\log \frac{Q(a x)}{Q(b x)}
$$

is a strictly increasing function for $x>0$ and $0 \leq a<b$, which also implies that $r(x)=e^{\Delta(x)}$ is a strictly increasing function of $x$ for $x>0$.

## III. BEP of Systems with Any Labeling

This section provides simple, closed-form expressions for the BEP of each of the three studied modulation formats. They all separate the influence of the channel from that of the labeling, where the latter is captured by the ADS.


Fig. 1. The shaded area represents the probability $\Gamma(a, \gamma)$ that would result from integration of a Gaussian pdf with variance $N_{0} / 2$ in each dimension, centered on $O$, over this region.

## A. Bit Error Probability for PSK

The average BEP of $M$-PSK, where $M=2^{m}$ for any integer $m \geq 1$, over AWGN channels can be written [7]

$$
\begin{equation*}
P_{\mathrm{b}}(\lambda, \gamma)=\frac{1}{m} \sum_{k=1}^{M-1} \bar{d}(k, \lambda) P(k, \gamma) \tag{7}
\end{equation*}
$$

where $\bar{d}(k, \lambda)$ is the ADS of an $M$-PSK constellation labeling $\lambda$. It is defined for all integers $k$ as

$$
\begin{equation*}
\bar{d}(k, \lambda) \triangleq \frac{1}{M} \sum_{l=0}^{M-1} d_{\mathrm{H}}\left(\boldsymbol{c}_{l}, \boldsymbol{c}_{(l+k) \bmod M}\right) \tag{8}
\end{equation*}
$$

where $\boldsymbol{c}_{k}$ is the $m$-bit binary label assigned to the $k$ th constellation point and the Hamming distance $d_{\mathrm{H}}\left(\boldsymbol{c}_{j}, \boldsymbol{c}_{k}\right)$ is the number of positions in which $\boldsymbol{c}_{j}$ and $\boldsymbol{c}_{k}$ differ. The ADS denotes the average number of bits that differ between binary labels assigned to constellation points separated by $k$ steps in the PSK constellation. If it is clear from the context which labeling $\lambda$ is concerned, we will simply write $\bar{d}(k)$ for the ADS. The crossover probability $P(k, \gamma)$ is the probability that the received signal vector is found in a decision region belonging to a signal point $k$ steps away (clockwise along the PSK circle) from the transmitted signal point.

To find an expression for $P(k, \gamma)$ for a given symbol energy-to-noise ratio $\gamma \triangleq E_{\mathrm{s}} / N_{0}$, we refer to Figure 1 and consider a rotationally invariant, two-dimensional Gaussian probability density function (pdf) with variance $N_{0} / 2$ per dimension, centered on the point $O$. In the two-dimensional setting considered herein, the noncentral $t$-distribution gives the probability $\Gamma(a, \gamma)$, which for $0 \leq a \leq \pi$ denotes the integral of the Gaussian pdf over the region bounded by angles $\pm a$ not containing $O$. For $k=1, \ldots, M / 2-1$, the probability $P(k, \gamma)$ is related
to $\Gamma(a, \gamma)$ through the relation

$$
\begin{align*}
P(k, \gamma) & =\frac{1}{2}\left[\Gamma\left(\frac{(2 k-1) \pi}{M}, \gamma\right)-\Gamma\left(\frac{(2 k+1) \pi}{M}, \gamma\right)\right] \\
& \triangleq \frac{1}{2}\left[\Gamma\left(a_{k}, \gamma\right)-\Gamma\left(b_{k}, \gamma\right)\right] \tag{9}
\end{align*}
$$

while for $k=0$,

$$
P(0, \gamma)=1-\Gamma\left(\frac{\pi}{M}, \gamma\right)
$$

and for $k=M / 2$, we have

$$
\begin{equation*}
P(M / 2, \gamma)=\Gamma\left(\pi-\frac{\pi}{M}, \gamma\right) \tag{10}
\end{equation*}
$$

By symmetry, $P(k, \gamma)=P(M-k, \gamma)$ for $k=M / 2+1, \ldots$, M-1.

There exist several expressions for the probability $\Gamma(a, \gamma)$, which is closely related to the noncentral $t$-distribution $[8,9]$, for example

$$
\begin{align*}
\Gamma(a, \gamma) & =\frac{1}{\pi} \int_{0}^{\pi-a} e^{-\gamma \frac{\sin ^{2} a}{\sin ^{2} \varphi}} d \varphi  \tag{11}\\
& =2 Q(\sqrt{2 \gamma} \sin a)-\frac{1}{\pi} \int_{0}^{a} e^{-\gamma \frac{\sin ^{2} a}{\sin ^{2} \varphi}} d \varphi . \tag{12}
\end{align*}
$$

For numerical stability, we prefer (11) if $a \geq \pi / 2$ and (12) otherwise. The expression (11) was given in [10, p. 198] and (12) can be proved using $\Gamma(\pi / 2, \gamma)=Q(\sqrt{2 \gamma})$, see Figure 1.

We may simplify the above BEP expressions further. By inserting (9) and (10) in (7), we find that

$$
\begin{equation*}
P_{\mathrm{b}}(\lambda, \gamma)=\frac{1}{m} \sum_{k=1}^{M / 2} \bar{\Delta}(k, \lambda) \Gamma\left(a_{k}, \gamma\right) \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\Delta}(k, \lambda) \triangleq \bar{d}(k, \lambda)-\bar{d}(k-1, \lambda) \tag{14}
\end{equation*}
$$

is the differential $A D S$.

## B. Bit Error Probability for PAM

The BEP expression for $M$-PAM can be written in a form similar to (7) and is again a function of the labeling $\lambda$ used to label the constellation and the signal energy-to-noise ratio $\gamma$ [5]

$$
\begin{equation*}
P_{\mathrm{b}}(\lambda, \gamma)=\frac{2}{m} \sum_{k=1}^{\infty} \bar{h}(k, \lambda) \mathcal{P}(k, \mu(\gamma)) \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu(\gamma)=\sqrt{\frac{6 \gamma}{M^{2}-1}} \tag{16}
\end{equation*}
$$

is half the distance between adjacent constellation vectors divided by $\sqrt{N_{0} / 2}$. In the rest of this paper, $\mu(\gamma)$ will sometimes be written as $\mu$, letting the dependence on $\gamma$ be implicit.

Furthermore, $\mathcal{P}(k, \mu)$ is expressed in terms of the Gaussian $Q$ function as

$$
\begin{equation*}
\mathcal{P}(k, \mu) \triangleq Q((2 k-1) \mu)-Q((2 k+1) \mu) . \tag{17}
\end{equation*}
$$

The ADS $\bar{h}(k, u)$ of any sequence $u=\left(\boldsymbol{c}_{0}, \ldots, \boldsymbol{c}_{M-1}\right)$ of $M$ binary vectors is defined for all integers $k$ as

$$
\begin{equation*}
\bar{h}(k, u) \triangleq \frac{1}{2 M} \sum_{l=0}^{M-1}\left(d_{\mathrm{H}}\left(\boldsymbol{c}_{l}^{\prime}, \boldsymbol{c}_{l+k}^{\prime}\right)+d_{\mathrm{H}}\left(\boldsymbol{c}_{l}^{\prime}, \boldsymbol{c}_{l-k}^{\prime}\right)\right) \tag{18}
\end{equation*}
$$

with $\boldsymbol{c}_{i}^{\prime} \triangleq \boldsymbol{c}_{r(M, i)}$, where $r$ is a ramp function given by

$$
r(M, i) \triangleq \begin{cases}0, & i<0  \tag{19}\\ i, & 0 \leq i \leq M-1 \\ M-1, & i>M-1\end{cases}
$$

As for the PSK case, we will write $\bar{h}(k)$ for the ADS if it is obvious from the context which sequence $u$ is concerned.

It follows straightforwardly from this definition that for any sequence $u, \bar{h}(0, u)=0$. More importantly, for the special case when $u=\lambda$ is a labeling, we note that for $k \geq M-1$, (18) counts the average number of ones per label taken over the entire labeling. For any labeling this average is $m / 2$, so that $\bar{h}(k, \lambda)=m / 2$ for $k \geq M-1$. This fact can be exploited to reduce the number of terms in (15) and obtain

$$
\begin{align*}
P_{\mathrm{b}}(\lambda, \gamma)=Q & ((2 M-3) \mu)+\frac{2}{m} \sum_{k=1}^{M-2} \bar{h}(k, \lambda) \\
& \cdot[Q((2 k-1) \mu)-Q((2 k+1) \mu)] . \tag{20}
\end{align*}
$$

As in the case of $M$-PSK, we may simplify the expression further. Taking differences of $\bar{h}(k, \lambda)$ instead of the $Q$ functions, we obtain

$$
\begin{equation*}
P_{\mathrm{b}}(\lambda, \gamma)=\frac{2}{m} \sum_{k=1}^{M-1} \bar{\delta}(k, \lambda) Q((2 k-1) \mu) \tag{21}
\end{equation*}
$$

where it follows from (18) and (19) that the differential ADS is

$$
\begin{align*}
\bar{\delta}(k, \lambda) \triangleq & \bar{h}(k, \lambda)-\bar{h}(k-1, \lambda) \\
= & \frac{1}{2 M} \sum_{l=0}^{M-k-1}\left(2 d_{H}\left(\boldsymbol{c}_{l}, \boldsymbol{c}_{l+k}\right)\right. \\
& \left.\quad-d_{H}\left(\boldsymbol{c}_{l}, \boldsymbol{c}_{l+k-1}\right)-d_{H}\left(\boldsymbol{c}_{l+1}, \boldsymbol{c}_{l+k}\right)\right) \tag{22}
\end{align*}
$$

The expressions (21)-(22) provide a convenient method to evaluate the BEP of PAM systems with any labeling.

## C. Bit Error Probability for QAM

We consider rectangular $M_{1} \times M_{2}$ QAM constellations such that $m_{1}=\log _{2} M_{1}$ and $m_{2}=\log _{2} M_{2}$ are integers, which are labeled by binary labels of length $m_{1}+m_{2}$. To evaluate the BEP for QAM, we define virtual labels even for imaginary constellation vectors outside the $M_{1} \times M_{2}$ grid as

$$
\boldsymbol{c}_{i, j}^{\prime}=\boldsymbol{c}_{r\left(M_{1}, i\right), r\left(M_{2}, j\right)}
$$

for all integers $i$ and $j$, where the ramp function $r$ was defined in (19).

The BEP for this system, when used for transmission over an AWGN channel with average signal energy-to-noise ratio $\gamma$, can be written as

$$
P_{\mathrm{b}}(\lambda, \gamma)=\frac{1}{m_{1}+m_{2}} \sum_{k=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} \bar{g}(k, l, \lambda) \mathcal{P}(k, \mu) \mathcal{P}(l, \mu)
$$

where $\mathcal{P}$ is the same as in (17) and $\mu$ is still half the distance between adjacent constellation vectors divided by $\sqrt{N_{0} / 2}$; the relation between $\mu$ and $\gamma$ is for QAM (cf. (16))

$$
\begin{equation*}
\mu(\gamma)=\sqrt{\frac{6 \gamma}{M_{1}^{2}+M_{2}^{2}-2}} \tag{23}
\end{equation*}
$$

The labeling $\lambda$ is now rectangular (see Section II-A) and

$$
\bar{g}(k, l, \lambda) \triangleq \frac{1}{M_{1} M_{2}} \sum_{i=0}^{M_{1}-1} \sum_{j=0}^{M_{2}-1} d_{\mathrm{H}}\left(\boldsymbol{c}_{i, j}^{\prime}, \boldsymbol{c}_{i+k, j+l}^{\prime}\right)
$$

To exploit the symmetry of the constellation, as was done for PAM in (15), we form an ADS with two components $\bar{t}$ and $\bar{t}_{0}$ by averaging components of $\bar{g}$ in groups of four. This yields

$$
\begin{align*}
P_{\mathrm{b}}(\lambda, \gamma)= & \frac{4}{m_{1}+m_{2}} \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \bar{t}(k, l, \lambda) \mathcal{P}(k, \mu) \mathcal{P}(l, \mu) \\
& +\frac{4 \mathcal{P}(0, \mu)}{m_{1}+m_{2}} \sum_{k=1}^{\infty} \bar{t}_{0}(k, \lambda) \mathcal{P}(k, \mu) \tag{24}
\end{align*}
$$

where for any integers $k$ and $l$ (dropping the dependence on $\lambda$ to simplify the notation)

$$
\begin{align*}
\bar{t}(k, l) & \triangleq \frac{1}{4}[\bar{g}(k, l)+\bar{g}(k,-l)+\bar{g}(-k, l)+\bar{g}(-k,-l)]  \tag{25}\\
\bar{t}_{0}(k) & \triangleq \frac{1}{4}[\bar{g}(0, k)+\bar{g}(0,-k)+\bar{g}(k, 0)+\bar{g}(-k, 0)] \tag{26}
\end{align*}
$$

The expression (24) is suitable for analytically comparing the performance of various labelings, as will be done in Section VII. To numerically evaluate the BEP of a given labeling, however, the infinite summations can be replaced by a finite number of terms, because

$$
\begin{aligned}
\bar{t}(k, l) & =\bar{t}\left(\min \left\{k, M_{1}-1\right\}, \min \left\{l, M_{2}-1\right\}\right) \\
\bar{t}_{0}(k) & =\bar{t}_{0}\left(\min \left\{k, \max \left\{M_{1}, M_{2}\right\}-1\right\}\right) .
\end{aligned}
$$

The calculations, which are not detailed here, follow in perfect analogy with (20)-(22).

So far, the expressions in this section hold for arbitrary QAM labelings. In the special case when the QAM labeling is the direct product of two PAM labelings, the expressions can be simplified further. Indeed, it can be shown that for any product labeling $\lambda_{1} \times \lambda_{2}$, the two-dimensional ADS components (25)(26) get the particularly simple forms

$$
\begin{aligned}
\bar{t}(k, l) & =\bar{h}\left(k, \lambda_{1}\right)+\bar{h}\left(l, \lambda_{2}\right) \\
\bar{t}_{0}(k) & =\frac{\bar{h}\left(k, \lambda_{1}\right)+\bar{h}\left(k, \lambda_{2}\right)}{2} .
\end{aligned}
$$

Substituting these expressions into (24) and simplifying yields the BEP [11]

$$
\begin{gather*}
P_{\mathrm{b}}\left(\lambda_{1} \times \lambda_{2}, \gamma\right)=\frac{m_{1}}{m_{1}+m_{2}} P_{\mathrm{b}}\left(\lambda_{1}, \frac{M_{1}^{2}-1}{M_{1}^{2}+M_{2}^{2}-2} \gamma\right) \\
\quad+\frac{m_{2}}{m_{1}+m_{2}} P_{\mathrm{b}}\left(\lambda_{2}, \frac{M_{2}^{2}-1}{M_{1}^{2}+M_{2}^{2}-2} \gamma\right) \tag{27}
\end{gather*}
$$

where $P_{\mathrm{b}}\left(\lambda_{1}, \gamma\right)$ and $P_{\mathrm{b}}\left(\lambda_{2}, \gamma\right)$ are the BEP's of the constituent $M_{1}$-PAM and $M_{2}$-PAM systems, obtained from (21).

## IV. The Critical Index Set

In order to address (6), we need to find the critical set $\Psi_{m}$ defined in (3). We will rely on a method called labeling expansion, which is a way to construct a labeling $\lambda_{m}$ of order $m$ from a labeling $\lambda_{m-1}$ of order $m-1$ [5]. For a labeling $\lambda_{m-1}$ that is expanded into $\lambda_{m}$ the following relations hold for $m \geq 2$ and $k \in \mathbb{Z}$

$$
\begin{align*}
\bar{d}\left(4 k, \lambda_{m}\right) & =\bar{d}\left(2 k, \lambda_{m-1}\right)+f_{1}  \tag{28}\\
\bar{d}\left(4 k+2, \lambda_{m}\right) & =\bar{d}\left(2 k+1, \lambda_{m-1}\right)+f_{2} \\
\bar{d}\left(2 k+1, \lambda_{m}\right) & =\frac{\bar{d}\left(k, \lambda_{m-1}\right)+\bar{d}\left(k+1, \lambda_{m-1}\right)}{2}+f_{3} \tag{29}
\end{align*}
$$

where $f_{1}, f_{2}$, and $f_{3}$ are functions of $k$ and $m$, but independent of $\lambda_{m-1}$. The same relations, with different $f_{1}, f_{2}$ and $f_{3}$, hold for $\bar{h}(k, \lambda)$. An important property of labeling expansion is that expanding $\beta_{m-1}$ gives $\beta_{m}$. Furthermore, we derive the following property of expanded cyclic labelings from [5, Lemma 3]. An analogous relation for $h(k, \lambda)$, not explicitly stated here, can be derived from [5, Lemma 3b].

Lemma 3: A labeling $\lambda$ of order $m \geq 2$ is an expanded cyclic Gray code if and only if $\bar{d}(1, \lambda)=\bar{d}\left(1, \beta_{m}\right)$ and $\bar{d}(3, \lambda)=\bar{d}\left(3, \beta_{m}\right)$.

Proof: First, that a labeling $\lambda$ is a cyclic Gray code if and only if $\bar{d}(1, \lambda)=\bar{d}\left(1, \beta_{m}\right)$ follows from the definition of a cyclic Gray code. Second, that a cyclic Gray code $\lambda$ of order $m \geq 3$ is an expanded cyclic Gray code if and only if $\bar{d}(3, \lambda)=$ $\bar{d}\left(3, \beta_{m}\right)$ was proved in [5, Lemma 3]. The case $m=2$ is trivial.

The critical index set depends on the modulation form and the order $m$, but the method used to find the critical index set for PSK and PAM is the same. We derive the critical index set for PSK in detail and only point out the essential differences in the derivation of the critical index set for PAM. QAM is not treated in this section, as it will be shown in Section VII that the concept of critical indices is not needed to analyze the performance of two-dimensional BRGC's.

## A. The Critical Index Set for PSK

Theorem 4: For PSK constellations, the critical index sets of orders $m \leq 4$ satisfy $\Psi_{1}=\varnothing, \Psi_{2}=\Psi_{3}=\{1\}$, and $\Psi_{4}=\{1,3\}$.

Proof: It is trivial that $\Psi_{1}=\varnothing$. For $m \geq 2$, we consider the set $\Lambda_{m}(1)$ of labelings not having the cyclic Gray property. For all $m \geq 2$, there is at least one labeling in this set, so definitely $1 \in \Psi_{m}$.

TABLE II
The number of binary Gray codes and binary cyclic Gray CODES THAT DO NOT HAVE IDENTICAL ADS AS A FUNCTION OF THE ORDER $m$. THE TABLE, WHICH WAS ObTAINED BY COMPUTER SEARCH, does not count the same entities as [5, Tab. I], Although the NUMERICAL VALUES AGREE FOR $m \leq 4$.

| $m$ | cyclic Gray | Gray |
| :---: | :---: | :---: |
| 1 | 1 | 1 |
| 2 | 1 | 1 |
| 3 | 1 | 3 |
| 4 | 9 | 131 |

The set $\Lambda_{m}(k)$ contains for $k \geq 2$ only cyclic Gray codes. However, all cyclic Gray codes have $\bar{d}(2)=2$. Therefore, all cyclic Gray codes have identical ADS's for $k=1$ and 2 and, hence, $\Lambda_{m}(2)=\varnothing$ for all orders $m$.

For $\Lambda_{m}(3)$, we turn to column 2 of Table II, where the number of cyclic Gray codes that do not have identical ADS is listed. Since there is only one cyclic Gray code for $m \leq 3$, $\Lambda_{m}(3)=\varnothing$ for $m \leq 3$, which completes the proof that $\Psi_{2}=\Psi_{3}=\{1\}$.

For $m=4$, we conclude from Lemma 3 and the fact that the Gray code of order $m=3$ is unique that there is only one expanded Gray code of order 4, which is the BRGC. Hence, $\Lambda_{4}(i)=\varnothing$ for $i \geq 4$. On the other hand, there exist several Gray codes of order 4 that are not the BRGC, see Table II, and consequently not expanded, which proves that $\Lambda_{4}(3) \neq \varnothing$.

Theorem 5: For $m \geq 5, \Psi_{m}$ is obtained from $\Psi_{m-1}$ by adding another element to the set, namely,

$$
\begin{equation*}
\Psi_{m}=\Psi_{m-1} \cup\left\{2\left(\max \Psi_{m-1}\right)-1\right\} \tag{30}
\end{equation*}
$$

Proof: From the previous proof, $1 \in \Psi_{m}$ and $2 \notin \Psi_{m}$ for $m \geq 2$. To establish when $3 \in \Psi_{m}$, we recall from Lemma 3 that $\Lambda_{m}(3)$ is the set of Gray codes that are not expanded Gray codes. We will prove that this set is nonempty for $m \geq 4$ by showing that it includes the class of balanced Gray codes. Such labelings exist for all orders, see [12] and [13, pp. 14-15] ${ }^{1}$ and they have the property that the $M$ bit transitions in a cyclic list of the $M$ labels are distributed as evenly as possible among the $m$ bit positions. To be precise, no more than $M / m+2$ transitions occur in any one position of a balanced Gray code. In an expanded Gray code, on the other hand, half of the transitions occur in the same bit [5] (cf. Table I). Since $M / 2>M / m+2$ for $m \geq 4$, we conclude that for $m \geq 4$, balanced Gray codes are not expanded, $\Lambda_{m}(3) \neq \varnothing$, and $3 \in \Psi_{m}$.

Now, for $T(\lambda) \geq 4$, we are dealing with the class of cyclic Gray codes for which $\bar{d}(k)$ is identical to the ADS of $\beta_{m}$ for $k=1,2$, and 3. From Lemma 3, we know that all such labelings of order $m$ can be constructed by expansion of a Gray code of order $m-1$. Hence, their ADS's can be calculated using (28)-(29). From the recursions we find that the critical index $T\left(\lambda_{m-1}\right)$ of a labeling of order $m-1$ will propagate to

[^1]TABLE III
THE CRITICAL INDEX SET $\Psi_{m}$ FOR PSK AND PAM AS A FUNCTION OF $m$.

| $m$ | $\Psi_{m}(\mathrm{PSK})$ | $\Psi_{m}$ (PAM) |
| :---: | :--- | :--- |
| 1 | $\varnothing$ | $\varnothing$ |
| 2 | $\{1\}$ | $\{1\}$ |
| 3 | $\{1\}$ | $\{1,3\}$ |
| 4 | $\{1,3\}$ | $\{1,3,5\}$ |
| 5 | $\{1,3,5\}$ | $\{1,3,5,9\}$ |
| 6 | $\{1,3,5,9\}$ | $\{1,3,5,9,17\}$ |
| 7 | $\{1,3,5,9,17\}$ | $\{1,3,5,9,17,33\}$ |
| 8 | $\{1,3,5,9,17,33\}$ | $\{1,3,5,9,17,33,65\}$ |

the expanded labeling $\lambda_{m}$ and result in a critical index

$$
T\left(\lambda_{m}\right)=2 T\left(\lambda_{m-1}\right)-1
$$

In summary, $\Psi_{m}=\{1,3\} \cup\left\{2 i-1 \mid i \in \Psi_{m-1}\right\}$ for $m \geq 5$, which is equivalent to (30).

The PSK critical index sets $\Psi_{m}$ are listed in the second column of Table III for $m=1, \ldots, 8$.

## B. The Critical Index Set for PAM

For PAM, the critical index set is derived in a similar way; the difference is that the ADS is defined by (18) and we exclude the cyclic requirement on the Gray codes. The change of definition for the ADS results in different values for $\bar{h}(k)$ for $k=1,2$ compared to the PSK case, but the conclusion that $\bar{h}(k)$ is identical for all Gray codes of order $m \geq 3$ for $k=1,2$ is still valid [5, Lemma 2b].

From column 3 of Table II, we see that in the class of not necessarily cyclic Gray codes, there are three classes of Gray codes of order $m=3$ that do not have identical ADS's. This means that the critical index sets are not the same for PAM as for PSK. Indeed, they are given by the following two theorems.

Theorem 6: $\Psi_{1}=\varnothing, \Psi_{2}=\{1\}$, and $\Psi_{3}=\{1,3\}$.
Theorem 7: For $m \geq 4, \Psi_{m}$ is given by (30).
We omit the proofs, which are analogous to the proofs of Theorems 4-5. The critical index sets of PAM are listed in the third column of Table III for $m=1, \ldots, 8$.

## V. The Optimal PSK Labeling

At this point, we have established the foundation required to address the proof of the optimality of $\beta_{m}$. In this section, we use the results in Section IV to derive sufficient conditions on the signal energy-to-noise ratio for which $\beta_{m}$ is optimal for an $M$-PSK system.

## A. The Bounding Ratio

The procedure we use is to compare $\beta_{m}$ to all labelings in $\Lambda_{m}$. This is done by finding, for each $i \in \Psi_{m}$, a signal energy-to-noise ratio $\gamma$ such that

$$
\begin{equation*}
P_{\mathrm{b}}\left(\beta_{m}, \gamma\right) \leq \min _{\lambda \in \Lambda_{m}(i)} P_{\mathrm{b}}(\lambda, \gamma) \tag{31}
\end{equation*}
$$

and showing that the highest of these values taken over all $i \in$ $\Psi_{m}$ provides a $\gamma$ above which $\beta_{m}$ yields the lowest possible BEP over the Gaussian channel.

For this purpose, we define the bounding ratio for PSK as

$$
\begin{equation*}
R(i, \gamma) \triangleq \frac{\sum_{k=i+1}^{M-i-1} P(k, \gamma)}{2 P(i, \gamma)} \tag{32}
\end{equation*}
$$

whose significance is given by the following lemma.
Lemma 8: For any $i \in \Psi_{m}$, a sufficient criterion for (31) is that

$$
R(i, \gamma) \leq \frac{2}{M(m-1)}
$$

Proof: Let $\epsilon \triangleq 2 / M$ and $\omega \triangleq m-1$. Define

$$
\check{d}_{i}(k) \triangleq \begin{cases}\bar{d}\left(k, \beta_{m}\right), & k=0, \ldots, i-1  \tag{33}\\ \bar{d}\left(k, \beta_{m}\right)+\epsilon, & k=i \\ \bar{d}\left(k, \beta_{m}\right)-\omega, & k=i+1, \ldots, M / 2 \\ \breve{d}_{i}(M-k) & k=M / 2+1, \ldots, M-1 .\end{cases}
$$

The value at $k=i$ is a lower bound on the difference between the ADS of a labeling $\lambda \in \Lambda_{m}(i)$ and $\beta_{m}$. To show this, we observe that the sum (8) for any given $k$ contains the same number of terms for which $\boldsymbol{c}_{l}$ has odd parity and $\boldsymbol{c}_{(l+k) \bmod M}$ has even parity as vice versa. In both cases, the Hamming distance is odd, whereas in all other cases, it is even. Hence, (8) contains an even number of odd terms, which proves that the resolution of $\bar{d}(k, \lambda)$ is $\epsilon$. From this fact and (2), we conclude that the ADS of any $\lambda \in \Lambda_{m}(i)$ satisfies $\bar{d}(k, \lambda) \geq \check{d}_{i}(k)$.

If now $R(i, \gamma) \leq \epsilon / \omega$, then

$$
\begin{aligned}
0 & \leq 2 P(i, \gamma) \epsilon-\sum_{k=i+1}^{M-i-1} P(k, \gamma) \omega \\
& =\sum_{k=1}^{M-1} P(k, \gamma)\left(\check{d}_{i}(k)-\bar{d}\left(k, \beta_{m}\right)\right) \\
& \leq \sum_{k=1}^{M-1} P(k, \gamma) \bar{d}(k, \lambda)-\sum_{k=1}^{M-1} P(k, \gamma) \bar{d}\left(k, \beta_{m}\right) \\
& =P_{\mathrm{b}}(\lambda, \gamma)-P_{\mathrm{b}}\left(\beta_{m}, \gamma\right)
\end{aligned}
$$

for any labeling $\lambda \in \Lambda_{m}(i)$.
Note that the bounds given by $\epsilon$ and $\omega$ in (33) are chosen for their simplicity; it is possible to find and use tighter bounds, but we have yet to find bounds that would give more than a marginal effect on the derived upper thresholds.

## B. BRGC Optimality Thresholds for M-PSK

We now proceed to derive sufficient conditions of optimality of $\beta_{m}$ for $M$-PSK over the Gaussian channel. We will evaluate (32) for each $i \in \Psi_{m}$ and find a range of $\gamma$ for which all these $\left|\Psi_{m}\right|$ inequalities are valid simultaneously.

Lemma 9: For any $m \geq 3$ and $i \in \Psi_{m}$ and with $a_{i}$ and $b_{i}$ as defined in (9), there exists a unique $\gamma=\gamma_{m}(i)$ that satisfies the inequality

$$
\begin{equation*}
\frac{Q\left(\sqrt{2 \gamma} \sin a_{i}\right)}{Q\left(\sqrt{2 \gamma} \sin b_{i}\right)} \geq 1+\frac{M(m-1)}{2} \tag{34}
\end{equation*}
$$

with equality. The inequality is valid for all $\gamma \geq \gamma_{m}(i)$.
Proof: The left-hand side of (34) is equal to one for $\gamma=0$ and a continuous function of $\gamma$ for $\gamma \geq 0$. To complete the proof, we will show that it is also strictly increasing and unbounded. From the implicit definition in (9),

$$
\max _{i \in \Psi_{m}} b_{i}=b_{\max \Psi_{m}}=\frac{\left(2 \max \Psi_{m}+1\right) \pi}{2^{m}}
$$

Since $\max \Psi_{m}=2^{m-3}+1$ for $m \geq 4$ and $\max \Psi_{3}=1$,

$$
b_{i} \leq\left(\frac{1}{4}+\frac{3}{2^{m}}\right) \pi<\frac{\pi}{2}
$$

for any $m \geq 3$ and $i \in \Psi_{m}$. From Lemma 2, we see that for $0 \leq a_{i}<b_{i} \leq \pi / 2$, i.e., $0 \leq \sin a_{i}<\sin b_{i}$, the left-hand side of (34) is strictly increasing with $\sqrt{2 \gamma}$ (and therefore also with $\gamma$ ). In addition, invoking well-known bounds on the $Q$-function [6, p. 98], we have

$$
\begin{equation*}
\frac{Q(a x)}{Q(b x)} \geq \frac{b}{a}\left(1-\frac{1}{a^{2} x^{2}}\right) e^{x^{2}\left(b^{2}-a^{2}\right) / 2} \tag{35}
\end{equation*}
$$

which, for $b>a>0$, can be made arbitrarily large by increasing $x$.

The value $\gamma_{m}(i)$ defined in this lemma is the threshold above which the BRGC of order $m$ is better than any labeling in $\Lambda_{m}(i)$, as stated in the following theorem.

Theorem 10: $P_{\mathrm{b}}(\lambda, \gamma) \geq P_{\mathrm{b}}\left(\beta_{m}, \gamma\right)$ for every $m \geq 2, i \in$ $\Psi_{m}, \gamma \geq \gamma_{m}(i)$, and $\lambda \in \Lambda_{m}(i)$.

Proof: For $m=2$, to begin with,

$$
R(1, \gamma)=\frac{P(2, \gamma)}{2 P(1, \gamma)}<\frac{1}{2}
$$

so Lemma 8 is satisfied for all $\gamma$ and $i \in \Psi_{2}=\{1\}$. Hence, $\beta_{2}$ is optimal for order $m=2$ at any SNR.

For $m \geq 3$, the bounding ratio (32) is rewritten using (9)(10) as

$$
\begin{equation*}
R(i, \gamma)=\frac{\Gamma\left(b_{i}, \gamma\right)}{\Gamma\left(a_{i}, \gamma\right)-\Gamma\left(b_{i}, \gamma\right)} \tag{36}
\end{equation*}
$$

which is valid for $1 \leq i \leq M / 2-1$. In general, the bounding ratio is tedious to handle directly, so we derive a more tractable upper bound on $R(i, \gamma)$ using the $Q$-function. Again referring to Figure 1, an upper bound on $\Gamma(a, \gamma)$ for $0 \leq a \leq \pi / 2$ is

$$
\Gamma(a, \gamma) \leq 2 Q(\sqrt{2 \gamma} \sin a)
$$

Furthermore, for $0 \leq a \leq b \leq \pi / 2$, the difference $\Gamma(a, \gamma)-$ $\Gamma(b, \gamma)$ is lowerbounded by

$$
2 Q(\sqrt{2 \gamma} \sin a)-2 Q(\sqrt{2 \gamma} \sin b) \leq \Gamma(a, \gamma)-\Gamma(b, \gamma)
$$

Now (36) yields, for all $i \geq 1$ such that $0 \leq a_{i} \leq b_{i} \leq \pi / 2$,

$$
\begin{aligned}
R(i, \gamma) & \leq \frac{Q\left(\sqrt{2 \gamma} \sin b_{i}\right)}{Q\left(\sqrt{2 \gamma} \sin a_{i}\right)-Q\left(\sqrt{2 \gamma} \sin b_{i}\right)} \\
& =\frac{1}{Q\left(\sqrt{2 \gamma} \sin a_{i}\right) / Q\left(\sqrt{2 \gamma} \sin b_{i}\right)-1} .
\end{aligned}
$$



Fig. 2. The function $\gamma_{m}(i)$ for $i \in \Psi_{m}$ from $m=2$ (bottom, PAM only) to $m=10$ (top pair of curves). Bullets ( $\bullet$ ) mark $M$-PSK and crosses ( $\times$ ) mark $M$-PAM.

For $\gamma \geq \gamma_{m}(i)$, the denominator is at least $M(m-1) / 2$ by Lemma 9. Lemma 8 completes the proof.

Corollary 11: For any $M$-PSK constellation, the optimal labeling at asymptotically high SNR is the BRGC.

In Figure 2, the function $\gamma_{m}(i)$ is shown for $i \in \Psi_{m}$ and $m=3,4, \ldots, 10$. The interpretation of $\gamma_{m}(i)$ is the following. Consider a labeling $\lambda \in \Lambda_{m}(i)$, i.e., a labeling for which $T(\lambda)=i$. For $\gamma>\gamma_{m}(i), \beta_{m}$ will result in a lower BEP according to (7) over a Gaussian channel, irrespective of the ADS values of $\lambda$ for $k>i$. If $\gamma<\gamma_{m}(i)$, there may exist labelings $\lambda \in \Lambda_{m}(i)$ such that the BEP is lower than for $\beta_{m}$ even though $\bar{d}\left(i, \beta_{m}\right)<\bar{d}(i, \lambda)$. For example, we see from Figure 2 that for $m=4$, any cyclic Gray code will give lower BEP than any non-Gray labeling for $\gamma \geq 9.7 \mathrm{~dB}$. Compared to the cyclic Gray codes in $\Lambda_{4}(3), \beta_{4}$ gives a lower BEP than all these labelings for $\gamma \geq 10.5 \mathrm{~dB}$. For $9.7 \mathrm{~dB} \leq \gamma \leq 10.5 \mathrm{~dB}$, the optimal labeling may be different from $\beta_{4}$, but it must be a cyclic Gray code.

We define the maximal optimality threshold of order $m \geq 3$ as

$$
\begin{equation*}
\hat{\gamma}_{m}=\max _{i \in \Psi_{m}} \gamma_{m}(i) \tag{37}
\end{equation*}
$$

and we let, formally, $\hat{\gamma}_{2}=-\infty$. Clearly, $\hat{\gamma}_{m}$ is an upper bound on the corresponding optimality threshold $\gamma_{m}^{*}$. The main theorem for PSK now follows from Theorem 10.

Theorem 12: The BRGC is optimal for any $M$-PSK constellation at $\gamma \geq \hat{\gamma}_{m}$.

The maximal optimality threshold (as seen in Figure 2) is given in Table IV for $m=2,3, \ldots, 10$. We note that for this range of $m$, it is only for $m=4$ that $\hat{\gamma}_{m} \neq \gamma_{m}(1)$. From the column $P_{\mathrm{b}}\left(\hat{\gamma}, \beta_{m}\right)$, computed as detailed in Section VIII, we conclude that the maximal optimality thresholds are indeed quite low from a practical viewpoint; the BRGC is the optimal labeling whenever the targeted BEP $P_{\mathrm{b}}$ is less than $1.6 \%$ and $m \leq 10$, which covers most $M$-PSK systems of practical interest.

TABLE IV
THE $M$-PSK MAXIMAL OPTIMALITY THRESHOLDS $\hat{\gamma}$ FOR $m=2, \ldots, 10$ FROM (37) AND LEMMA 9, THE CORRESPONDING BIT ENERGY-TO-NOISE RATIO $\hat{\gamma}_{\mathrm{b}} \triangleq \hat{\gamma} / m$, AND THE BEP WHEN THE BRGC IS USED AT $\gamma=\hat{\gamma}$.

| $m$ | $\hat{\gamma}[\mathrm{~dB}]$ | $\hat{\gamma}_{\mathrm{b}}[\mathrm{dB}]$ | $P_{\mathrm{b}}\left(\beta_{m}, \hat{\gamma}\right)$ |
| :---: | :---: | :---: | :---: |
| 2 | $-\infty$ | $-\infty$ | 0.5 |
| 3 | 3.8 | -1.1 | 0.147 |
| 4 | 10.6 | 4.6 | 0.090 |
| 5 | 16.7 | 9.7 | 0.070 |
| 6 | 23.6 | 15.8 | 0.049 |
| 7 | 30.3 | 21.9 | 0.036 |
| 8 | 37.0 | 28.0 | 0.027 |
| 9 | 43.6 | 34.0 | 0.021 |
| 10 | 50.1 | 40.1 | 0.016 |

## VI. The Optimal PAM Labeling

In this section, we apply the methods used to prove optimality of $\beta_{m}$ for $M$-PSK to systems using $M$-PAM.

## A. The Bounding Ratio

The proof method for the PAM case is very similar to that of the PSK case; the main difference lies in the evaluation of the crossover probabilities. We again use the inequality (31), this time using (15) for the BEP expression, in order to find a signal energy-to-noise ratio threshold above which $\beta_{m}$ gives the lowest possible BEP of all labelings.

Lemma 13: For any $i \in \Psi_{m}$,

$$
\begin{equation*}
\frac{\sum_{k=i+1}^{\infty} \mathcal{P}(k, \mu)}{\mathcal{P}(i, \mu)} \leq \frac{1}{(m-1)(M-1)} \tag{38}
\end{equation*}
$$

is a sufficient criterion for $P_{\mathrm{b}}\left(\beta_{m}, \gamma\right) \leq \min _{\lambda \in \Lambda_{m}(i)} P_{\mathrm{b}}(\lambda, \gamma)$.
Proof: We rewrite (18) for $k \geq 1$ as

$$
\begin{equation*}
\bar{h}(k)=\frac{1}{2 M}\left(\sum_{j=0}^{M-2} d_{\mathrm{H}}\left(\boldsymbol{c}_{j}^{\prime}, \boldsymbol{c}_{j+k}^{\prime}\right)+\sum_{j=1}^{M-1} d_{\mathrm{H}}\left(\boldsymbol{c}_{j}^{\prime}, \boldsymbol{c}_{j-k}^{\prime}\right)\right) \tag{39}
\end{equation*}
$$

and observe that each of the $2 M-2$ terms is between 1 and $m$, inclusively. Hence,

$$
1-\frac{1}{M} \leq \bar{h}(k) \leq 1-\frac{1}{M}+\omega
$$

where $\omega \triangleq(m-1)(1-1 / M)$. Furthermore, the resolution of $\bar{h}(i)$ is $\epsilon \triangleq 1 / M$, which can be shown by considering the following two cases separately. If $i=1$, the terms of $\bar{h}(i)$ in (39) are pairwise equal, and if $i>1, \lambda$ is a Gray code and the sum for $\bar{h}(i)$ contains an even number of odd values. In both cases, $2 M \bar{h}(i)$ is even.

Therefore, the ADS of any labeling $\lambda \in \Lambda_{m}(i)$ satisfies $\bar{h}(k, \lambda) \geq \breve{h}_{i}(k)$, where

$$
\check{h}_{i}(k) \triangleq \begin{cases}\bar{h}\left(k, \beta_{m}\right), & k=0,1, \ldots, i-1 \\ \bar{h}\left(k, \beta_{m}\right)+\epsilon, & k=i \\ \bar{h}\left(k, \beta_{m}\right)-\omega, & k=i+1, i+2, \ldots\end{cases}
$$

If now (38) holds, then

$$
\begin{aligned}
0 & \leq \mathcal{P}(i, \mu) \epsilon-\sum_{k=i+1}^{\infty} \mathcal{P}(k, \mu) \omega \\
& =\sum_{k=1}^{\infty} \mathcal{P}(k, \mu)\left(\check{h}_{i}(k)-\bar{h}\left(k, \beta_{m}\right)\right) \\
& \leq \sum_{k=1}^{\infty} \mathcal{P}(k, \mu) \bar{h}(k, \lambda)-\sum_{k=1}^{\infty} \mathcal{P}(k, \mu) \bar{h}\left(k, \beta_{m}\right) \\
& =P_{\mathrm{b}}(\lambda, \gamma)-P_{\mathrm{b}}\left(\beta_{m}, \gamma\right)
\end{aligned}
$$

for any labeling $\lambda \in \Lambda_{m}(i)$.
As for the PSK case, it is possible to sharpen these bounds in many ways, e.g., by letting $\breve{h}_{i}(k)=\bar{h}\left(k, \beta_{m}\right)$ for $k \geq M-1$, but as such improvements appear to influence the overall BEP very little, we use the above bounds for simplicity.

## B. BRGC Optimality Thresholds for M-PAM

The theorems in this Section are analogous to similar theorems in Section V-B, but the proofs are simpler, thanks to the attractive properties of the Gaussian $Q$-function.

Lemma 14: For any $m \geq 2$ and $i \in \Psi_{m}$, there exists a unique $\gamma=\gamma_{m}(i)$ that satisfies

$$
\begin{equation*}
\frac{Q((2 i-1) \mu(\gamma))}{Q((2 i+1) \mu(\gamma))} \geq 1+(m-1)(M-1) \tag{40}
\end{equation*}
$$

for $i \geq 1$ with equality. The inequality is valid for all $\gamma \geq$ $\gamma_{m}(i)$.

Proof: The left-hand side of (40) is equal to one for $\gamma=0$ and a continuous function of $\gamma$ for $\gamma \geq 0$. From Lemma 2 and the relation (16) between $\mu$ and $\gamma$, the left-hand side of (40) is strictly increasing in $\gamma$ for a given $i$. It can be made arbitrarily large, as shown in (35).

Theorem 15: $P_{\mathrm{b}}(\lambda, \gamma) \geq P_{\mathrm{b}}\left(\beta_{m}, \gamma\right)$ for every $m \geq 2, i \in$ $\Psi_{m}, \gamma \geq \gamma_{m}(i)$, and $\lambda \in \Lambda_{m}(i)$.

Proof: The theorem follows immediately from Lemma 13, (17), and Lemma 14.

Corollary 16: For any $M$-PAM constellation, the optimal labeling at asymptotically high SNR is the BRGC.

The solutions to (40) for $i \in \Psi_{m}$ are shown in Figure 2 for $m=2,3, \ldots, 10$. The maximal optimality thresholds, again defined as in (37), are listed in Table V along with the resulting $P_{\mathrm{b}}\left(\beta_{m}, \hat{\gamma}_{m}\right)$, computed as in Section VIII. In analogy with Theorem 12, the main result of this section is stated as a theorem, which follows immediately from Theorem 15.

Theorem 17: The BRGC is optimal for any $M$-PAM constellation at $\gamma \geq \hat{\gamma}_{m}$.

The last column of Table V indicates that the theorem holds for most $M$-PAM systems of practical interest ( $m \leq 10$ and $P_{\mathrm{b}} \leq 1.5 \%$ ). For $m=2$, we also compare the upper bound $\hat{\gamma}_{2}$ with the optimality threshold $\gamma_{2}^{*}$, which can be calculated exactly. To do this, we first generate all distinct labelings (in the sense of having different ADS's) of order $m=2$. There are three such labelings: the BRGC, the natural binary code (NBC), and another non-Gray labeling. We calculate their differential ADS's (22) and equate pairwise their BEP's (21) to find all intersections between the BEP curves. The result is $\gamma_{2}^{*}=5 \mu^{2} / 2$

TABLE V
THE $M$-PAM MAXIMAL OPTIMALITY THRESHOLDS $\hat{\gamma}$ OBTAINED FROM (37) AND LEMMA 14, THE CORRESPONDING BIT ENERGY-TO-NOISE RATIO $\hat{\gamma}_{\mathrm{b}} \triangleq \hat{\gamma} / m$, AND THE BEP WHEN THE BRGC IS USED AT $\gamma=\hat{\gamma}$.

| $m$ | $\hat{\gamma}[\mathrm{~dB}]$ | $\hat{\gamma}_{\mathrm{b}}[\mathrm{dB}]$ | $P_{\mathrm{b}}\left(\beta_{m}, \hat{\gamma}\right)$ |
| :---: | :---: | :---: | :---: |
| 2 | -2.6 | -5.6 | 0.277 |
| 3 | 7.3 | 2.5 | 0.146 |
| 4 | 15.2 | 9.2 | 0.090 |
| 5 | 22.4 | 15.4 | 0.061 |
| 6 | 29.3 | 21.5 | 0.044 |
| 7 | 36.0 | 27.5 | 0.032 |
| 8 | 42.6 | 33.6 | 0.025 |
| 9 | 49.1 | 39.6 | 0.019 |
| 10 | 55.6 | 45.6 | 0.015 |

where $\mu$ is the positive root of $Q(\mu)-3 Q(3 \mu)+2 Q(5 \mu)$. For any $\gamma<\gamma_{2}^{*}$, the NBC is the best labeling, while for $\gamma>\gamma_{2}^{*}$, of course, the BRGC is the best one. At the threshold $\gamma_{2}^{*}=-5.22 \mathrm{~dB}$, the BEP is $P_{\mathrm{b}}\left(\beta_{2}, \gamma_{2}^{*}\right)=0.337$, to be compared with $P_{\mathrm{b}}\left(\beta_{2}, \hat{\gamma}_{2}\right)=0.277$.

## VII. The Optimal QAM Labeling

Not surprisingly, a similar technique as in the previous two sections can be applied to rectangular QAM constellations. We will show that the same results hold: the two-dimensional BRGC is optimal for high enough SNR, and finite thresholds are obtained above which the BRGC is better than any other labeling. However, the QAM case is different from PSK and PAM in two respects. Firstly, the critical indices are irrelevant; if we only determine when Gray codes are better than non-Gray codes for QAM, then earlier results can be used to establish that the BRGC is the best of all Gray codes. Secondly, the maximal optimality threshold turns out to be much higher than for PSK and PAM.

The starting point is the BEP expression (24) and the ADS components $\bar{t}(k, l, \lambda)$ and $\bar{t}_{0}(k, \lambda)$. We will upperbound and lowerbound these components for Gray and non-Gray labelings, respectively. This allows us to lowerbound the difference in BEP for the two classes of labelings. Particular attention is paid to $\bar{t}_{0}(1, \lambda)$, which is the value where Gray codes differ from non-Gray labelings. It can be shown that for any rectangular Gray code $\lambda_{\mathrm{G}}$ of order $\left(m_{1}, m_{2}\right)$,

$$
\begin{array}{llrl}
\bar{t}_{0}\left(1, \lambda_{\mathrm{G}}\right) & =1-\frac{1}{2 M_{1}}-\frac{1}{2 M_{2}} \triangleq \hat{t}_{1} & & \\
\bar{t}_{0}\left(k, \lambda_{\mathrm{G}}\right) \leq m_{1}+m_{2} \triangleq \hat{t}_{2}, & & k \geq 2 \\
\bar{t}\left(k, l, \lambda_{\mathrm{G}}\right) \leq m_{1}+m_{2} \triangleq \hat{t}_{3}, & & k, l \geq 1
\end{array}
$$

and for any non-Gray labeling $\lambda_{\mathrm{NG}}$ with $m_{1} \geq 2$ and $m_{2} \geq 2$,

$$
\begin{aligned}
\bar{t}_{0}\left(1, \lambda_{\mathrm{NG}}\right) & \geq \hat{t}_{1}+\epsilon \\
\bar{t}_{0}\left(k, \lambda_{\mathrm{NG}}\right) & \geq 1-\frac{1}{2 M_{1}}-\frac{1}{2 M_{2}}=\hat{t}_{2}-\omega_{2}, \quad k \geq 2 \\
\bar{t}\left(k, l, \lambda_{\mathrm{NG}}\right) \geq 1-\frac{1}{M_{1} M_{2}}=\hat{t}_{3}-\omega_{3}, & k, l \geq 1
\end{aligned}
$$

TABLE VI
The $M \times M$ QAM maximal optimality thresholds $\hat{\gamma}$ From THEOREM 18 , THE CORRESPONDING BIT ENERGY-TO-NOISE RATIO $\hat{\gamma}_{\mathrm{b}}=\hat{\gamma} /(2 m)$, AND THE BEP WHEN THE BRGC IS USED AT $\gamma=\hat{\gamma}$.

| $m$ | $\hat{\gamma}[\mathrm{~dB}]$ | $\hat{\gamma}_{\mathrm{b}}[\mathrm{dB}]$ | $P_{\mathrm{b}}\left(\beta_{m} \times \beta_{m}, \hat{\gamma}\right)$ |
| :---: | :---: | :---: | :---: |
| 2 | 12.6 | 6.5 | 0.022 |
| 3 | 21.5 | 13.7 | $2.7 \cdot 10^{-3}$ |
| 4 | 29.2 | 20.2 | $3.9 \cdot 10^{-4}$ |
| 5 | 36.4 | 26.4 | $6.3 \cdot 10^{-5}$ |
| 6 | 43.4 | 32.6 | $1.1 \cdot 10^{-5}$ |
| 7 | 50.1 | 38.7 | $2.0 \cdot 10^{-6}$ |
| 8 | 56.8 | 44.7 | $3.8 \cdot 10^{-7}$ |
| 9 | 63.3 | 50.8 | $7.5 \cdot 10^{-8}$ |
| 10 | 69.8 | 56.8 | $1.5 \cdot 10^{-8}$ |

$\epsilon \triangleq 3 /\left(2 M_{1} M_{2}\right), \omega_{2} \triangleq m_{1}+m_{2}-1+1 /\left(2 M_{1}\right)+1 /\left(2 M_{2}\right)$, and $\omega_{3} \triangleq m_{1}+m_{2}-1+1 /\left(M_{1} M_{2}\right)$ are all positive.

Theorem 18: Let

$$
\begin{equation*}
t(\mu) \triangleq\left(2 \epsilon+\omega_{3}\right) Q(\mu)+\left(\epsilon+\omega_{2}\right) \frac{Q(3 \mu)}{Q(\mu)} \tag{41}
\end{equation*}
$$

If $t\left(\mu\left(\gamma_{G}\right)\right)=\epsilon$, where the relation between $\mu$ and $\gamma$ for QAM is given by (23), then $P_{\mathrm{b}}\left(\lambda_{G}, \gamma\right) \leq P_{\mathrm{b}}\left(\lambda_{\mathrm{NG}}, \gamma\right)$ for any Gray code $\lambda_{G}$, any non-Gray labeling $\lambda_{\mathrm{NG}}$, and any $\gamma \geq \gamma_{G}$.

Proof: From (24), the difference in BEP between any nonGray labeling and any Gray code can now be lowerbounded as

$$
\begin{aligned}
& P_{\mathrm{b}}\left(\lambda_{\mathrm{NG}}, \gamma\right)-P_{\mathrm{b}}\left(\lambda_{\mathrm{G}}, \gamma\right) \geq \frac{4}{m_{1}+m_{2}} \cdot(\epsilon \mathcal{P}(0, \mu) \mathcal{P}(1, \mu) \\
& \left.\quad-\omega_{2} \mathcal{P}(0, \mu) \sum_{k=2}^{\infty} \mathcal{P}(k, \mu)-\omega_{3} \sum_{k=1}^{\infty} \sum_{l=1}^{\infty} \mathcal{P}(k, \mu) \mathcal{P}(l, \mu)\right) \\
& = \\
& \quad \frac{4}{m_{1}+m_{2}}(\epsilon(1-2 Q(\mu))(Q(\mu)-Q(3 \mu)) \\
& \left.\quad-\omega_{2}(1-2 Q(\mu)) Q(3 \mu)-\omega_{3} Q^{2}(\mu)\right) \\
& \quad \geq \frac{4}{m_{1}+m_{2}}(\epsilon-t(\mu)) Q(\mu) .
\end{aligned}
$$

By Lemma 2 and the monotonicity of $Q(\mu), t(\mu(\gamma))$ is a continuous, monotonically decreasing function for $\gamma \geq 0$. It ranges from $t(0)=2 \epsilon+\omega_{2}+\omega_{3} / 2$ to $\lim _{\gamma \rightarrow \infty} t(\mu(\gamma))=0$ (see (35)). Thus, there is a unique positive value $\gamma_{G}$ for which $t\left(\mu\left(\gamma_{G}\right)\right)=\epsilon$. For any $\gamma \geq \gamma_{G}, t(\mu(\gamma)) \leq \epsilon$ and thus $P_{\mathrm{b}}\left(\lambda_{\mathrm{G}}, \gamma\right) \leq P_{\mathrm{b}}\left(\lambda_{\mathrm{NG}}, \gamma\right)$.

So far we have shown that all Gray codes are better than all non-Gray codes in rectangular QAM systems with $\gamma \geq \gamma_{G}$, but which Gray code is the best of them? This question can be answered without further analysis by exploiting known results.

Theorem 19: Let
$\hat{\gamma} \triangleq \max \left\{\gamma_{G},\left(1+\frac{M_{2}^{2}-1}{M_{1}^{2}-1}\right) \hat{\gamma}_{m_{1}},\left(1+\frac{M_{1}^{2}-1}{M_{2}^{2}-1}\right) \hat{\gamma}_{m_{2}}\right\}$
where $\hat{\gamma}_{m}$ are the maximal optimality thresholds for PAM. Then the BRGC is optimal for any $M_{1} \times M_{2}$ QAM constellation at $\gamma \geq \hat{\gamma}$.

Proof: From [2], we know that the only way to assign a Gray code to a rectangular QAM constellation is by taking the direct product of two PAM constellations, each labeled by a Gray code. The BEP of such direct product constellations is given by (27), which is minimized for any $\gamma \geq \hat{\gamma}$ when $\lambda_{1}=$ $\beta_{m_{1}}$ and $\lambda_{2}=\beta_{m_{2}}$, according to Theorem 17 and the definition (42). We conclude that the two-dimensional BRGC is optimal for QAM whenever $\gamma \geq \hat{\gamma}$.

The maximal optimality thresholds $\hat{\gamma}$ of square constellations are listed in Table VI. They were obtained by numerically solving (41). The corresponding BEP of the two-dimensional BRGC, evaluated as in Section VIII, is also listed. It is interesting to observe that the upper thresholds are much higher than the corresponding values for PSK and PAM, and $\hat{\gamma}=\gamma_{G}$ for all orders $m$ in the range of the tables. It is still safe to conclude that the BRGC is asymptotically optimal even for QAM, but we cannot claim that the BRGC is optimal in the SNR range of practical interest. This is partly due to the fact that the used bounding technique appears to be weaker for QAM than for PSK and PAM, but also to the fact that non-Gray codes are indeed more competitive in two dimensions. Specifically, the two most likely symbol errors for QAM require that the norm of the noise vector exceeds $\mu$ and $\mu \sqrt{2}$, respectively, whereas the corresponding values for PAM are $\mu$ and $3 \mu$. Therefore, sacrificing the Gray property, which implies that more bit errors are associated with the most likely error pattern, carries a heavier penalty for PAM than QAM.

If the optimality threshold $\gamma_{\text {PAM }}^{*}$ is known for an $M$-PAM constellation, then $\check{\gamma}=2 \gamma_{\text {PAM }}^{*}$ is a lower bound on the optimality threshold for an $M \times M$ QAM constellation via (27). Specifically, we conclude from the 4-PAM results in Sec. VIB that the two-dimensional BRGC is the best product labeling (but not necessarily the best labeling) for $4 \times 4$ QAM at $\gamma>\check{\gamma}=-2.21 \mathrm{~dB}$, for which $P_{\mathrm{b}}\left(\beta_{2} \times \beta_{2}, \check{\gamma}\right)=0.337$, and that the product of two NBC's is the best product labeling ${ }^{2}$ at $\gamma<\check{\gamma}$. This lower bound, however, is still far from the upper bound for $m=2$ in Table VI and we do not know where $\gamma^{*}$ lies in this interval.

## VIII. BEP of Systems with BRGC Labelings

Now that the BRGC has been shown to minimize the BEP of multilevel PSK, PAM, and QAM transmission over the Gaussian channel for large enough SNR, we evaluate this minimum BEP in the three cases. This is achieved by deriving closedform expressions for the differential ADS of the BRGC and utilizing the general BEP expressions given in Section III.

In [7], it was shown that if an $M$-PSK constellation is labeled by $\beta_{m}$, the ADS is given by

$$
\begin{equation*}
\bar{d}\left(k, \beta_{m}\right)=\operatorname{tri}\left(2^{m}, k\right)+\sum_{i=2}^{m} \operatorname{tri}\left(2^{i}, k\right) \tag{43}
\end{equation*}
$$

for all integers $k$. The function $\operatorname{tri}(N, k)$ is a periodic triangular function of period $N$, defined by

$$
\operatorname{tri}(N, k) \triangleq 2\left|\frac{k}{N}-\left\lfloor\frac{k}{N}\right\rceil\right|
$$

[^2]where the function $\lfloor x\rceil$ rounds $x$ to the closest integer (ties are rounded arbitrarily)

To calculate the BEP in the form (13), we need the differential ADS of the BRGC. Since $\bar{d}(k)$ is a sum of triangular sequences, $\bar{\Delta}(k)$ is a sum of piecewise constant functions. In particular,

$$
\begin{equation*}
\operatorname{tri}(N, k)-\operatorname{tri}(N, k-1)=\frac{2}{N}(-1)^{\lfloor 2(k-1) / N\rfloor} \tag{44}
\end{equation*}
$$

where $\lfloor x\rfloor$ denotes the integer part of $x$. Combining (14) with (43) and (44), we obtain

$$
\begin{equation*}
\bar{\Delta}\left(k, \beta_{m}\right)=\frac{(-1)^{\left\lfloor(k-1) 2^{1-m}\right\rfloor}}{2^{m-1}}+\sum_{i=1}^{m-1} \frac{(-1)^{\left\lfloor(k-1) 2^{-i}\right\rfloor}}{2^{i}} \tag{45}
\end{equation*}
$$

for all integers $k$. We believe that (45), combined with (13), is the simplest published form for the exact BEP of $M$-PSK with the BRGC.

The BEP of PAM constellations with the BRGC can be computed using either (15) or (21). Since the former method turns out to yield somewhat complicated expressions [15, Pt. E], we treat in this paper only the latter method, which is based on the differential ADS. Thus, the BEP is given by (21) in combination with the following theorem, which is proved in the Appendix. Another expression for the BEP of PAM constellations was given in [11, eq. (9)-(10)], with a more complicated proof.

Theorem 20: The differential ADS of a PAM constellation labeled with the BRGC of order $m$ is, for $1 \leq k \leq 2^{m}-1$,

$$
\begin{equation*}
\bar{\delta}\left(k, \beta_{m}\right)=\sum_{i=1}^{m}\left(\frac{1}{2^{i}}-\frac{1}{2^{m}}\left\lfloor\frac{k-1 / 2}{2^{i}}\right\rceil\right)\left(-1\left\lfloor^{\left\lfloor(k-1 / 2) / 2^{i}\right\rfloor} .\right.\right. \tag{46}
\end{equation*}
$$

The two-dimensional BRGC is the direct product of two onedimensional BRGC's. Thus, the BEP of a rectangular QAM system with the BRGC is simply given by (27) in combination with (21) and (46). A recursive method to compute the same BEP was given in [16].

## IX. Conclusions and Comments

We have addressed the problem of finding an optimum signal constellation labeling with respect to minimizing the BEP for $M$-PSK, $M$-PAM, and $M_{1} \times M_{2}$ QAM under the assumptions of a Gaussian channel, equally likely and statistically independent transmitted bits, and coherent maximum likelihood symbol detection. The result is that for the asymptotic case when the signal energy-to-noise ratio $\gamma$ approaches infinity, the BRGC gives the lowest possible BEP among all Gray codes (and other labelings), for all three modulation types.

The BRGC is in fact the optimal labeling for a significant range of values for $\gamma$. In particular, the BRGC is shown to be optimal as long as $\gamma \geq \hat{\gamma}$, where $\hat{\gamma}$ is an upper bound on the optimality threshold $\gamma^{*}$ (defined as the smallest SNR for which the BRGC yields the smallest possible BEP). Numerical values of $\hat{\gamma}$ are given, and by evaluating the BEP at the thresholds, the conclusion is drawn that when the BEP is below a few percent, the BRGC is the optimum labeling for PSK and PAM. The
same conclusion cannot be drawn for QAM, possibly because the derived upper bounds on $\gamma^{*}$ are too loose.

The paper includes new closed-form expressions for the BEP of the three modulation formats with BRGC labelings (Section VIII). These expressions, which we believe are the simplest available for the purpose, have the additional benefit of separating the influence of the labeling on the BEP from that of the constellation geometry. Analogous BEP expressions for arbitrary labelings are also given (Section III).

## Appendix

## Proof of Theorem 20

For labelings that are symmetric in the sense that $d_{H}\left(\boldsymbol{c}_{0}, \boldsymbol{c}_{l}\right)=d_{H}\left(\boldsymbol{c}_{M-1}, \boldsymbol{c}_{M-1-l}\right)$ for all $l=0, \ldots, M-1$, (22) can be simplified to

$$
\begin{equation*}
\bar{\delta}(k, \lambda)=\frac{1}{M} \sum_{l=0}^{M-k-1}\left(d_{H}\left(\boldsymbol{c}_{l}, \boldsymbol{c}_{l+k}\right)-d_{H}\left(\boldsymbol{c}_{l+1}, \boldsymbol{c}_{l+k}\right)\right) . \tag{47}
\end{equation*}
$$

Define a mapping $f:\{0,1\} \rightarrow \mathbb{Z}$ such that $f(0)=1$ and $f(1)=-1$. If the components of a label $\boldsymbol{c}_{i} \in\{0,1\}^{m}$ are denoted $c_{i, m}, c_{i, m-1}, \ldots, c_{i, 1}$, then

$$
d_{H}\left(\boldsymbol{c}_{j}, \boldsymbol{c}_{l}\right)=\frac{1}{2} \sum_{i=1}^{m}\left(1-f\left(c_{j, i}\right) f\left(c_{l, i}\right)\right) .
$$

With this notation, (47) can be written as

$$
\begin{equation*}
\bar{\delta}(k, \lambda)=\frac{1}{2 M} \sum_{i=1}^{m} \sum_{l=0}^{M-k-1} f\left(c_{l+k, i}\right)\left(f\left(c_{l+1, i}\right)-f\left(c_{l, i}\right)\right) \tag{48}
\end{equation*}
$$

From Table I or by induction on $m$, it is easily verified that the labels $\left(\boldsymbol{c}_{0}, \ldots, \boldsymbol{c}_{M-1}\right)$ of the BRGC satisfy

$$
f\left(c_{l, i}\right)=(-1)^{\left\lfloor(l+1 / 2) 2^{-i}\right\rceil}
$$

for $l=0, \ldots, M-1$ and $i=1, \ldots, m$. Furthermore, since the BRGC possesses the required symmetry, (47) and (48) hold and the differential ADS of the BRGC is

$$
\begin{aligned}
& \bar{\delta}\left(k, \beta_{m}\right)= \frac{1}{2 M} \sum_{i=1}^{m} \sum_{l=0}^{M-k-1}(-1)^{\left\lfloor(l+k+1 / 2) 2^{-i}\right\rceil} \\
& \cdot\left[(-1)^{\left\lfloor(l+3 / 2) 2^{-i}\right\rceil}-(-1)^{\left\lfloor(l+1 / 2) 2^{-i}\right\rceil}\right] .
\end{aligned}
$$

The bracketed expression is nonzero only when $l=(n+$ $1 / 2) 2^{i}-1$ for some integer $n$. When $l$ goes from 0 to $M-k-1$, then $n$ goes from 0 to $\hat{n} \triangleq\left\lfloor(M-k) / 2^{i}-1 / 2\right\rfloor$. (If the bracketed expression is zero for all $l$ in the interval, then $\hat{n}=-1$ and
the sum over $n$ below should be interpreted as zero.) Thus,

$$
\begin{align*}
\bar{\delta}\left(k, \beta_{m}\right)= & \frac{1}{2 M} \sum_{i=1}^{m} \sum_{n=0}^{\hat{n}}(-1)^{n+\left\lfloor 1 / 2+(k-1 / 2) 2^{-i}\right\rceil} \\
& \cdot\left[(-1)^{n+\left\lfloor\left(1+2^{-i}\right) / 2\right\rceil}-(-1)^{\left.n+\left\lfloor\left(1-2^{-i}\right) / 2\right\rceil\right]}\right. \\
= & \frac{1}{2 M} \sum_{i=1}^{m}(\hat{n}+1)(-1)^{\left\lfloor 1 / 2+(k-1 / 2) 2^{-i}\right\rceil} \\
& \cdot\left[(-1)^{\left.\left\lfloor\left(1+2^{-i}\right) / 2\right\rceil-(-1)^{\left\lfloor\left(1-2^{-i}\right) / 2\right\rceil}\right]}\right. \\
= & \frac{1}{M} \sum_{i=1}^{m}(\hat{n}+1)(-1)^{\left\lfloor(k-1 / 2) 2^{-i}\right\rfloor} \tag{49}
\end{align*}
$$

For any $0<\epsilon<1$ and any integers $x$ and $y,\lfloor x / y+1 / 2\rfloor=$ $\lfloor(x+\epsilon) / y\rceil$. Applying this identity to $\hat{n}$ and letting $\epsilon=1 / 2$, we obtain

$$
\hat{n}=\left\lfloor\frac{M-k+1 / 2}{2^{i}}\right\rceil-1
$$

which substituted into (49) yields (46).
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