View metadata, citation and similar papers at core.ac.uk brought to you by fCORE

provided by Research Papers in Economics

Poverty comparisons with endogenous absolute poverty lines

Kenneth R. Simler
Research Fellow
Food Consumption and Nutrition Division
International Food Policy Research Institute
2033 K Street, NW
Washington, DC 20006-1002 USA
k.simler@cgiar.org
Tel: +1.202.862.5636
Fax: +1.202.467.4439

Channing Arndt*
Principal Advisor
National Directorate of Studies and Policy Analysis
Ministry of Planning and Development
Maputo, Mozambique
and
Associate Professor
Department of Agricultural Economics
Purdue University
carndt@purdue.edu
Tel: +258 82 314 6920

Contributed paper prepared for presentation alneenational Association of
Agricultural Economists conference, Gold Coast, trala
August 12-18, 2006.

Copyright 2006 by Simler and Arndt.


https://core.ac.uk/display/7055914?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

Poverty comparisons with endogenous absolute poverty lines

1. Introduction

A principal objective of poverty measurement isrtake comparisons between
groups. Did poverty decline following implementatiof a poverty reduction program?
Is poverty higher in the hills or on the coast? Séhquestions have become ever more
important in recent years. Besides the high-préfiléennium Development Goal of
halving world poverty by 2015, country developmprdgrams and donor support are
increasingly driven by the Poverty Reduction SggtRaper (PRSP) process, which
requires close monitoring of poverty levels anced&tble progress in reducing poverty.

There are many ways to define and measure povmrtyyith few exceptions
the empirical basis for poverty comparisons is&iaal, using estimates from
household survey data. Research over the pastal5 kias increasingly refined
statistical inference methods for poverty meas(iKekwani, 1993; Bishop et al., 1995;
Ravallion, 1994a; Howes and Lanjouw, 1998). Altled methods used for absolute
poverty lines tacitly assume that the source dissieal error is in the welfare metric,
e.g., income, expenditure, or consumption. Thaheswelfare metric is treated as a
random variable, but the poverty line is treated &ged constant.

In fact, poverty lines are often estimated fromshee survey data as the
welfare measure, and thus are also random varialiks has been recognized in the
relative poverty literature, where poverty lines aften computed directly from
empirical income distributions, such as one-halfneidian income. The two sources of
error (the welfare metric and the poverty line)ldaeinforce or offset one another,
such that accounting for sampling error in the piyviine could increase or reduce the

precision of poverty estimates (Preston, 1995xHeang’s (1997, 2001) empirical



applications the sampling error of the poverty lways increases the standard errors
of poverty estimates.

This paper brings these two strands of the liteeatogether to provide a
method for more accurately assessing the prectdiestimates of absolute poverty,
leading to more reliable poverty comparisons. guas that like relative poverty lines,
absolute poverty lines that are estimated from $auagta (which is the norm) have a
sampling error that needs to be included in thedsted errors for poverty measures.
We present a bootstrapping procedure for estimatiegampling error of absolute
poverty lines, and assess its effect on the stdretaor of Foster-Greer-Thorbecke
(1984) poverty measures. We use recent householdysdata from Mozambique to
explore the impact on poverty comparisons.

The remainder of the paper is structured as foll@&estion 2 considers
challenges in estimating poverty and assessingréngsion of estimated poverty
measures. This is followed by a description ofrtiethods and data in section 3.
Section 4 presents empirical results. Section Shsamzes and concludes, including

remarks about the scope for wider application f pinocedure.

2. Estimating poverty

The measurement of poverty poses two fundamenéatiquns (Sen, 1976).
First, how does one identify the poor among thal fevpulation? Second, how does
one aggregate information on individuals and hookishinto a scalar measure of
poverty? The first question has two components,aiarhow do we measure
individual welfare and, using this same metric, ldmwve determine the threshold that

separates the poor from the nonpoor?



These elements are illustrated clearly in commasbld poverty measures. For
example, at the household level, the general fdrtheoFoster-Greer-Thorbecke

(FGT) measure can be written as:

z-y. )
Pa,j = max!O,[T'J] , a=0 (1)

where,y; is a money-metric welfare measure for househaltz is the poverty line.
An aggregate scalar measure of poverty in the pdipul, P,, is obtained as the
weighted mean of (1) over all households. The wsighe the number of members in
each householdyj), and survey sample weights (or expansion factgrsp that an

unbiased estimator of poverty in the population is:
Pp=t. (2)

The crux of our argument goes back to equationW/hereas the welfare metric
y; is treated as a random variable with a samplingy gthe absolute poverty lires
routinely treated as a fixed constant, even thouighalso estimated from the survey
data. Ignoring this variance component leads tornect estimates of the precision of
poverty estimates, and potentially misleading ptyveomparisons over time and space.

The methods presented in this paper can be appli@dy poverty line that is
estimated statistically, including the Cost of Baseeds (CBN) approach (Ravallion,
1998) and the Food Energy Intake (FEI) method (Gaed Thorbecke, 1986).
Similarly, they are not limited to FGT poverty meeess. In the empirical application in
this paper, we focus on one method for estimatogpy lines (CBN), and two

poverty measures in the FGT class (the headcouhpaverty gap).



3. Data and methods

We use data from the 2002-03 Mozambique Househottly® Survey, also
known by its Portuguese abbreviation IAF (for Indieéaos Agregados Familiares
sobre Orcamento Familiar) (see INE, 2004 for addél details). The survey was
conducted from July 2002 through June 2003. Aifigrdtthree-stage cluster sampling
procedure was used to select 8,700 sample housendb®7 enumeration areas (EA).
The unequal probability of selection across EAsiies the use of sampling weights,
which are calculated as the inverse of the protglof selection.

The welfare metric is consumption per capita, Wity the approach described
by Deaton and Zaidi (2002). Sensitivity analysigwadult equivalence scales altered
the ranking of households, but did not affect ttpgragate poverty measures reported
here. As food prices tend to follow a seasonakpatian intra-survey temporal food
price index was developed from the survey dataanibominal values of food
consumption were adjusted by the index.

The CBN approach was used to set poverty lineselasive prices of basic
foods vary widely in Mozambique, we allowed botk tieference food bundles and the
price vectors to vary by region (Ravallion, 1998rg et al., 2002). Thirteen poverty
line regions were defined based on an aggregafitred®1 survey strata, preserving
the distinction between rural and urban areasgiiping adjacent strata with similar
characteristics if they had relatively few obseitwas. For each poverty line region, the
food poverty line is constructed by determining ¢oenposition and caloric content of
the typical diet of the poor in that region, themage cost (at local prices) of a calorie
when consuming that diet, and the food energy etakuirements for the reference
population (the poor). Caloric requirements for m@dely active individuals,

disaggregated by age and sex, were obtained fretibrld Health Organization



(WHO, 1985). Average per capita requirements whosvad to vary by poverty line
region, reflecting differences in the average hbaokkcomposition across regions.

The relevant food bundles and associated prices estimated for relatively
poor households using the iterative procedure testiby Ravallion (1998). To ensure
that the region-specific bundles were of compargbldity we employed revealed
preference tests and an entropy estimation proegduadjust the composition of the
bundles such that they satisfy revealed prefereanditions and retain the maximum
information content inherent in the original estiethbundles (see Arndt and Simler,
2005). The nonfood component of the poverty lins estimated non—parametrically,
using the weighted mean nonfood budget share athasg households whose total
expenditure is approximately equal to the regioeesir food poverty line (Ravallion,
1994b, 1998).

After calculating the welfare metric and region-gfie poverty lines, equation
(2) yields point estimates of FGT poverty measiweshe population and sub-groups.
Obtaining consistent estimates of the standardsafthe poverty measures is less
obvious, because the poverty lines, as well asvéiare metric, are built from a series
of estimates of population characteristics fromgtevey data (e.g., expenditure
patterns that determine the basic needs food bsinallee and sex distributions that
determine food energy requirements). Given thisplerity, estimating standard errors
of the poverty measures analytically is intractabtewe use bootstrap methods (Efron,
1979; Efron and Tibshirani, 1993). The bootstrapgas mimic the stratified cluster
sample design of the IAF survey. The estimated ppV@es, poverty headcount, and
poverty gap are calculated for each bootstrap sgnapth 1,000 replications.

Table 1 summarizes the process of estimating therpolines and poverty

measures. The first column lists componentsoofinal consumption for each



household, which is done prior to the bootstrap)@s this measurement is largely
independent of the particular sample dra\ilthe second column contains processes
undertaken within the bootstrap loop, including ¢éisémation of poverty lines and
poverty measures for each replication. The thitdrom shows post-bootstrap
processing, which is simply the calculation of stendard deviations of the poverty

lines and measures over the 1,000 replications.

4. Results

Table 2 presents the 13 region-specific povergdinThe variation in the cost
of basic needs is considerable across regions,omgts tending to be higher in urban
areas and southern provinces. Table 2 also shensathtstrap-estimated standard
errors of the total poverty line. These range fibto 14 percent of the point estimates,
with most between 4 and 8 percent.

Table 3 presents estimates of the headcount irickve aational and sub-
national levels. The national headcount ratio ip&eent, ranging from 36 percent in
Sofala province to 81 percent in Inhambane provifte column showing standard
errors without poverty line error uses the Howes laanjouw (1998) approach, which
includes complex sample design effects and is thidod used most often in the
current literature. At higher levels of aggregat{ery., national, rural, urban), the
standard errors are 2 to 4 percent of the poimhagt. As sample size decreases with

disaggregation, the standard errors reach as Bigii percent of the point estimates.

! Hedonic regressions were used to impute use-véduesvner-occupied housing. Although the value
obtained depends upon the sample, nominal uses/élelt foregone) for owner-occupied housing is in
principle observable at the household level. Theegy line, in contrast, is not. Based on thisididton,

we elect to treat estimates of use-value for ovaceupied housing as data.



The next to last column of Table 3 shows the boaygted standard errors that
include the sampling error of the poverty linese3é standard errors are larger in all
instances but two. As seen in the rightmost coluima standard error of the national
headcount is 27 percent higher when poverty limepsiag error is included. For other
levels of aggregation, including the poverty lireeaasource of variation increases the
standard error of the headcount estimate from &ffdg zero to more than 33 percent
in Gaza province. On average, including the povarg/sampling error increases the
standard errors of the poverty headcount by abdyietcent.

Table 4 shows the poverty gap results. At eacH lefva@ggregation the standard
error of the poverty gap is larger (relative to ploént estimate) than in Table 3,
consistent with Kakwani’s (1993) observation tline precision of FGT poverty
measures tends to decrease for higher levels©h average, the inclusion of poverty
line sampling error increases the standard erraifseopoverty gap estimates by about
17 percent.

How important is the increase in standard erroth@festimated poverty
measures when poverty line sampling error is ineil™dTo put it in the context of the
existing literature, Howes and Lanjouw (1998) fouinat accounting for sample
stratification and clustering increased the stash@arors of estimated FGT poverty
measures by 26 to 33 percent in Pakistan and @5 percent in Ghana. Adding the
poverty lines as a source of error increases Hralard errors of the national-level
poverty estimates in Mozambique by 27 to 29 perCBms suggests that accounting
for poverty line sampling error may be nearly apamiant quantitatively as accounting

for complex sample design. Results from other atesitand using alternative methods

2 Similar results are obtained for the FGiftlex (available from the authors upon request).



of setting the poverty lines, would be needed fivawing a firm conclusion in this
regard. It should also be noted that there is mflicobetween incorporating sample

design and including poverty line error. Ratheis &dvisable to do both.

5. Conclusions

Poverty reduction is a fundamental objective @rexnic development, and the
success of policies, programs, and donor suppartisasingly judged in terms of
poverty reduction. As most poverty estimates commfsample survey data, the
statistical properties of poverty measures are mapbd when making poverty
comparisons.

Although relative poverty studies have noted tn@pling error associated with
both the welfare metric and relative poverty licagculated from survey data, this
recognition has not extended to absolute povemssli This paper addresses this gap by
proposing a general method for including the samgpdirror of poverty lines in the
standard error of poverty measures. The approduéisisd on bootstrap methods that
can be similarly applied to various methods ofisgtpoverty lines (e.g., CBN, FEI)
and to various poverty measures. Using recentfdata Mozambique, we estimate that
accounting for the sampling error of poverty limesreases the standard errors of FGT
poverty measures by an average of about 15 pewihtthe standard errors increasing
by up to 34 percent for some sub-groups.

Are there circumstances in which one can safelgrig the sampling error of
poverty lines, and treat them as fixed constamtsiuf view, the only such situation
would be poverty lines that are determined exogslypwithout reference to survey
data. As absolute poverty lines should reflectsdime standard of living across the
domain of comparisons, and the cost of acquirirgida@eeds inevitably varies spatially
and temporally, it is highly improbable that onailcbdivine utility-consistent poverty
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lines without reference to data. Given a choicevben arbitrarily specifying poverty
lines that are certain to be utility-inconsistemaih unknown degree, or accepting a
measurable loss in precision by estimating povergs from available data, the latter
has clear advantages.

Stochastic dominance approaches, which make posemparisons across a
range of plausible poverty lines (Atkinson, 198k also not automatically exempt
from considering the sampling error of poverty ihen making statistical
inferences. Poverty lines are not only a dividimg l(admittedly artificial) between the
poor and nonpoor, but also serve as cost of liindgces, permitting interpersonal
welfare comparisons when the cost of acquiringdaseds varies over time or space
(Ravallion, 1998). If stochastic dominance analyssspoverty lines or cost of living
indices estimated from survey data to facilitatemparisons, then the associated
sampling error should be included in the confideinterval around the empirical
cumulative distribution function, which will affetihe precision of poverty
comparisons Adapting the methods presented in this papetoithastic dominance

approaches to poverty comparisons is an area fiorefuesearch.

% Likewise, because the dollar-a-day poverty lineased in part on statistically estimated purchgsin
power parity (PPP) calculations, it is not immuranf the poverty line sampling error described is th

paper.
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Table 1

Outline of calculations included and excluded froootstrap procedure

Data collected or calculatedCalculations included in

before applying bootstrap the bootstrap loop

Post-bootstrap calculations

Household food and Identification of poorest
nonfood consumption households

expenditure
Average household

Value of consumption of composition and calorie

home-produced items requirements per person

Value of transfers received Intra-survey temporal price

index
Use-value of durable assets

Composition and cost of
Use-value of owner- _
food poverty line bundles
occupied housing
Bundles that satisfy
revealed preference

conditions

Nonfood budget share and

poverty line

Total region-specific

poverty lines

Poverty measures

Standard deviation of

estimated poverty
measures over all
replications as consistent
estimator of standard
error of poverty

measures
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Table 2
Region-specific poverty lines, Mozambique 2002—03

Poverty line
(Meticais per person per day)
Standard
error of total
Poverty line region Food Nonfood Total poverty liné
Rural Niassa and Cabo Delgado 5,434 1,665 7,099 274
Urban Niassa and Cabo Delgado 7,540 2,690 10,231 0821,
Rural Nampula 4,471 1,501 5,972 425
Urban Nampula 4,853 1,807 6,661 947
Rural Sofala and Zambézia 4,155 1,318 5,473 330
Urban Sofala and Zambézia 6,591 2,183 8,775 671
Rural Tete and Manica 5,629 1,304 6,933 482
Urban Tete and Manica 7,145 2,545 9,690 714
Rural Inhambane and Gaza 6,614 2,394 9,008 388
Urban Inhambane and Gaza 7,264 3,457 10,721 467
Rural Maputo Province 11,801 4,963 16,764 1,246
Urban Maputo Province 11,898 6,398 18,296 644
Maputo City 12,224 7,291 19,515 519

Source: Authors’ calculations from the 2002-03 IAF.
! Estimated by bootstrapping with 1,000 replications
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Table 3

Estimates of poverty headcount index and standaotdse Mozambique 2002—03

Standard error

Without With Ratio of

Headcount poverty poverty standard
Region N index line error  line error errors
National 8,700 0.5407 0.0136 0.0173 1.27
Urban 4,005 0.5147 0.0225 0.0259 1.15
Rural 4,695 0.5529 0.0168 0.0206 1.23
Northern 2,310 0.5528 0.0257 0.0321 1.25
Central 3,100 0.4551 0.0240 0.0282 1.18
Southern 3,290 0.6654 0.0135 0.0167 1.24
Niassa 816 0.5211 0.0544 0.0553 1.02
Cabo Delgado 738 0.6315 0.0341 0.0366 1.07
Nampula 756 0.5261 0.0382 0.0482 1.26
Zambézia 733 0.4455 0.0460 0.0500 1.09
Tete 756 0.5980 0.0422 0.0416 0.99
Manica 816 0.4355 0.0411 0.0409 1.00
Sofala 795 0.3613 0.0276 0.0350 1.27
Inhambane 753 0.8068 0.0216 0.0240 1.11
Gaza 786 0.6014 0.0260 0.0347 1.33
Maputo Province 828 0.6927 0.0283 0.0296 1.05
Maputo City 923 0.5360 0.0309 0.0315 1.02

Source: Authors’ calculations from the 2002—03 |AF.

! Estimated by bootstrapping with 1,000 replications
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Table 4
Estimates of poverty gap index and standard erkdogambique 2002—03

Standard error

Without With Ratio of

poverty poverty standard
Region N Poverty gap line error line errof errors
National 8,700 0.2051 0.0065 0.0084 1.29
Urban 4,005 0.1969 0.0097 0.0118 1.22
Rural 4,695 0.2090 0.0084 0.0102 1.21
Northern 2,310 0.1949 0.0114 0.0153 1.34
Central 3,100 0.1603 0.0110 0.0129 1.17
Southern 3,290 0.2913 0.0099 0.0118 1.19
Niassa 816 0.1583 0.0150 0.0169 1.13
Cabo Delgado 738 0.2162 0.0168 0.0187 1.11
Nampula 756 0.1953 0.0178 0.0229 1.29
Zambézia 733 0.1400 0.0194 0.0218 1.12
Tete 756 0.2630 0.0249 0.0267 1.07
Manica 816 0.1678 0.0274 0.0257 0.94
Sofala 795 0.1067 0.0107 0.0133 1.24
Inhambane 753 0.4221 0.0221 0.0244 1.10
Gaza 786 0.2062 0.0135 0.0164 1.21
Maputo Province 828 0.3111 0.0186 0.0205 1.10
Maputo City 923 0.2086 0.0148 0.0165 1.11

Source: Authors’ calculations from the 2002—03 IAF.
! Estimated by bootstrapping with 1,000 replications

15



