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Abstract

The literature on the theoretical and empirical eatp of the relationship between finance and
economic growth is both substantial and extensiee same cannot be said on the relationship
between financial development and poverty reducfitrere has been comparatively little research on
this equally important aspect. This study aimsiltdaHis gap with this study. We visit the theoci
arguments andconduct an empirical analysis of the relationshigtwigen the capital account
dimension of financial liberalization and poverty fdeveloping countries for the period 1985-2005.
In particular, we test whether capital accountrhlieation has helped alleviate poverty, and also
whether the extent to which capital account lideagion affects poverty depends on the quality of
institutions. We use OLS and IV techniques as wsllthe system GMM technique. Our findings
indicate that countries with higher institutionalaljty have lower poverty rates, but that thereas
statistically significant relationship between ttiegree of capital account liberalization during the
period and the poverty rate.
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Capital Account Liberalization and Poverty: How Close is the Link?
1. Introduction*

The importance of world poverty alleviation canbet exaggerated. In 1998 1.2 million
people in the world lived on or less than $400ymsar (Beck et al., 2004). There are also
dramatic differences in poverty among countriessneamong developing countries.
This paper focuses on the financial aspects of iiyadleviation in developing countries
and asks whether capital account liberalizationazznally lead to lower poverty.

The literature on the theoretical and empiricaleasp of the relationship between finance
and economic activity is both substantial and esiten The main contributions conclude
that “with informed policy choices, finance can &@owerful force for growth” (World
Bank, 2001, p.1). Other requirements are also emipd@d The establishment of
macroeconomic stability is thought to be a firgquieement (Holden and Prokopenko,
2001), although this factor is not expected to bsufficient condition. Establishing a
basis for adequate regulation and supervisionmaiiitial institutions is particularly apt in
developing and transition countries, because ofreatgr need for building public
confidence in the financial system (Ito, 2006). d¢o1 and Prokopenko (op. cit.) also
mention the need for financial institutions thae apecialized in certain industries or
certain types of lending, such as factoring angditepcompanies or mortgage finance
companies. These institutions are in a better ijposihan large multi-purpose institutions
to assess financial and investment plans in theld bf expertise. They can help small
and medium size enterprises with their financingdsein case commercial banks lend
only to large and well-established firms. Furthequirements are also highlighted: the
importance of strong macroeconomic fundamentalsmasystems of banking regulation
and supervision, and reasonable economic polittegyavith sound financial institutions
being in place, are particularly emphasized (SagR000).

Regrettably and surprisingly, the literature on rislationship between financial development
and poverty reduction, an aspect of equal impodascthat of the nexus between finance and
growth/development, is disappointingly small. Tekevant studies include, Arestis and Caner
(2005), Jalilian and Kirkpatrick (2002), Dollar amdaay (2002), Jeanneney and Kpodar
(2008), Honohan (2004), Beck et al. (2004, 200Td &onohan and Beck (2007). The
findings of these studies are mixed. Arestis ande€§2005) report that the growth channel is
not the only channel through which financial lideaaion can affect poverty, but that there
are two further channels, namely the financialexishannel and the availability of financial
services and credit channel. Jalilian and Kirkg&tri2002) test econometrically the
relationship between financial development and pgviiarough the growth channel. Based
on the estimation of two equations (a growth arpbeerty regression), these authors report
that the change in growth of average income witpeet to a unit change in financial
development is equal to 0.4, and the rate of chamgjee growth of income of the poor with
respect to one percent change in the growth ofaaeeincome of population is approximately
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Issues in a Globalizing World (Izmir, Turkey), amagfully acknowledged and appreciated. We thanteiik
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equal to 1. They then conclude that one unit chandmancial development leads to a 0.4
percent change in the growth rate of the incomekepoor, assuming that there are no direct
effects.

The study by Jeanneney and Kpodar (2008) is coadewith financial liberalization in more
general terms. The study argues that the standaeshcial liberalization effect of the
McKinnon (1973) type is directly effective in redong poverty, as is the more indirect effect
via economic growth; the former is found to be amoplly stronger than the latter. Dollar and
Kraay (2002) find that some determinants of growtich as good rule of law, openness to
international trade, and developed financial markeave little systematic effect on the
income share of the poor (the bottom quintile). YWthé means in the authors’ view is that
such factors ‘benefit the poorest fifth of sociasy much as everyone else’. Honohan (2004)
shows that financial depth is associated negatmwly poverty. This negative relationship is
robust even after taking into account the meannreand the share going to the top income
groups. Honohan and Beck (2007) suggest that fedfdinance’ provides a “ladder for the
poor to climb” (p. 11) and that indeed financiaptteis conducive to poverty reduction, so
that “countries with deep financial system alsonsde have a lower incidence of poverty
than others at the same level of national incorpe”1@). Bank credit to the private sector is
thought to be the best measure of effective finasinee “it captures the degree to which
banks are channeling society’s savings to prodeciges” (p. 21).

There are, though, costs as well (see Honohan,; ek et al., 2004, 2007; Honohan and
Beck, 2007). The poor benefit from the banking eyss ability to provide more savings
opportunities but do not manage to benefit fromgheater availability of credit; and to the
extent financial liberalization affects growth posly, it also affects poverty. However,
financial liberalization promotes financial instityi which hurts the poor, who are
vulnerable to unstable and malfunctioning instidng. Ultimately, though, the benefits
outweigh the costs for the poor.

This study contributes to the literature by examgnboth theoretically and empirically the
relationship between capital account liberalizateomd poverty for the first time. While
financial liberalization embodies a number of aspenamely “... the deregulation of the
foreign sector capital account, the domestic fimgnsector, and the stock market sector
viewed separately from the domestic financial s&¢trestis and Caner, 2005, p. 92), in this
study we will deal with only just one aspect, nayrible one that focuses on the deregulation
of the foreign sector capital account. We are, theencerned in this study with the
relationship between poverty reduction and capéatount liberalization directly. This
approach bypasses the intermediate step of exagnithia relationship between capital
account liberalization and growth; it, instead,edity examines the relationship between
liberalization and povert.

We focus on developing countries and exclude deeelacountries from our sample (unlike
Beck et al., 2004, 2007), because the nature andxtent of poverty in developing countries
requires more urgent attention, and because wé that the dynamics of poverty reduction

2 A recent study that is concerned with the relatiop between foreign capital inflows and econommimagh in
developing and emerging countries is Prasad andnR@&008). They find a weak relationship at best.yThe
argue, though, that “capital account liberalizatinay best be seen not just as an independent ivgjduit as
part of an organizing framework for policy changea number of dimensions” (p. 26).



are different in these countries than in developmahtries. This is important, especially when
cross-country heterogeneity is a major concern.

The remaining sections of this paper are organaetbllows: In section 2, we examine the
theoretical basis of the relationship between eapitcount liberalization and poverty before
we investigate it empirically. In section 3, we chidse how we measure capital account
liberalization, poverty and institutional qualitfthe empirical strategy that we follow and our
findings are the focus of section 4; and finally suenmarize and conclude in section 5.

2. Theoretical Considerations

Theory provides conflicting predictions concernihg relationship between capital account
liberalization and poverty alleviation. On the ohand, by ameliorating information and
transaction costs and therefore allowing more préresurs to obtain external finance, capital
account liberalization improves the allocation apital, thereby exerting a particularly large
impact on the poor. To the extent that financiategns function better as a result of capital
account liberalization, financial services becommilable to a larger proportion of the
population and to the poor. On the other hand, tabphccount liberalization and
improvements in the financial system primarily tignée rich and those who are politically
connected. Especially at the early stages of dapazount liberalization, financial services,
and credit in particular, are limited to the weglénd connected. A greater degree of capital
account liberalization, then, may only succeed hanmeling more capital to the few, but
certainly not to the poor. A third view poses thestion of a non-linear relationship between
capital account liberalization and income distribot and more specifically of an inverted U-
shaped curve: at the early stages of capital a¢ditnemalization only a few relatively wealthy
individuals have access to financial markets. Wtistained capital account liberalization
more people can afford to join the formal finandattor and thus more people can enjoy the
full benefits. Thus, while the distributional effewf financial deepening are adverse at the
early stages of capital account liberalizationytleertainly become positive after a turning
point.

The relationship between capital account liberéibmaand poverty has been examined in the
literature by focusing on the relationship betweapital account liberalization and growth
with the further assumption that higher growth \aliéees poverty, without paying direct
attention to poverty. Liberalization of the capiaicount is thought to have positive effects on
economic growth and thereby on poverty. There areimber of channels through which
capital account liberalization may increase ecowognowth: through higher investment, as
capital flows in to earn higher returns (PrasadleR003; see, also, Henry, 2007; and Henry
and Sasson, 2008); by lowering the cost of capitaimproved risk allocation (Prasad et al,
2003; Bekaert, Harvey and Lundblad, 2000, 200Ipubh investment in higher risk but
higher return projects with the help of global dsaifcation of risk (Obstfeld, 1994); through
increased efficiency and productivity via transtértechnology and managerial know-how
(Prasad et al, 2003; Agénor, 2002); through inéngasncentives, which improve the
regulatory and supervisory framework of bankings tis helped by letting foreign banks
introduce a variety of new financial instrumentsl &&chniques or by increasing competition,
which can improve the quality of financial servicg&asad et al, 2003); and through the



‘discipline effect’, whereby governments are for¢edpursue better macroeconomic policies
(Tytell and Wei, 2004; Stiglitz, 2000).

It is just as possible that the capital accounerhfization can slow down growth by
eliminating country-specific income risk and thepawot of this risk on saving. When
countries share endowment risk via internationpltamarkets, saving and growth rates can
be lower in financial openness than in autarky @eux and Smith, 1994). Rodrik (1998),
using data on developing as well as developed desnfinds no significant effect of capital
account liberalization on the percentage changeahincome per capita over the period 1975
to 1989. Edwards (2001) observes that the posi@lationship between capital account
openness and productivity performance manifestdf ibmly after the country in question has
reached a certain degree of development. At vewy levels of domestic financial
development a more open capital account may evea haegative effect on performance.
Edison et al. (2002) find mixed evidence that @mtcount liberalization promotes long-run
economic growth and that the positive effects aostnpronounced among countries in East
Asia. A more recent study by Jeanneney and Kpd#ig), as mentioned before, argues that
the standard financial liberalization effect of eKinnon (1973) type is directly effective in
reducing poverty, as is the more indirect effeet @onomic growth. But there are costs as
well. Financial liberalization promotes financiaktability; moreover the poor do not benefit
from the greater availability of credit. Ultimatelthough, the authors argue that the benefits
outweigh the cost for the poor.

It is, thus, not quite clear whether the relatiopdtetween capital account liberalization and
poverty is negative as one might expect. The perpafsthis paper is to investigate this

relationship further through an empirical investiga of the direct relationship between

capital account liberalization and poverty, therblgpassing the required further assumption
that growth and poverty are negatively linked. tis tstudy, we are also interested in the
relationship between institutional quality and paye The literature on institutions has

stressed that low-income countries lack a well-tead incentive structure to bring forth

productive cooperation (Olson, 1996). Such a sirectdepends not only on economic
policies but also on the quality of the institugbrarrangements (see, also, World Bank,
2001). One such arrangement is a legal systenetifatces contracts impartially and makes
property rights secure over the long run. Anothera system of political structure,

constitutional provisions, and good enforcementrtonitor the extent of special-interest

lobbies and cartels. In countries where institilomechanism defined in this sense is not
working properly, one would expect to see a smedug of elites to reap the benefits of

growth and liberalization.

We can easily link poverty to financial liberaliat and institutional quality and build
relevant hypotheses, as this is undertaken belew gection 4). Is it the case that financial
liberalization has beneficial effects on the paorcountries where the institutional quality is
high and the poor can share the benefits of libtbn with the rest of the population?
Another hypothesis is that increasing financial ropss hurts the poor; however, such
detrimental side effects can be alleviated, attleasome extent, when good institutions are
in place.

3 A related but different suggestion supports theaitf creating a global pool of reserves out ofntoes’
income with the specific aim to provide more sustdi development finance to fight against povertyg(i&,
2002).



3. Measuring Poverty, Capital Account Liberalization and Institutional Quality
3.1 Measuring Poverty

The data source is the World Development Indicatdrhe World Bank. The poverty data
are available fronPovcalNet at http://iresearch.worldbank.org/PovcalNet/jsp/ingsx. The
poverty line used in this paper is twice the exegmverty line, which is set at $1.08 per day
($32.74 per month) in 1993 PPP prices. By using tieasure, “...we count as poor all those
who would be judged so by standards more typicahofdle-income countries” (Chen and
Ravallion, 2004).

The headcount poverty index is an important deseeptool. Although it lacks some
desirable properties, it is easy to understandirtedpret. Mainly due to its simplicity, it has
become a standard measure in academic and polidy \Woerefore we have chosen to use it
as our poverty indicator.

As part of our robustness checks, we use the incehage of the poorest 20% of the
population as a measure of poverty. Unlike the beanlt index, it is a relative measure of
poverty. This measure has been used in the develapliterature widely (see for instance
Beck et al., 2007).

3.2 Measuring Capital Account Liberalization

We adopt the definition in Kaminsky and Schmuk0(3). The liberalization of the capital
account is captured by the regulations on offstreowing by financial institutions and by
non-financial corporations, on multiple exchangee ranarkets and on capital outflow
controls. In a fully liberalized capital accoungime, banks and corporations are allowed to
borrow abroad freely. They may need to inform tlwharities but permission is granted
almost automatically. Reserve requirements mighinb@ace but are lower than 10 percent.
Also, there are no special exchange rates forreitieecurrent account or the capital account
transactions; nor are there any restrictions ta@aputflows.

As mentioned by a number of authors (such as Edisa@h, 2002), it is not easy to measure
the extent of openness in capital account trarmatiThe difficulty lies in capturing the
complexity of real-world capital controls. Firsproventional measures of quantifying capital
controls sometimes fail to account for the intgnsit capital controls. The most prominent
example of these measures is the binary variablesune based on the IMF’s categorical
enumeration reported imMnnual Report on Exchange Arrangements and Exchange
Restrictions (AREAER). The second problem is that the IMF-AREAER basadables are
not capable of representing the intricacy of actaglital controls. Capital controls can be
placed on inflows or outflows as well as on theetygd the financial transaction. The third
problem is that it is almost impossible to distirgfubetweerde jure andde facto controls on
capital transactions. Capital control policies afeen implemented without explicit policy
goals to control the volume and/or the type of @glows. Furthermore, it is often the case
that the private sector circumvents capital accaestrictions, invalidating the expected
effect of regulatory capital controls (see Edwad®99). For these reasons, researchers often
look at the degree of financial integration amorgyrdries and interpret it ade facto
restrictions on capital transactions (see RajanZzamgales, 2003).



In this study, we use the capital account openmetesx, KAOPEN developed by Chinn and
Ito (2002). This index is the first principle compmmt of four IMF-AREAER binary
variables. These four variables are defined asvdi k; is the variable that indicates the
presence of multiple exchange ratksjs the variable that indicates restrictions onreunir
account transactionks is the variable that indicates the restrictions aapital account
transactions; an#, is the variable that indicates the requirementhef surrender of export
proceeds. The sum of these four variables is déquahe when the capital account restrictions
do not exist, so that the index shows financialnm@ss rather than controls. For controls on
capital transactiong{), the index uses the share of a five-year windemc¢mpassing year t
and the preceding four years) that capital conina@se not in effect$HAREks;) so that:

SHAREKs: = (Kat + ka1t Kagot Kapat Kara) /5

As mentioned in Chinn and Ito (2002), one of theriteeof the KAOPEN index is that it
attempts to measure the intensity of capital césitinsofar as the intensity is correlated with
the existence of other restrictions on internatiotransactions. By the nature of its
construction, one may argue that tK&@OPEN index measures the ‘extensitgf capital
controls because it may not directly refer to tlngency of restrictions on cross-border
transactions, but to the existence of differenetypf restrictions. However, measuring the
‘extensity’ of capital controls may be a good praxythe measure of intensity of capital
controls. Consider a country with an open capitaoant. It may still restrict the flow of
capital by limiting transactions on the current@eat restrictions or other systems such as
multiple exchange rates and requirements to suererckport proceeds. Alternatively,
countries that already have closed capital acconmght try to increase the stringency of
those controls by imposing other types of restiitdi (such as restrictions on current account
and requirements for surrender of trade procesdshat the private sector cannot circumvent
the capital account restrictions. Another meritto§ index is its wide coverage (more than
100 countries) for a long time period (1970 thro2@00).

By the nature of its construction, tKAOPEN index is considered to beda jure measure of
financial openness because it attempts to accoumédulatory restrictions on capital account
transactions. Hence, this index is different frontgrbased measures on financial openness,
often referred to ade facto measures of financial integration. These two typegnancial
openness measures have their own strengths andnessas. However, it is almost
impossible not only to rank the supremacy of thesasures, but also to distinguish them.
One of the drawbacks of thde jure measures on financial openness, as Edwards (1999)
discusses, is that it is often the case that tlneater sector circumvents capital account
restrictions; thereby nullifying the expected etfetregulatory capital controls, which can be
captured by price-based measures. A drawback optice-based measures, on the other
hand, is that the measures, especially those baselde interest rate parity conditions, can
reflect changes in macroeconomic conditions evethaefe are no regulatory changes on
capital account transactions.

Clearly, the measurement of the extent of capitdoant controls is difficult. Many
researchers have tried to capture the complexieafworld capital controls, with varying
degrees of coverage, and varying degrees of suceEesseviews and comparisons of the
various measures on capital controls utilized bymber of researchers, one might refer to
Edwards (2001), Edison et al. (2002) and Eicheng(2e02).



One might argue that de jure measure is ineffective in the sense that releasomgrols do

not necessarily lead to more cross-border trarma:tiThe response to such concerns is that
the factors determining the magnitude of capitalvl are many. The investment climate in
the country, as well as the culture might influeegital inflows. The policy tool that is
most directly related to the regulation of capisaicount transactions is capital account
liberalization, i.e. eliminating the barriers tdoa¥ access. Whether a change in the rules helps
increase the magnitude of capital flows is anotip@estion. Since this paper focuses on
regulatory aspects of capital account opennesshivwie the KAOPEN index is an appropriate
indicator.

The KAOPEN index was used by Chinn and Ito (2008 2A06) in their studies of the

determinants of financial development. These rebeas found that the rate of financial
development, as measured by private credit creatiinstock market activity, is linked to the
existence of capital controls, and that a higheell®f financial openness contributes to the
development of equity markets only if a threshadel of institutions is attained, which is

more prevalent among emerging market countries.

In figures 1 to 6 we have graphed the KAOPEN inded the poverty rate for the six World
Bank regions merely to get a first impression ddirthrelationship. A quick glance of this
simplest possible relationship that can be addetsatly suggests that it does not appear to
be the case that the relationship adheres to #@ntithat underpins this relationship. This
suggests that fuller and more systematic investigats in order. This we undertake
immediately below in section 4.

3.3 Measuring institutional quality

The institutional quality data come from the PRSo@x, a private organizatidnThis
organization maintains various datasets. One i$RH& dataset, which includes the following
variables for the 1982-1997 period: corruption mvernment, rule of law (law and order
tradition), bureaucratic quality, ethnic tensiorepudiation of contracts by government, and
risk of expropriatior?.In our cross-country regressions, we use theafigipropriation as our
institutional quality indicator. It is defined aket risk of ‘outright confiscation and forced
nationalization’ of property and its values rangenf O to 9. Lower ratings are given to
countries where expropriation of private foreigrvastment is a likely event. In such
countries, specific interest groups may be favouleatling to a situation in which only these
favoured groups collect the benefits of economietioment. The majority may experience
stagnant or declining life standards, causing theegy rate to be high. This line of thinking
predicts higher institutional quality to be cortelh with lower poverty rates. However, the
case is not trivial. It is possible that an ingtdnal reform may impose high transaction costs
on the poor and thus increase the poverty ratmesdioned by Chong and Calderon (2000a).
After the reform, the poor have to learn new medms to survive, as the former

* Since its founding, PRS has focused on politisi analysis, offering two unique and independgublicly
available methodology modeRplitical Risk Services andinternational Country Risk Guide (ICRG) and many
related products and services. For more informaseshttp://www.prsgroup.com

5 ‘Contract Viability/Expropriation risk’ is a subogponent of the ‘Investment profile’ variable of tHeRG
dataset, described below.



mechanisms are no longer useful. Such transactsts anay be high, especially for the
poorest and the least educated.

The ‘risk of expropriation’ variable has been ubgdAcemoglu et al. (2001) in their analysis
of the effects of institutions on economic perfonte It was also used by Chong and
Calderon (2000b), along with the other indicatarsthe IRIS dataset. In their study, this
variable is the indicator of institutional qualityith the highest explanatory power on the
poverty rate.

Another dataset, which can be obtained from the BR&p, is the International Country

Risk Guide (ICRG), which has 22 variables in theabcategories of risk: political, financial,

and economic. These data are available for the-298% period and therefore appropriate for
the panel data analysis. The political risk datduide variables such as investment profile,
corruption, law and order and bureaucracy quality. be consistent with our choices of
institutional quality in the cross-sectional andh@aanalyses, we employ the investment
profile variable as an indicator of institutionaladity in our panel data analysis. This variable
ranges from 1 to 12 where higher values indicatetaisk.

4. Empirical Strategy and Evidence
4.1 Empirical Strategy

A glance at the data presented in Table 1 showsthatries have very different experiences
regarding capital account liberalization, growthstitutional quality and poverty. Countries

such as Thailand and China experienced large retscin poverty and high growth rates

with relatively closed capital accounts. Panamadradpen capital account, moderate growth
rate and a moderate reduction in poverty rate.eCbila country with good institutions that

achieved substantial reduction in poverty with saigal liberalization and high growth rate.

Uganda liberalized its capital account with not muhange in poverty rates. In short,

liberalizing the capital account does not appedbdgca necessary condition for growth and
poverty reduction.

We attempt to answer two main questions in thidystrhe first is whether the countries with

higher levels of capital account openness havergegerty rates. The second question is
whether the effect of capital account opennessomenty depends on the level of institutional

guality in the country. The period of investigatifam the purposes of this study is 1985-2005.
This is entirely determined by the availability ddta. It is actually the longest time span for
which data exist for most of the variables thatincduded in our estimable relationships.

We follow two empirical strategies; cross-countrnyalysis and panel data analysis. As
described in more detail below, in the cross-cquatralysis we take period averages of all
variables, thereby reducing the dataset to inclodly one observation per country. In

contrast, the panel data analysis involves buildiageral non-overlapping sub-periods. As
mentioned in the literature (for example, by Deriagg<unt and Levine, 2008, among others),
when compared to the cross-country approach, thelmata approach has some important
advantages and one disadvantage. As a first adygnidth panel data we can make use of
both the time-series and the cross sectional vamiat the data. A second advantage is that in
the cross-country regression, the unobserved opgpecific effect is part of the error term
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so that correlation between the error term andek@anatory variables results in biased
coefficient estimates. Furthermore, if the laggegehdent variable is included among the
regressors, which is usually the case in crossicpurgressions, then the country-specific
effect is certainly correlated with the regressdms.control for the presence of unobserved
country-specific effects, the traditional methodaddirst-difference the regression equation to
eliminate the country-specific effect and then usstrumental variables to control for

endogeneity. This approach is known to eliminatesés due to country-specific omitted
variables.

Another advantage of panel data analysis, andaaldisitage of cross-country analysis, is that
the latter model with instrumental variables doesaontrol for the potential endogeneity of
all the regressors. Uncontrolled endogeneity cad l® inappropriate inferences on the
coefficient of main interest. The panel data apphnotkes care of the endogeneity problem
by using lagged values of the regressors as insmtsnThe main problem associated with
panel data analysis is using data averaged overeshttime periods. This means that
estimation results show us shorter-term effects amdbably not long-term effects, which
should be kept in mind when comparing the crossitglestimates with the panel estimates.

4.2 Empirical Results
4.2.1 Cross-country regressions

To conduct a cross-country analysis, and therepiagxthe change in poverty, we specify
our model as follows:

(1) PT =B, + By P'+ B, KAOPEN,+ B3 I, + X.T + ¢,
or, equivalently,
(1) PF—P’=pB,+ (B,—1)P°+ B, KAOPEN. + B;I.+ X.I'+ ¢,

where P is the poverty rate, KAOPEN is the capiadount openness index, and | is the
institutional quality indicator. In the regressiegquation,?’ and P are the initial and end-of-
period poverty measures, respectively. We inclingeinitial poverty measure as a regressor
for two reasons. First, poverty rates usually cleaveyy slowly; and secondly, having such a
regressor helps control for the country-specifictdes that explain poverty in the particular
country.

The matrixI" includes various control variables such as therahiogarithm of initial per
capita income [In(Y)] and region dummies. All oth@riables in this matrix are expressed as
their period averages. These variables are: (19W@r, the growth rate, included since we
are interested in estimating the direct effectapital account liberalization after controlling
for the growth effect. This is expected to havesgative sign; (2) ‘Fertility’, the fertility rate,
which is expected to have a positive sign sincgelahouseholds are expected to be poorer;
(3) ‘Schenrol’, secondary school enrolment rateafdgross), and (4) ‘Primary’, the primary
rate of schooling, which are included to contral tlee human capital stock and are expected
to have negative signs; (5) ‘Inflation’, inflatiomate; included to control for the
macroeconomic environment and is expected to hgvesaive sign; (6) the ‘Gini’ measure

11



of inequality. This variable is included since tladleviating effects of growth and
liberalization on poverty are thought to dependianlevel of inequality. With a higher level
of inequality, there are a higher number of houkkEhdhat can be relieved of poverty,
therefore the ‘Gini’ variable is expected to havenegative sign; (7) ‘GovCons’, general
government final consumption expenditure, takea gercentage of GDP, and it is expected
to have an ambiguous sign, since a higher shagewdrnment expenditure may or may not
reduce poverty, depending on how the expenditurallixated to different groups in the
country; and (8) ‘In(Y)’, the logarithm of per cépiGDP, which is expected to have a
negative sign since higher mean income is assalcveatd lower poverty.

We also include the interaction term between theOREN index and institutional quality to
test for threshold effects. It is possible that llemeficial effects of capital account openness
display themselves only after the country reachesersain level of institutional quality.
Another way to say this is that only countries wathcertain level of institutional quality
benefit from capital account openness. The intemaderm helps us test for the existence of
such an effect.

The descriptive statistics of the variables useth@cross-country regressions are presented
in Tables 2 and 3. The descriptive statistics ibl&@& show that there is quite a degree of
variation in the data utilized so that one shoul donfident that reasonable estimated
relationships should emerge. Both the standardatiems and the minimum/maximum values
tend to validate this statement. Turning to Tahlén8 correlation coefficients do not appear
to indicate any serious problems in terms of tHatignships to be estimated. We then turn
our attention to the estimated relationships.

4.2.2 OLS and IV Estimation

Equation (1) is estimated first by ordinary leaguares (OLS). We report the results of
equation (1) by including in addition to the maiariables a number of control variables as
indicated above. The estimates and the p-valuéseske estimates (in brackets) are reported
in Table 4. Evidently, and as expected, initial @y rate is positively related to the end-of-
period poverty rate. It is also statistically higldignificant in the regression. Moreover, a
higher level of institutional quality is associatetth a lower level of poverty. A one-point
increase in the institutional quality indicator ueds poverty rate by slightly less than one
percentage point. The effect is significant at 446%el in some regressions, but not in others.
Although the coefficient estimate of the KAOPEN émdtakes a negative value in most
regressions, meaning that higher openness is assdavith lower poverty, its effect has very
low levels of statistical significance in the reggions. It is true that none of the coefficients is
remotely significant. The average growth rate, ilfgrtrate and the Gini index are all
statistically significant with expected signs. Heghvalues of average growth rate and Gini
index are associated with lower end-of-period pgveates, while a higher fertility rate is
associated with higher poverty rates. The intevaceffect (KAOPEN*I) is statistically
insignificant. So are the education-related costrol

In column (7) of Table 4 we report the estimatesti regression that includes region
dummies. There are six regions, as specified byWbed Bank, namely East Asia, Eastern
Europe and Central Asia, Latin America and the l&tsan, Middle East and North Africa,
South Asia, and Sub-Saharan Africa. The Middle Easd North Africa dummy is the

excluded one in the regression. The coefficienitmedes for these dummy variables reflect
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regional differences that remain in poverty rateeneafter controlling for many country-
specific characteristics. All of these dummy valesbenter the regression with a positive
sign. The Eastern Europe, South Asia and Sub-Sah&fiaca dummies are statistically
significant at 2%, with the rest being statistigatisignificant.

In Table 4, we report, along with the number ofesliations, the R-squared statistic, and the
p-value of Ramsey’s RESET test for possible speatifin error. The null hypothesis for this
test is that the powers of the fitted values ofdapendent variable have no significance in the
regression, which is rejected only for the speatfan in column (2). It then follows that the
estimated relationships are not misspecified, aedshould, thus, have confidence in the
linear specification, with the mentioned exception.

Although we have specified the regression equationsuch a way as to minimize
endogeneity, it is still possible that capital agwbopenness is endogenous to poverty. One
could construct the argument that countries that haigh poverty rates would be more
willing to experiment with financial market liberzdtion than countries that are doing well in
this respect. This would lead to an endogeneitg biaour estimates. In order to control for
possible endogeneity of the KAOPEN variable anditiberaction term(KAOPEN, = I.), we
use instrumental variables (IV) estimation. Variousruments, such as the legal origin of the
country (Beck et al., 2000), government budget lssrdagged per capita GDéhd regional
dummies (Chong and Calderon, 2000) have been osdiméncial development. We know of
no instruments for financial, and in particularpital account liberalization. It is not clear to
us whether the instruments mentioned above arerwgiated with the error term in our
regressions, therefore we choose to use a differstmtument set. The instruments that we use
are the deviations of KAOPEN and the interactiamt&@etween KAOPEN and | from their
region-specific mear’sOur instruments have high correlation with thearehous variables
by construction and low correlation with the err@m, under the condition that the degree of
correlation of shocks to poverty in a country WilAROPEN index in that country is similar to
their correlation with KAOPEN index in other coues within the region. The estimation
results are presented in Table 5. Evidently, Yhedtimates are not drastically different from
the OLS estimates.

In Table 5, along with the coefficient estimates &émeir p-values, we report the p-values of
the Durbin-Wu-Hausman test for endogeneity. The ybothesis of this test suggests that
OLS estimation of the equation would yield congistestimates; that is, any endogeneity
associated with the regressors would not have et@des effects on OLS estimates. A
rejection of the null indicates that the effecttibé endogenous regressors on the estimated
relationship is meaningful, and instrumental vadealiechniques are required. As can be seen
in Table 5, the p-values of this test range fro88& to 13.9%. It thus follows that the null
hypothesis can be rejected in most, but not aflesaAlthough this means that the 1V method
should be used, OLS and IV estimates are very airml magnitude. Therefore, for practical
purposes, we may conclude that either set of aspustian be used.

® The instrument is defined as the deviation of \deiaX from its region-specific mean, expressed as
¥ =x —-(T2_ x), where X is the instrument and there are R countries inréiggon that country i
belongs to. These instruments have high correlatitim the endogeneous variables and low correlatiitis
the error terms by construction.
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We also report in Table 5 under the ‘first-stagautts’ heading the partial R-squared statistic

from the regression of the endogeneous variablesl @xogeneous variables. The R-squared
values are high, which indicates that our instruth@ne appropriate in the sense that they are
very highly correlated with the endogeneous vaesbl

4.2.3 Panel data estimation

The previous analysis helps us determine the extenwhich cross-country variation in
poverty can be explained by the variation in theo¢genous part of the) KAOPEN index.
However, the analysis assumes that, keeping a#reable factors the same, countries have
similar poverty levels, since they have similar liserved characteristics. Even though we
include the beginning-of-period level of poverty asegressor, this may not be enough to
control for unobserved heterogeneity. We would dils® to know if changes over time in
capital account openness of a country have anyteffe poverty. Such concerns can be
addressed by panel data analysis. With panel detlysas, we also increase the degrees of
freedom by including the variability in time dimens.

The model in equation (1) assumes that the ernon tis identically distributed across
countries. This may be invalid if there are stra@ogintry-specific effects that determine the
level of poverty in a country. Furthermore, timéeefs are ignored in equation (1).

To conduct panel data analysis, we rewrite (1) adymamic panel regression model as
follows:

(2 P.=By+ By P.y+ By KAOPEN, + B3I, + X;.T+ p; + 2, + 17,
where t stands for the period and i representstopas before. In this setting, the error term

is composed of a country-specific fixed effeat, a time-specific effecty.., and a time-
varying random error term, the last term in equafR).

We divide the 1985-2005 period into five non-ovpding subperiods. The five subperiods
include years 1985-88, 1989-92, 1993-96, 1997-2&00 2001-2005. All variables in the
regression equation are defined as subperiod ae®r&ur panel has a short time dimension,
but the number of cross-sectional units is largee St%ould mention that the estimation
technique that we use is designed for data witketaharacteristics. The technique is called
the Generalized Method of Moments (GMM) estimat@as explained below.

In our cross-country regression model, the couspgeific effectu, is part of the error term.
If u; is correlated with the explanatory variables, thie® coefficient estimates are biased.
Notice that lagged poverty rate is a regressoritrgdcorrelated withu,; . To solve the bias
problem the country-specific effect can be elimegatby taking the first-difference of
equation (2).

Pe=Pioy =Py (Pigey —Pisz) + B, (KAOPEN,, — KAOPEN, ) + Bs (Vi — Looy)
B (_X'.: - X:.:—ljr T {": —hey) + {'F?: -0 :_1)1
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However, taking first differences creates anothmblem. In the first-differenced equation,

the error term is correlated with tH&,._, — P.._, ) term. The standard treatment of this
problem is to use the lagged values of the exptapatariables in levels as instruments in the
difference equation. This is the way we have adbpie¢his study.

There are two further problems regarding the esiomaf equation (2) by differencing. First,
the cross-country dimension of the data is losto8d, if the regressors in equation (2) are
persistent over time, then their lagged valuesveeek instruments for the regression in
differences. This can lead to a large bias inmess. To address these problems, we estimate
the regression in differences jointly with the eggion in levels using the Generalized
Method of Moments (GMM) estimation. The procedusesilagged levels of the regressors as
instruments in the difference equation, and lagdjffdrences of the regressors as instruments
in the levels equation. This method, called thestsgn GMM’ has been proposed by Arellano
and Bover (1995) and has been used in many st(skes for example, Beck et al., 2000 and
Jeanneney and Kpodar, 2008).

Another advantage of this method is that we cartrobrfior potential endogeneity of all
regressors, unlike the cross-country IV regressibith controls for the endogeneity of only
the capital account openness variable. Controlfmgthe endogenity of all regressors is
achieved by using the lags of all explanatory \#es as instruments, called the internal
instruments. The variables that are believed t@imenous can be specified as additional
instruments, which are called the external instmtieln our case, these are the time
dummies. To sum up, the main arguments for usiegsttstem GMM estimation are that it
does not eliminate cross-country variation, it i@ potential biases of the difference
estimator in small samples, and it can controtherpotential endogeneity of all regressors.

To obtain system GMM estimates, we use the ‘xtaBbodmmand in Stata version 9.2. One
useful feature of this command is that it implersetite ‘forward orthogonal deviations’
transformation, which works as follows: insteadsabtracting the previous observation from
the current one, it subtracts the average of dllréuavailable observations of a variable.
Regardless of the number of gaps in the data, tthissformation is computable for all
observations except the last for each country,t sninimizes data loss. And since lagged
observations do not enter the formula, they arédva$ instruments. This method is very
helpful in making full use of the data in our casmce poverty data are notoriously sparse
and taking differences would leave us with a venals sample size to work with (Roodman,
2006).

Our system GMM estimates are presented in Tabks@efore, the initial level of poverty
has a positive sign and is statistically highlyn#igant. A higher level of institutional quality

is associated with lower poverty rates, as befang, the effect is statistically significant in
most regressions. The effects of the control véeghre mostly the same as before. The main
differences are in the KAOPEN and Growth variabéessexplained below.

In the GMM estimation, unlike the previous findingse find that countries with more
liberalized capital account regimes have higherepiyvrates. This is a striking result.
Although the effect is not statistically signifidain all specifications, it is in some. Another
major difference of these estimates from the previones is that the statistical significance of
the growth variable has been reduced substantililythe cross-country regressions, the
estimates showed that countries with higher avegmgevth rates during the 1985-2005
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period had lower poverty rates at the end of th@oge ceteris paribus. That is to say, the
long-run effect of growth on poverty is clearly lénial. Our GMM estimates are based on
four-year subperiods, which are probably too stwrepresent the long-run. In the short run,
the poverty reducing effect of growth may not belasr.

In Table 6, we report the p-values of the Arell8wrd second-order autocorrelation test
applied to the residuals in differences (see RoagrB@06, for more information). This test
checks for the existence of first-order autocotietain 7., . If the 77, terms in equation (2)

are serially correlated of order 1 then, for ins&a®,,_, is endogenous to thg . in the

error term in differences, makirg._. an invalid instrument. In such a case, one néeds
use deeper lags as instruments. The p-values dkrigllano-Bond test are quite high, which
means that we cannot reject the null hypothesisttieae is no autocorrelation. Therefore,
there is no need to restrict the instruments tpdekags. In the same table, we also report the
p-values of the Hansen test of over-identifyingriesons. With high p-values, the test fails
to reject the null hypothesis, which clearly suggethat the instruments are valid. The
existence of too many instruments has been showratise problems (Roodman, 2006).
Although there is no clear guidance on how martpasmany, Roodman (2006) recommends
a rule of thumb, which says to keep the instruneenint below the number of countries. To
establish that, we restricted the lags used innsteuments in our regressions as necessary.

4.3 Further Robustness Checks

To make sure that our findings are not specifiths poverty measure that we adopt, we try
an alternative measure, namely the income shatkeopoorest 20% of the population. We
repeat the cross-sectional OLS and panel datarsyGéM estimations for this alternative

measure. Our new results, which are reported inefab and 8, only make our previous
results stronger. Based on the signs of the coerficestimates of the KAOPEN variable

obtained by OLS and GMM, we can say that a higlegree of capital account liberalization

is associated with lower income share of the pad28% of the population, although the

effect is not statistically significant in all reggsions. Consistent with our previous findings,
higher institutional quality is associated with lnég income share of the poor, and growth
increases the income share of the poor, althougsetleffects are not statistically significant
in all regressions. We therefore conclude that fodings are robust to a change in the
poverty measure used in the analyses.

As another robustness analysis, we question whethgpecific region is determining the
results. To answer this question, we exclude tiggons from the regressions one by one.
Tables 9 and 10 present our findings. We pick thecsications that include the most
regressors. In Tables 9 and 10, column (1) showhe&<OLS estimates when East Asian
countries are excluded from the regression. Inother columns, other regions are excluded.
Evidently, our results are qualitatively the sarffike most noteworthy changes occur when
we drop Eastern European and Latin American caemsfirom the sample, columns (2) and
(3) respectively. This is to some extent due tzalde reduction in the sample size. Estimates
for the growth effect seem to be the most influeinog sample restriction.

4 .4 Discussion of the Results
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In general terms theory provides conflicting prédits concerning the relationship
between capital account liberalization and povetleviation. On the one hand, by
ameliorating information and transaction costs tedefore allowing more entrepreneurs
to obtain external finance, capital account lineedlon improves the allocation of
capital, thereby exerting a particularly large pusiimpact on the poor. To the extent
that financial systems function better as a resuttapital account liberalization, financial
services become available to a larger proportioh@fpopulation and to the poor. On the
other hand, it is likely that capital account libézation and improvements in the
financial system primarily benefit the rich and showho are politically connected.
Especially at the early stages of capital accouodralization, financial services, and
credit in particular, are limited to the wealthydawell connected. A greater degree of
financial globalization, then, may only succeeaanneling more capital to the few, but
certainly not to the poor. A third view poses theesfion of a non-linear relationship
between capital account liberalization and inconsgridution, and more specifically of
an inverted U-shaped curve: at the early stagesapital account liberalization only a
few relatively wealthy individuals have access toafcial markets. With sustained
capital account liberalization more people can rdffto join the formal financial sector
and thus more people can enjoy the full benefitgisT while the distributional effects of
financial deepening are adverse at the early stafeBnancial globalization, they
certainly become positive after a turning point. 8@t even if capital account
liberalization leads to higher growth, it is an opguestion whether capital account
liberalization that ensues will narrow or widenonee distribution.

We have tested these propositions in the case mfataccount liberalization. Theoretical
propositions have been tested against data fom@beuof developing countries in a cross-
country data set up. Relevant econometric techsidquse been employed to bear on the
guestion of whether and how capital account libestibn influences poverty. We thereby
hope to have thrown a great deal of light on the&fleting theoretical issues identified above
through new empirical evidence. Interestingly erotige existing empirical evidence, such as
it exists, is as conflicting, if not more so théwe theory, and extremely sparse at the moment.
We have demonstrated that capital account libexidim does little to alleviate poverty. By
contrast, it is the design of high quality insfibmis, and to a much lesser extent economic
growth, that affect poverty alleviation. In summattyis paper proposes a way to directly test
a question that has considerable policy importaAtteegression results reported in Tables 4
to 8, suggest that capital account liberalizat®nat associated with a significant decrease in
the poverty rate or an increase in the income sbfatke poor. In fact, liberalization of the
capital account increases poverty according tosysem GMM estimates. Our findings
indicate also that good institutions, proxied aplaxed above, are associated with a decline
in poverty. Furthermore, in our estimated relatiops we tried to control for the possibility
of endogeneity of the capital account liberalizat@riable. Endogeneity does not present any
problems in our final results.

5. Summary and Conclusions
We have suggested in this contribution that surgig little work has been undertaken on
the relationship between capital account libereibraand poverty. A great deal of work has

been initiated and done on the relationship betwigemcial liberalization and growth; but
rather very little on one form of financial libeidtion, of the capital account variety, and

17



poverty. We have attempted to throw some lighth@nlatter relationship by concentrating on
developing countries for which data are available.

Three important results have emerged from thisradteWe find very little evidence, if any at
all, on the hypothesis that capital account libeagion alleviates poverty. The second
important result is that a significant variable tthneould potentially have some impact on
poverty is better quality of institutions. The thiimportant result is that the initial level of
economic activity as proxied by GDP is an additlosignificant variable. An interesting
implication of our findings is that policies tharcengineer better quality of the institutional
set up and can also affect the level of economiiwigcand its distribution are by far better
ways of influencing poverty in the right way. Capiaccount liberalization does not appear to
promote reduction in poverty. These basic resulisstrbe very disappointing to the
proponents of capital account liberalization.

These findings are in fact not surprising when ekt about the living conditions of the poor

in developing countries. These people are mostikillad self-employed people, working on

their extremely small-sized farms, or as artisansrall-scale entrepreneurs in shops or
homes. The main constraints they face are marketiragit, insurance and infrastructure.

Such needs often require competent domestic patiaking and cannot be expected to be
fulfilled by foreign investors. Moreover, if the e@s of these people are not met, capital
account liberalization may increase their vulndigbiby leaving them open to intense

competition from people from the outside world.
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Appendix: Figures and Tables
Figure 1: Graphs showing the plots of the KAOPEN idex versus the headcount poverty
rate (East Asia)
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Figure 2: Graphs showing the plots of the KAOPEN idex versus the headcount poverty
rate (Eastern Europe)
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Figure 3: Graphs showing the plots of the KAOPEN idex versus the headcount poverty
rate (Latin America)
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Figure 4: Graphs showing the plots of the KAOPEN idex versus the headcount poverty
rate (Middle East-N. Africa)
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Figure 5: Graphs showing the plots of the KAOPEN idex versus the headcount poverty
rate (South Asia)

South Asia
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Figure 6: Graphs showing the plots of the KAOPEN idex versus the headcount poverty
rate (Sub-Saharan Africa)
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Table 1: Data on poverty, capital account opennesmstitutional quality and growth for
the 1985-2005 period for the countries in our sampl

Country PO P" PP KAOPEN AKAOPEN 1 Growth
Argentina 0.01 0.18 0.16 0.17 3.44 5.9 1.28
Bangladesh 0.83 0.84 0.01 -1.22 1.70 5.4 2.32
Bolivia 0.47 0.43 -0.04 0.82 3.34 6.4 0.77
Brazil 0.30 0.21 -0.09 -1.37 1.70 6.2 0.81
Bulgaria 0.00 0.10 0.10 -1.00 0.55 7.9 1.51
Chile 0.25 0.06 -0.19 -0.96 3.27 8.2 4.19
China 0.86 0.65 -0.21 -1.29 0.66 6.8 8.36
Colombia 0.13 0.20 0.07 -1.36 0.66 6.6 1.45
Costa Rica 0.18 0.09 -0.09 -0.15 3.08 7.3 2.00
Cote d'lvoire 0.29 0.48 0.20 -0.83 1.04 6 -1.63
Dominican Republic 0.23 0.12 -0.11 -1.27 1.96 6.8 2.60
El Salvador 0.43 0.40 -0.03 0.37 4.38 6 1.50
Guatemala 0.66 0.31 -0.35 0.73 4.38 7 1.02
Honduras 0.60 0.36 -0.24 -0.53 2.53 6.5 0.12
India 0.92 0.88 -0.04 -1.04 1.04 6.7 4.14
Indonesia 0.76 0.54 -0.22 211 1.49 6.4 3.38
Jamaica 0.23 0.16 -0.07 0.70 3.72 7.3 1.13
Lithuania 0.01 0.08 0.08 2.50 0.28 9.9 0.78
Mali 0.55 0.73 0.17 -0.52 1.04 5.9 1.81
Mexico 0.25 0.19 -0.06 0.33 3.00 8 0.75
Nigeria 0.91 0.92 0.01 -1.15 1.38 5.4 1.87
Pakistan 0.89 0.66 -0.22 -1.13 0.66 5.2 2.57
Panama 0.24 0.18 -0.06 2.62 0.00 6.9 1.55
Peru 0.10 0.34 0.24 0.95 4.38 6.3 0.67
Philippines 0.60 0.44 -0.15 -0.15 2.34 6.6 1.05
Poland 0.01 0.01 0.00 -0.66 1.30 7.7 3.35
Sri Lanka 0.51 0.41 -0.10 -0.04 2.34 6.6 3.35
Thailand 0.54 0.29 -0.25 -0.05 0.00 7.1 4.75
Tunisia 0.16 0.07 -0.09 -0.89 1.04 7.1 2.59
Turkey 0.16 0.16 0.00 -0.73 1.04 6.6 2.40
Uganda 0.97 0.96 -0.01 0.28 4.38 6.7 2.54
Uruguay 0.03 0.06 0.03 1.70 2.13 7.9 1.78
Venezuela, RB 0.20 0.34 0.14 0.16 4.10 5 0.02

Note: The reported values are the initial headcporerty rate, the end-of-period poverty rate, the
change in the poverty rate, average CA opennes©OEEAN index) during the period, the change in
CA openness during the period, the average institat quality (investment profile in the ICRG data)
and the average growth rate, respectively.
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Table 2: Descriptive statistics of the variablessed in the cross-country regressions

Variable
pT

pO
KAOPEN
|

In(Y)
Growth
Fertility
Schenrol
Inflation
Gini
GovCons
Primary

Mean
0.2799

0.2614
-0.086:
5.255(
8.2551
1.7468
3.0369
71.8104
81.7280
40.5105
13.9245
86.2002

Std.Dev.
0.2450

0.2918
1.202¢
1.442(

0.7782

2.1715

1.5362
23.9062

147.1903

9.5963

4.4298
17.4258

Min
0.0049
0.0000

-1.460¢

2.000(
6.4772
-4.9257
1.4795
14.8719
0.9050
25.7714
4.6470
22.4224

Max
0.9228

0.9091
2.623:
9.000(

9.3458

8.3551

7.2155

98.7621
594.5378
59.6100
24.4352
102.2952
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Table 3: Correlation matrix of the variables used m the cross-country regressions

pT
po
KAOPEN
|

In(Y)
Fertility
Schenrol
Inflation
Gini
GovCons

Primary

Growth

pT
1
0.8496
-0.1934
0.0231
-0.8206
0.6871
-0.7333
-0.2059
0.132
-0.3656

-0.5414
0.1263

po

1
-0.1649
0.1336
-0.7952
0.6304
-0.7618
-0.3084
0.2564
-0.4625

-0.491
0.3822

KAOPEN

-0.0907

0.2539

-0.1035

0.2068

-0.1555

0.024

0.0873

0.1557
-0.1399

-0.0346

0.1573

-0.147

-0.1309

0.3185

-0.4536

-0.0936
-0.0017

In(Y)

-0.7009
0.7889
0.3413

-0.0363
0.3391

0.5585
-0.3414

Fertility

-0.8634
-0.2073

0.3992
-0.2452

-0.8011
-0.1072

Schenrol Inflation

0.3736

-0.3076

0.3579

0.8557
-0.1413

1

0.0278

0.1772

0.3134
-0.243

Gini GovCons

1

-0.3043

-0.2187
-0.1825

1

0.1596
-0.3085

Prima ry Growth

1

0.1196 1
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Table 4: OLS Regression coefficient estimates andyalues (in parentheses)

Dependent variable: Headcount index

@ &) 3 (4) ®) (6) (7) ® ©

= 0.718 0.503 0.795 0.722 0.673 0.654 0.606 0.798 0.683
(0.000 (0.000° (0.0000 (0.0000 (0.0000 (0.0000 (0.0000 (0.0000 (0.0000
KAOPEN -0.009 0.003 -0.013 -0.010 -0.005 -0.007 -0.002 -0.009 4®4.00
(0.4735) (0.7947) (0.2252) (0.3563) (0.6455) (0.5069)87M0) (0.5240) (0.7784)
I -0.008 -0.004 -0.009 -0.009 -0.007 -0.008 -0.006 -0.009008.
(0.1828) (0.4309) (0.0660) (0.0522) (0.2503) (0.1523)2687) (0.0438) (0.1862)
KAOPEN?*I -0.002 -0.004
(0.6413) (0.3357)
In(Y) -0.115
(0.0194)
Growth -0.031 -0.028 -0.028 -0.027 -0.026 -0.031 -0.028
(0.0001) (0.0003) (0.0065) (0.0030) (0.0027) (0.00010F@1)
Schenrol -0.001
(0.3523)
Inflation 0.000 0.000
(0.6425) (0.6287)
Fertility 0.047 0.040 0.048
(0.0434) (0.0081) (0.035)
GovCons -0.006  -0.006 -0.007
(0.1864) (0.2157) (0.1553)
Gini -0.006  -0.005 -0.006
(0.0059) (0.0026) (0.0052)
Primary 0.001 0.001
(0.6194) (0.5645)
East Asia dummy 0.105
(0.1136)
Eastern Europe dummy 0.070
(0.0088)
Latin dummy 0.047
(0.1621)
South Asia dummy 0.233
(0.0125)
Sub-Sah.Africa dummy 0.291
(0.0009)
R-squared 0.7852 0.8253 0.8395 0.8431 0.8855 0.8809 0.8897 0.83987D.8
Number of obs. 49 49 49 49 48 49 49 49 48

Ramsey's Reset

0.1168 0.0073 0.1341 0.338 0.3835 0.3791 0.8154 0.1431 45.48

Notes:All regressions include a constant.

- In all regressions, standard errors are robuitdgresence of arbitrary heteroskedasticity.

- The countries included in the cross-country regians are Argentina, Bangladesh, Bulgaria,
Belarus, Bolivia, Brazil, Chile, China, Cote d'lv®j Colombia, Costa Rica, Dominican Republic,
Estonia, Guatemala, Honduras, Croatia, Hungangrasdia, India, Jamaica, Jordan, Kazakhstan,
Kyrgyz Republic, Sri Lanka, Lithuania, Latvia, Mola, Mexico, Mali, Mauritania, Nigeria,
Pakistan, Panama, Peru, Philippines, Poland, R@nRuissian Federation, El Salvador, Thailand,
Tunisia, Turkey, Uganda, Ukraine, Uruguay, Uzbekisiand Venezuela.
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Table 5: Instrumental variables (1V) regression cefficient estimates and p-values (in parenthese€)ependent variable: Headcount Index

1)

()

(3)

4

(5)

(6)

(7)

(8)

50

KAOPEN

KAOPEN*|

In(Y)

Growth

Schenrol
Inflation

Fertility
GovCons

Gini

Primary

Number of obs
R-squared
Durbin-Wu-Hausman p-value
1st-stage results:

Instrument 1 (Partial R®)
Instrument 2 (Partial R?)

0.728
(0.000 *+*

0.006
(0.653
-0.008
(0.174

49
0.7807
0.0008

0.9169

0.496
(0.000' *+*
0.016
(0.209
-0.004
(0.461

-0.123
(0.004 *+*

49
0.8224
0.0024

0.9188

0.802
(0.000" ***
-0.001

(0.921
-0.009
(0.053 *

-0.030
(0.000" *+*

49
0.8369
0.0024

0.92

0.720
(0.000 ***
0.000
(0.964
-0.009
(0.036 **

-0.028
(0.000 ***
-0.001
(0.249

49
0.8409
0.0037

0.9242

0.678
(0.000 ***
0.000
(0.965
-0.007
(0.228

-0.028
(0.002 ***

0.000
(0.520
0.046
(0.021 *
-0.006
(0.133)
-0.006
(0.001) ***
0.001
(0.640)
48
0.885
0.0405

0.948

0.656
(0.000 *+*

-0.002
(0.806

-0.008
(0.123

-0.027
(0.001 ***

0.041
(0.002 *+*
-0.006

(0.170)
-0.005
(0.001) ***

49
0.8806
0.0885

0.9511

0.802
(0.000' *+*
-0.002
(0.859
-0.009
(0.023 **

-0.003
(0.376

-0.030
(0.000' *+*

49
0.836
0.1391

0.9427
0.8947

0.690
(0.000" ***
0.010
(0.556
-0.008
(0.186
-0.004
(0.395

-0.028
(0.000" ***

0.000
(0.482
0.047
(0.012 **
-0.007
(0.085)
-0.006
(0.001) **
0.001
(0.524)
48
0.8867
0.0803

0.9416
0.909
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Notes: All regressions include a constant.

- Instruments: Deviations of KAOPEN and (KAOPEN*Ipin their region-specific means as explained irtelée

- The countries included in this Table are the sameeported in ‘Notes’ to Table 4.

- In all regressions, standard errors are robustedgresence of arbitrary heteroskedasticity.

- The first-stage results include Shea's ‘parti@gRared’ measure of instrument relevance thastaitercorrelations among instruments into account.
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Table 6: System GMM coefficient estimates and p-Waes (in parentheses) Dependent variable: Headcount index

(1) (2 ) (4) (%) (6) (7)
pY 0.887 0.903 0.689 0.796 0.771 0.691 0.769
(0.000 *** (0.000 *** (0.000 *** (0.000 *** (0.000 *** (0.000 *** (0.000 ***
KAOPEN 0.012 0.011 0.003 0.010 0.018 0.015 0.013
(0.090) * (0.060) * (0.700) (0.374) (0.044) ** (0.110) (0.098) *
I -0.011 -0.006 -0.009 -0.013 -0.013 -0.013 -0.011
(0.048) ** (0.273) (0.103) (0.042) ** (0.003) *** (0.021) ** (0.028) **
Growth -0.742 0.073 0.458 -0.472 -0.287 -0.783
(0.044) ** (0.895) (0.415) (0.339) (0.598) (0.133)
Fertility 0.042 0.023 0.026 0.035 0.015
(0.061) * (0.274) (0.138) (0.159) (0.502)
Inflation 0.000 0.000 0.000 0.000
(0.846) (0.762) (0.362) (0.985)
Gini -0.003 -0.004 -0.003
(0.106) (0.136) (0.112)
GovCons -0.006 -0.002
(0.054) * (0.395)
Primary -0.001
(0.420)
Number of obs 173 172 170 170 170 170 145
No.countries 67 67 67 67 67 67 65
No.instruments 35 44 57 42 59 56 61
Arellano-Bond 0.329 0.354 0.373 0.251 0.342 0.377 0.615
Hansen test 0.325 0.478 0.557 0.534 0.526 0.472 0.668

Notes: All regressions include a constant.

- The countries whose data are included in thegeessions are Argentina, Armenia, Bangladesh, Bglaolivia, Brazil, Bulgaria, Burkina Faso,
Chile, China, Colombia, Costa Rica, Cote d’lvoifgoatia, Dominican Republic, Ecuador, Egypt, Elv&dbr, Estonia, Ghana, Guatemala,
Honduras, Hungary, India, Indonesia, Iran, Jamaicadan, Kenya, Latvia, Lithuania, Madagascar, Maldalaysia, Mali, Mexico, Moldova,
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Mongolia, Nicaragua, Niger, Nigeria, Pakistan, FaaaParaguay, Peru, Philippines, Poland, RomanissiBn Federation, Senegal, Slovenia, South
Africa, Sri Lanka, Thailand, Trinidad and Tobaganisia, Turkey, Uganda, Ukraine, Uruguay, Venezudiatnam, Zambia, Zimbabwe.

- The estimates are obtained by using the onesstg&ilem GMM estimation technique implemented bysttebond2’ command in Stata, version 9.2.

The ‘xtabond2’ command allows the researcher tmshovarious options. We chose the orthogonal demmbption to maximize the sample size.

Therefore, the estimated system of equations igposed of the levels equations, and the level egumtiransformed by orthogonal deviations. Since
the estimation procedure assumes that errors arelated only within countries and not across thamy since contemporaneous correlation is
probably the most likely form of cross-country aation, we included time dummies to remove timateal shocks from the error term. The use of
time dummies is highly recommended (see Roodmad5)2@s it makes this assumption more plausible.

- We used two sets of instruments. The first seluptes traditional IV-style instruments, which @ne time dummies. The second set includes the
GMM-style instruments, in which each lag of thetinmented variable acts as an instrument.
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Table 7: Robustness check:
OLS Regression coefficient estimates and p-values parentheses)
Dependent variable: Income share of the poor

IncShare’

KAOPEN

KAOPEN*I
In(Y)
Growth
Schenrol
Inflation
Fertility
GovCons
Gini

Primary

East Asia dummy

Eastern Europe dummy

Latin dummy

South Asia dummy

Sub-Sah.Africa dummy

R-squared

Number of obs.
Ramsey's Reset 0.5864 0.8404 0.5649

1) &) ©) 4 ®) (6 (7) (8) 9)

0.7055 0.7276 0.7053 0.7783 0.3709 0.3155 0.6113 0.7176490.5
(0.0000 (0.0000 (0.0000 (0.0000 (0.0290 (0.0692 (0.0000 (0.0000 (0.0222
-0.1637 -0.1131 -0.1691 -0.1093 -0.1826 -0.1315 -0.1178404B -0.4300
(0.2026) (0.3318) (0.1997) (0.3305) (0.1353) (0.2604)3@80) (0.0199) (0.0096)
0.1041 0.1081 0.0970 0.0970 0.0373 0.0593 0.0769 0.1129818.0
(0.1552) (0.1079) (0.1958) (0.1033) (0.4751) (0.24212@86) (0.0922) (0.1097)
0.0900 0.0939
(0.0068) (0.0319)
-0.4435
(0.1029)
0.0297 0.0428 0.0149 0.0099 -0.0163 0.0370 0.0593
(0.6672) (0.5872) (0.8590) (0.9115) (0.8381) (0.5846)1301)

-0.0198
(0.0377)

-0.0010 -0.0008
(0.3151) (0.3841)
0.1030 0.1004 0.0684
(0.5081) (0.4426) (0.6647)
0.0096 0.0086 0.0284
(0.7244) (0.7433) (0.2867)
-0.1131 -0.1299 -0.0636
(0.0169) (0.0080) (0.3336)
0.0000 -0.0110
(0.9994) (0.4784)

0.1285

(0.8174)

-0.6699

(0.0559)

-1.3315

(0.0019)

-0.0616

(0.8932)

-0.1863

(0.8032)
0.8513 0.8671 0.8517 0.8765 0.9027 0.8936 0.8885 0.8709180.9

41 41 41 41 40 41 41 41 40
0.8264 0.691 0.2931 0.4282 0.5987 56.55

Notes:All regressions include a constant.
- In all regressions, standard errors are robustd@resence of arbitrary heteroskedasticity.
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Table 8: Robustness check:
System GMM coefficient estimates and p-values indtics
Dependent variable: Income share of the poor

@ ) ®3) (4) ®) (6) )

IncShare’ 0.8581 0.7685 0.7702 0.8618 0.0666 0.0719 0.1596
(0.0000 (0.0000 (0.0000 (0.0000 (0.4320 (0.3880 (0.0290
KAOPEN -0.2147 -0.2968 -0.3118 -0.2206 -0.1236 -0.1348 -0.0735

(0.1490) (0.0150) (0.0010) (0.1450) (0.0900) (0.0330)2280)
| 0.0845 0.0328 0.0376 -0.0743 -0.0454 -0.0577 -0.0608
(0.3270) (0.7080) (0.6400) (0.4430) (0.4360) (0.2270)2QQ0)

Growth 12.4023 13.4416 11.5619 2.9797 4.8687 2.8117
(0.0620) (0.0250) (0.0440) (0.4070) (0.1030) (0.3700)
Fertility 0.0845 0.0859 0.0047 0.0402 -0.0176
(0.4950) (0.6850) (0.9690) (0.6920) (0.9060)
Inflation 0.0006 0.0001 0.0000 0.0005
(0.4430) (0.6540) (0.9750) (0.2770)
Gini -0.2181 -0.2239 -0.2019
(0.0000) (0.0000) (0.0000)
GovCons -0.0512 -0.0376
(0.0300) (0.0800)
Primary -0.0034
(0.7340)
Number of obs 141 140 139 139 139 139 121
No.countries 61 61 61 61 61 61 60
No.instruments 35 44 57 42 59 56 61
Arellano-Bond 0.914 0.756 0.758 0.723 0.183 0.127 0.106
Hansen test 0.872 0.596 0.503 0.697 0.399 0.418 0.630

Notes: All regressions include a constant.

- The estimates are obtained by using the one-sieggglem GMM estimation technique
implemented by the ‘xtabond2’ command in Statasieer 9.2. The ‘xtabond2’ command allows
the researcher to choose various options. We dheserthogonal deviations option to maximize
the sample size. Therefore, the estimated systerguations is composed of the levels equations,
and the level equations transformed by orthogomaiations. Since the estimation procedure
assumes that errors are correlated only within tms and not across them, and since
contemporaneous correlation is probably the masiyliform of cross-country correlation, we
included time dummies to remove time-related shdcém the error term. The use of time
dummies is highly recommended (see Roodman, 20@6)it makes this assumption more

plausible.

- We used two sets of instruments. The first sefustes traditional 1V-style instruments, which
are the time dummies. The second set includes Mil-Gtyle instruments, in which each lag of
the instrumented variable acts as an instrument.
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Table 9: Robustness check: Regional influences
OLS Regression coefficient estimates and p-values parentheses)
Dependent variable: Headcount index

) (2) ©) (4) ®) 6

p° 0.654 0.667 0719 0638 0651 0.774
(0.000 (0.0000 (0.000 (0.000 (0.000  (0.000
KAOPEN 0.003 -0.072 0003 -0.002 0006  0.004

(0.841) (0.527) (0.850) (0.917) (0.696) (0.753)
| -0.008  0.008 -0.016 -0.006 -0.005 -0.012
(0.207) (0.637) (0.010) (0.290) (0.468) (0.021)

KAOPEN*| -0.003  0.013 -0.007 -0.002 -0.004 -0.005
(0.440) (0.551) (0.193) (0.481) (0.341) (0.254)
Growth -0.029 -0.021 -0.034 -0.027 -0.026 -0.038
(0.015) (0.233) (0.000) (0.011) (0.023) (0.000)
Inflation 0.000 0.000 0.000 0.000 0.000  0.000
(0.806) (0.030) (0.328) (0.980) (0.592) (0.911)
Fertility 0.058 0.039 0038 0.068 0054  0.005
(0.043) (0.220) (0.071) (0.005) (0.040) (0.788)
GovCons -0.008 -0.005 -0.011 -0.005 -0.005 -0.010
(0.091) (0.447) (0.047) (0.314) (0.368) (0.022)
Gini -0.006 -0.006 -0.004 -0.006 -0.006 -0.004
(0.007) (0.063) (0.292) (0.004) (0.006) (0.028)
Primary 0.002 -0.001 0001 0.002 0001  0.004

(0.416) (0.746) (0.729) (0.236) (0.576) (0.136)

R-squared 0.8905 0.8904 0.9465 0.8907 0.8617 0.8742
Number of obs. 43 33 32 46 43 43
Ramsey's Reset 0.4814 0.436 0.4315 0.7149 0.3982 0.0859

Notes: Notes to Table 4 apply.

The OLS estimates in columns (1)-(6) were obtaimgdxcluding one region from the
regression at a time. In column (1) East Asian toesiwere excluded; in (2) Eastern

European; in (3) Latin American; in (4) Middle BEast; in (5) South Asian; in (6) Sub-
Saharan Africa countries were excluded from theesgjon.



Table 10: Robustness check: Regional influences
System GMM coefficient estimates and p-values (ingoentheses)
Dependent variable: Headcount Index

(1) (2) (3) (4) (5) (6)

= 0831 0811 0719 0706 0.672  0.770
(0.000  (0.000 (0.000 (0.000  (0.000  (0.000
KAOPEN 0.012 -0.008 0014  0.020 0.020  0.011

(0.248)  (0.590) (0.412) (0.207) (0.138) (0.360)
| -0.017 -0.012  0.004 -0.014 -0.018 -0.015
(0.085) (0.286) (0.775) (0.260)  (0.099)  (0.261)

Growth -0.300 -1.270  -0.803  -0.487  -0.219  -0.324
(0.717) (0.152) (0.411) (0.578) (0.757) (0.625)
Fertility 0.027 0057 0047  0.096  0.033  0.050
(0.315) (0.312) (0.170) (0.116) (0.416) (0.277)
Inflation 0.000  0.000 0001  0.000  0.000  0.000
(0.652) (0.833) (0.097) (0.852) (0.942) (0.898)
Gini -0.002  -0.003 -0.005 -0.008 -0.002  -0.004
(0.356) (0.631) (0.528) (0.053) (0.500)  (0.158)
GovCons -0.004  -0.017 -0.014 -0.005 -0.004  -0.003
(0.373) (0.111) (0.080) (0.491) (0.444)  (0.650)
Primary 0.001  0.002 0000  0.004 -0.001  0.000

(0.338)  (0.430) (0.848) (0.168) (0.779)  (0.992)

Number of obs 119 114 89 132 127 124
No.countries 57 50 45 61 60 52
No.instruments 31 31 31 31 31 31
Arellano-Bond 0.794 0.946 0.38 0.71 0.45 0.769
Hansen test 0.67 0.796 0.603 0.908 0.462 0.627

Notes: Notes to Table 6 apply.

The system GMM estimates in columns (1)-(6) werioled by excluding one region from
the regression at a time. In column (1) East Asamtries were excluded; in (2) Eastern
European; in (3) Latin American; in (4) Middle BEast; in (5) South Asian; in (6) Sub-
Saharan Africa countries were excluded from theassgjon.

To keep instrument count below the number of ceesitive used three period or deeper lags
of the regressors as instruments.
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