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#### Abstract

This paper proposes a new extensive form refinement. The concept is defined for a set of strategy profiles. We conceive a random process by which a player, who experts one of the strategy profiles in this set as a local standard of behavior mode, meets other players, who might hold different expectations from the set. In such a matching environment, we construct an equilibrium criterion called consistency which requires that every player optimally follows his local standard of behavior mode. We show that the criterion provides a nonempty refinement of Nash equilibrium and that the criterion justifies the sequential rationality requirement for perfect information games but not for general games.
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[^0]
## 1. INTRODUCTION

Noncooperative game theory has achieved a tremendous success in the refinement for extensive form games since Kreps and Wilson (1982) introduced the notion of sequential equilibrium. The notion can eliminate many unreasonable Nash equilibria by requiring sequential rationality from players. The power of sequential rationality, however, comes from two different parts of the requirement. One is the requirement that a player must hold a belief system about past moves. The other is the equilibrium hypothesis that a player at any information set must expect an equilibrium play in the future. Quite often the second part is crucially responsible for the power of the sequential rationality requirement. A simple example is the game of Figure 1. In the Nash but nonsequential equilibrium (A, $I: d$ ), the threat of $d$ to player I by player II is judged empty because player II at node $r$ must expect player 1 to take $L$ at node $y$, which compels player II to take $a$. But when the Nash equilibrium ( $A, L ; d$ ) is supposed to be common knowledge, why must player II expect the equilibrium play $L$ after the supposition itself is refuted by the fact of deviation $D$ ? The theory of sequential equilibrium can not answer this question since it is a hypothesis exogenously imposed on the theory.

One way to answer this question is by offering a model which describes how a deviation could occur. Fudenberg, Kreps and Levine (1988) provide such a model, in which a deviation occurs because the deviator's payoff turns out to be different from what it was thought to be with high probability. According to them, the Nash equilibrium $(A, L ; d)$ is supported when the game of Figure 1 is viewed as a part of an extended game of the following kind. There are two types ( $A$ and $B$ ) of player I. Nature moves first to randomly choose one of the types and privately inform player I of the realization. Then player I and player II play the game of Figure 1. If player I is type $A$, the payoff assignments to him is exactly as in Figure 1. If player I is type $B$, he receives 0 from $A, 1$ from $D \rightarrow a, 2$ from $D \rightarrow d \rightarrow L$, and 3 from $D \rightarrow d \rightarrow R$. For any small enough positive probability that type $B$ is chosen, a strategy profile in which player I takes $(A, L)$ if he is type $A$ and $(D, R)$ if he is type $\|$ while payer II takes $d$ is a perfect equilibrium ${ }^{2}$ of the extended game. The payoff uncertainty, however, implies that the structure of the conflicts among the players' interests

2 They use a slightly different criterion called near strictness for selecting equilibria in the extended game.
modeled by the payoff assignments is changed from the original game of Figure 1 to the extended game. If, as Rubinstein (1991) argued, noncooperative game theory attempts to develop our understanding of a rational play in a given conflict, we hope that the model of conflict itself is correct. Namely we hope to exclude payoff uncertainty.

Is the equilibrinm hypothesis justified once we exclude payoff uncertainty? Some authors, e.g. Binmore (1987) and Kreps (1989), have argued informally that it might not be justified dne to the possibility that a player holds a different equilibrium understanding, or a "mistaken theory", from other players although all of the understandings are eligible. Some other authors, e.g. McLennan (1985) and Hillas (1987), have even attempted to formalize the notion of an alternative equilibrium play. But none of them has succeeded in providing a theoretical model in which equilibrium misunderstanding induces a deviation, to the extent that Fudenberg. Kreps and Levine (1988) did for the payoff uncertainty argument. The purpose of this paper is to develop a "mistaken theories" refinement ${ }^{3}$ equipped with an explicit model of equilibrium misunderstanding and, in light of the refinement, examine the extent that the equilibrium hypothesis of sequential equilirbium is justified. Section 2 develops the formulation of the refinement called the consistency criterion. Section 3 presents the main results. Section 4 gives some remarks on the approach adopted in this paper.

## 2. CONSISTENT SET OF STRATEGY PROFILES

One might wonder if it is ever possible for rational players to play according to different equilibrium understandings. The game ${ }^{4}$ of Figure 2 illustrates that it is actually possible by the following informal story. Consider a Nash equilibrium $\sigma^{H}=(D ; a, W ; l)$. It is not sequential because player II at node $v$ should take $d$ given the equilibrium hypothesis that player III will take $l$. However imagine MBAs learning game theory at one of two business schools called H-school and S-school. The professors at both schools teach that there are two reasonable ways to play the game; one is $\sigma^{H}$ and the other is another Nash equilibrium $\sigma^{\Sigma}=(A ; a, E ; r)$. But customarily H-school MBAs play $\sigma^{H}$ and S-school MBAs play $\sigma^{S}$. In a recruiting season, each MBA is hired by one of two firms called H-firm and S-firm.

[^1]H-firm hires II-school MBAs mainly and S-firm hires S-school MBAs mainly. However there is a small chance that by some mistake in the recruiting process an MBA inadvertently goes to the wrong firm. Suppose that there are the same large number of H -school MBAs and S -school MBAs, and that the chance of an H -school MBA's going to S -firm and the chance of an S-school MBA's going to H -firm are equal and independent. After the recruiting season, a group of three MBAs is formed by random matching in a firm and play the game of Figure 2. Assume that it is private information whether a particular player is an H school MBA or an S-school MBA, and that it is never known to MBAs whether they are in II-firm or S-firm. If all the above is common knowledge, it is rational for every MBA to follow his own school custom. Examine the nonsequential action $a$ after $A$ prescribed by $\sigma^{H}$ for an H-school MBA acting as player II. In the play environment described above, he would not interpret the deviation $A$ from the H -school custom as a trembling hand mistake by payer I who is an H-school MBA, but rather would believe that player I must be an $S$-school MBA, since $\sigma^{S}$ does prescribe $A$ for player I. Given this information, he attempts to reason whether player III will be an H -school MBA or an S-school MBA. There are two possibilities. One is that he is in H-firm but an S-school MBA has been mistakenly placed there and acted as player I. In this case, player III will also be an H -school MBA with high probability. The other possibility is that player II himself has been mistakenly placed at S-firm and he is playing against player I who is an S-school MBA and has visited the right firm. In this case, player III will likely be an S-school MBA. Due to the symmetry of the play environment, player II assesses the probability $\frac{1}{2}$ that player III will be an H -school MBA who will play $l$ and the probability $\frac{1}{2}$ that player III will be an S-school MBA who will play $r$. Player II prefers $a$ to the lottery of $\frac{1}{2} l+\frac{1}{2} r$ implied by $d$, as $\sigma^{H}$ prescribes for him. Thus it is rational for an H -school player II seeing $A$ to act according to his custom $\sigma^{H}$. The reader may easily verify that this is always the case for all MBAs from both schools. Thus it is possible for rational players to play according to different equilibrium understandings, including even a nonsequential equilibrium.

The above story is predicated on a specific matching device of MBAs with different equilibrium understandings. The essence of the story, however, is that the final distribution over the set of players' identity configurations simultaneously generates player's beliefs about the opponents' past moves and about the opponents' future moves. We shall formalize
this essence to define the following "mistaken theories" refinement. We shall apply the embedding technique of Fudenberg, Kreps and Levine (1988) to the incomplete information with respect to payers' equilibrium understandings. We consider any finite extensive form game $G$ with perfect recall. Let I be the set of players. Due to the Kuhn's (1953) theorem, the strategic opportunity for each player $i \in I$ is represented by the set $\Sigma_{i}$ of behaviorally mixed strategies. Consider any finite set $C \subset \prod_{i \in \mathbf{I}} \Sigma_{i}$ of strategy profiles. Then consider any fully mixed probability distribution $q \in I n t \Delta\left(C^{\mathbf{I}}\right)$ over the set of possible configurations of payers' identities. A configuration $\left(\sigma^{j}\right)_{j \in \mathbf{I}} \in C^{\mathbf{I}}$ assigns to each player $j$ a strategy profile $\sigma^{j}$ from the set $\left({ }^{\circ}{ }^{5}\right.$ We define an extensive form game $G(C, q)$ associated with the original game $G$ via the pair $(C, q)$. The tree of $G(C, q)$ consists of $\left|C^{\mathbf{I}}\right|$ replicas of the tree of $G$. A replica is denoted as $T\left(\left(\sigma^{j}\right)_{j \in \mathbf{I}}\right)$ corresponding to the element $\left(\sigma^{j}\right)_{j \in \mathbf{I}} \in C^{\mathbf{I}}$. Let $\gamma: U_{(\sigma), \in \mathbf{I} \in \mathbb{C}} T\left(\left(\sigma^{j}\right)_{j \in \mathbf{I}}\right) \rightarrow T$ be the mapping which maps node $x$ in a replica tree $T\left(\left(\sigma^{\lambda}\right)_{j \in \mathbf{I}}\right)$ to the corresponding node $\gamma(x)$ in the tree $T$ of the original game $G$. The player set of $C(C, q)$ is $\mathbf{I} \times C$. Player $(i, \sigma) \in \mathbf{I} \times C$ owns node $x \in T\left(\left(\sigma^{j}\right)_{j \in \mathbf{I}}\right)$ if and only if node $\gamma(x)$ is owned by player $i$ in the original game $G$ and the replica tree $T\left(\left(\sigma^{j}\right)_{j \in \mathrm{I}}\right)$ is such that $\sigma^{i}=\sigma$. If a player owns no node in a replica tree $T\left(\left(\sigma^{j}\right)_{j \in \mathfrak{I}}\right)$, then he is a dummy player in the tree $T\left(\left(\sigma^{j}\right)_{j \in \mathbf{I}}\right)$. If the player $(i, \sigma) \in \mathbf{I} \times C$ is active in a replica tree $T\left(\left(\sigma^{j}\right)_{j \in \mathbf{I}}\right)$, his payoff at terminal node $z \in T\left(\left(\sigma^{j}\right)_{j \in \mathbf{I}}\right)$ is identical with the payoff to player $i$ at lerminal node $\gamma(z)$ in the original game $G$. A dummy player gets zero payoff. An active player $(i, \sigma) \in \mathbf{I} \times C$ in a replica tree $T\left(\left(\sigma^{j}\right)_{j \in \mathbf{I}}\right)$ has a set of possible actions at his node $x \in T\left(\left(\sigma^{j}\right)_{j \in I}\right)$ which is identical with the set of possible actions at node $\gamma(x)$ in the original game $G$. At the node $x$, however, the information set $h(x)$ containing node $x$ in the game $G(C, q)$ is replicated with respect to his opponent's identity profile
 initial node $w \in T\left(\left(\sigma^{j}\right)_{j \in \mathbf{I}}\right)$ is chosen by Nature with probability $q\left(\left(\sigma^{j}\right)_{j \in \mathbf{I}}\right) \rho(\gamma(w))$ where $\rho(\gamma(w))$ is the probability that initial node $\gamma(w)$ is chosen in the original game $G .^{6}$ This means that the replica tree $T\left(\left(\sigma^{j}\right)_{j \in \mathbf{I}}\right)$ is played with probability $q\left(\left(\sigma^{j}\right)_{j \in \mathbf{I}}\right)$. This completes

[^2]the definition of $G(C, q)$. With the definition of actions and information sets for the game $G(C, q)$, the space of behavior strategies $s_{i, \sigma}$ for player $(i, \sigma) \in \mathbf{I} \times C$ in the game $G(C, q)$ is $\Sigma_{i}$ itself. Call a strategy profile $s=\left(s_{i, \sigma}\right)_{(i, a) \in \mathbf{I} \times C} \in \prod_{i \in \mathbf{I}} \prod_{\sigma \in C} \Sigma_{i}$ an implementation of $C$ ' if $s_{i, \sigma}=\sigma_{i}$ for any $(i, \sigma) \in \mathbf{I} \times C$. Now we define the criterion that the set $C$ is a collection of simultaneously reasonable ways to play the original game $G$.

## Definition

A nonempty finite set $C$ of behavior strategy profiles in $G$ is said to be consistent if and only if there exists a sequence $\left\{q^{m}\right\}_{m=1}^{\infty}$ in Int $\Delta\left(C^{\mathrm{I}}\right)$ such that

1) the sequence $\left\{q^{m}\right\}_{m=1}^{\infty}$ is convergent in $\Delta\left(C^{\mathbf{I}}\right)$ and the limit is $\lim _{m \rightarrow \infty} q^{m}\left(\left(\sigma^{j}\right)_{j \in \mathbf{I}}\right)>$ 0 if and only if $\sigma^{j}$ s are identical across $j \in \mathbf{I}$, and
2) for each $m$ fixed, the implementation of $C$ is a perfect equilibrium of the game $G^{\prime}\left(C, q^{m}\right)$.

The interpretation of the criterion is straightforward. For each equilibrium understanding in $C$ to be simultaneously eligible, you must be able to find a near-by situation $G\left(C, q^{m}\right)$ in which 1) equilibrium misunderstanding in the form of heterogeneous identity configuration $\left(\sigma^{j}\right)_{j \in \mathbf{I}}$ such that $\sigma^{i} \neq \sigma^{i^{\prime}}$ for some $i, i^{\prime} \in \mathbf{I}$ is almost probability zero and 2) it is rational for every player $i$ to implement $\sigma_{i}$ if he believes the equilibrium $\sigma$. Note that we do not require any specific form of matching probability except the condition that a theory mistake is very rare. The reader may easily verify that the informal MBA matching story given above for the game of Figure 2 can be formally stated as saying that the set $C=\left\{\sigma^{H}, \sigma^{S}\right\}$ is consistent hy taking the sequence $\left\{q^{m}\right\}_{m=1}^{\infty}$ as $q^{m}\left(\sigma^{\mathrm{I}}, \sigma^{\mathrm{II}}, \sigma^{\mathrm{III}}\right)=\frac{1-6_{\epsilon} \mathrm{m}}{2}$ if $\sigma^{I}=\sigma^{I I}=\sigma^{\text {III }}=\sigma^{H I}$ or $\sigma^{S}$ and $q^{m}\left(\sigma^{1}, \sigma^{I I}, \sigma^{I I I}\right)=\epsilon^{m}$ otherwise where $\epsilon^{m}$ is a small positive number converging to zero. The "mistaken theories" refinement selects an equilibrium $\sigma$ if there exists a consistent set $C$ such that $\sigma \in C$.

## 3. MAIN RESULTS

We now present our main results about what kind of refinement the consistency criterion provides us. First note that, for any perfect equilibrium $\sigma$, the singleton set $C=\{\sigma\}$ is automatically consistent, since any probability $q \in \operatorname{Int} \Delta\left(C^{\mathbf{1}}\right)$ is degenerate to pick the replica tree $T\left(\left(\sigma^{j}\right)_{j \in \mathbf{I}}\right)$ with $\sigma^{j}=\sigma(j \in \mathbf{I})$ for sure. Since any finite extensive form game
with perfect recall has at least one perfect equilibrium, the following existence result is immediate.

## Proposition 1

For any finite extensive form game with perfect recall, there exists at least one consistent set of strategy profiles. Specifically a singleton set of perfect equilibrium is consistent.

Second, the consistency criterion allows any kinds of behavior modes to be matched. Once a player $(i, \sigma)$ sees a deviation from his equilibrium understanding $\sigma$, the original expectation that they are playing $\sigma$ with almost probablity one is upset. In this occasion there is no necessity that he seeks the deviator's equilibrium understanding $\sigma^{\prime}$ from the set of Nash equilibria of the original game. It might be possible that variety of behavior modes beyond Nash equilibria support each other in a player matching environment. The following result, however, says that it is not possible. (See Appendix for the proof.)

## Proposition 2

For any finite extensive form game $G$ with perfect recall, if a nonempty finite set $C$ of behavior strategy profiles in $G$ is consistent, then any strategy profile $\sigma \in C$ is a Nash equilibrium of the original game $G$.

With Proposition 1 and Proposition 2 together, the consistency criterion provides a nonempty refinement between Nash equilibrium and perfect equilibrium. The notion of sequential equilibrium also provides a refinement between Nash equilibrium and perfect equilibrium. Then does the consistency criterion induce the equilibrium hypothesis of sequential equilibrium and justify the sequential rationality requirement? The answer is affirmative for the following class of games. (See Appendix for the proof.)

## Proposition 3

For any generic perfect information game, which has a unique perfect equilibrium, there exists a unique consistent set of strategy profiles. The set is a singleton set of the perfect equilibrium.

Now the requirement that a player expects an equilibrium play in the future at any information set is not an exogenously imposed hypothesis but an indogenously induced implication
of the "mistaken theories" refinement for a generic perfect information game. For the game of Figure 1, for example, we can claim that the Nash equilibrium $(A, L ; d)$ is unreasonable, without resorting to the equilibrium hypothesis in the theory of sequential equilibrium. This result is in a sharp contrast with the result of Fudenberg, Kreps and Levine (1988), which was demonstrated in Section 1, and comes from the fact that we exclude payoff uncertainty. Proposition 3, however, does not generalize beyond perfect information games. An immediate counter example is the game of Figure 2. As we showed, the Nash equilibrium $\sigma^{H}=(D ; a, W ; l)$ is supported by the "mistaken theories" refinement even though it is not sequential. The equilibrium hypothesis apparently collapses for an H -school player II after $A$ in the MBA matching story since he does not expect the equilibrium action $l$ prescribed for player III by $\sigma^{H}$ but rather expects a lottery $\frac{1}{2} l+\frac{1}{2} r$ from player III.

Beyond perfect information games, although the exact form of the equilbrium hypothesis in the theory of sequential equilibrium is not justified by the consistency criterion, is it still possible to justify some implication of the hypothesis in the form of backward induction? The power of the equilibrium hypothesis is that we can solve a rational play backward since a player chooses his optimal action at any information set by assuming that the rest of the play will follow the pattern already calculated backward up to that information set. Then, as Kohlberg and Mertens (1986) argued, ${ }^{7}$ one might hope that, for any game $G$ and any proper subgame $g$ of $G$, if an equilibrium $\sigma$ in $G$ is selected by the consistency criterion, then the restriction $\left.\sigma\right|_{g}$ of the equilibrium to the subgame $g$ is also selected as an equilibrium for the game $g$ by the consistency criterion so that we can solve $\left.\sigma\right|_{g}$ first and then solve $\sigma$ given the obtained $\left.\sigma\right|_{g}$. By Proposition 3, of course, the hope is fulfilled for a generic perfect information game. But, again, it does not generalize beyond perfect information games. The game of Figure 3 is a generic counter example. The strategy profile $(A, w)$ is not a Nash equilibrium of game $g$. By Proposition 2, therefore, the profile is never supported for the game $g$ by the consistency criterion. For the backward induction property to hold, the prescription $(A, w)$ should not be given for the proper subgame $g$ by any strategy profile $\sigma$ of the entire game of Figure 3 which is supported by the consistency criterion. But a set of three strategy profiles $\sigma=(A ; l, w), \sigma^{\prime}=(S ; r, w), \sigma^{\prime \prime}=(W ; r, s)$ is consistent by taking the sequence $\left\{q^{m}\right\}_{m=1}^{\infty}$ as $q^{m}\left(\sigma^{1}, \sigma^{I I}\right)=\frac{1-6 c^{m}}{3}$ if $\sigma^{1}=\sigma^{11}=\sigma, \sigma^{\prime}$
${ }^{7}$ This property is their property (B11).
or $\sigma^{\prime \prime}$ and $q^{m}\left(\sigma^{1}, \sigma^{I I}\right)=\epsilon^{m}$ otherwise where $\epsilon^{m}$ is a small positive number converging to zero. ${ }^{8}$ Thus the consistency criterion does not satisfy the backward induction property for general games.

## 4. CONCLUDING REMARKS

This paper has proposed a "mistakeu theories" refinement, which models equilibrium misunderstandings among rational players, and examined the extent that the equilibrium hypothesis of sequential equilibrium is endogenously justified. We conclude this paper with three remarks on the embedding approach adopted by this paper to accomplish these tasks. First, one of the advantages of our approach is to avoid a counterfactual argument which many refinements after Kreps and Wilson (1982), e.g. Cho and Kreps (1987), had to rely on in invoking so called forward induction. Forward induction assumes that a deviation from a presupposed equilibrium can convey information about the deviator's motivation of his deviation. But if the presupposed equilibrium is really presumed, there should not exist any motivation to deviate. In our approach, a deviation can convey information about the deviator's behavior mode endogenously via a presumed matching model of different equilibrium understandings without invoking such a counterfactual argument as forward induction.

Second, in order to develop a satisfactory "mistaken theories" refinement, it is not enough to allow a positive possibility that some of your opponents has an equilibrium understanding different from your own. Some seminal works, e.g. Binmore (1987) and Kreps (1989). do examine such a possibility. But what would happen to that opponent's rationality if he also foresees the positive possibility that he must play with a player like you who has an equilibrium understanding different from his own? The argument proposed without an explicit matching model can lead to an unsatisfactory conclusion. An example is the Selten's (1975) horse game of Figure 4. The Nash but nonsequential equilibrium $\sigma=(D, a, R)$ can be supported by allowing a positive possibility that player I and III

[^3]jointly see a different way $\sigma^{\prime}=(A, a, L)$ to play the game. ${ }^{9}$ If player II who initially believed $\sigma$ sees $\Lambda$ from player I, he updates his guess about his opponents' equilibrium understanding from $\sigma$ to $\sigma^{\prime}$. Given the updated guess, player II's choice of $a$ is rational. But if we allow a positive possibility that player III who believes $\sigma^{\prime}$ play against player II who believes $\sigma$, it is natural to allow also a positive possibility that player III who believes $\sigma^{\prime}$ play against player I who believes $\sigma$. Once we allow the latter possibility, it is not rational for player III who believes $\sigma^{\prime}$ to follow the prescription $L$. If player III is called upon to move, he should conclude that he is not at node $y$ but at node $x$ since there is no player's identity configuration, consisting of $\sigma, \sigma^{\prime}$, which justifies $A \rightarrow d$ while $\sigma$ does preseribe $I$ ) for player I. Thus the set $\left\{\sigma, \sigma^{\prime}\right\}$ is not consistent. ${ }^{10}$

Third, some may still hesitate to use an embedding technique of modeling possible deviations for the reason that the embedding twists the game in question from the original game to the embedded one. Which is the true model that you want to analyse? For the kind of embedding proposed by Fudenberg, Kreps and Levine (1988), we would conclude that the answer is a matter of reality or a matter of players' perceptions of reality. ${ }^{11}$ However, it is possible to interpret our embedding not as twisting the nature of conflict described by the original game but as a model of a way that people cope with that given conflict. Then a set of strategy profiles being consistent carries the implication that there exists a way to cope with the given conflict which admits all strategy profiles in the set. For example, let us interpret the game of Figure 3 as an augmented "battle of the sexes" game. In the subgame $g$, the players face the "battle of the sexes" game extended by a safe option $A$ for player I. Plaver II has the right to decide if they play the subgame $g$. One natural way that people cope with the coordination problem like the "battle of the sexes" game is to agree by preplay communication. Interestingly enough, we can interpret the matching device $\left\{q^{m}\right\}_{m=1}^{\times}$given to support the set $\left\{\sigma, \sigma^{\prime}, \sigma^{\prime \prime}\right\}$ in Section 3 as a model of preplay

[^4]communication process. Through discrete time $m=1,2, \cdots$, players are trying to reach a consensus about which equilibrium among $\sigma, \sigma^{\prime}, \sigma^{\prime \prime}$ should be played. The conversation at each moment can stochastically change each player's current understanding about how to play but no player can see the inside of his opponents' minds for sure. If the stochastic nature of the conversation is described by the above sequence $\left\{q^{m}\right\}_{m=1}^{\infty}$, the players can agree to go for a play at any point of time by convincing themselves that everybody is satisfied with their own current understanding and, as the players conduct the conversation long enough to let $m$ go to infinity, the possibility of real consensus in the sense that all the players do share the same understanding goes to one. This is what we expect from preplay communication as a method to solve a coordination problem. Furthermore the way that this specific communication process solves the coordination problem is in agreement with our intuition. In this specific model, for example, it is very possible that player II's mind sticks to $\sigma$ throughout the conversation until a play. Then player II should take the quit option $I$ since he expects that if he goes to the subgame $g$ by $r$, player I of identity $\sigma$ will be upset and take the safe option $A$. And there does exist a good reason on the side of player I to take the safe option $A$ if he expected $\sigma$. before the play. The player I's understanding in this case is that they failed to agree on either the coordination to $(S, w)$ or the coordination to $(W, s)$ through the conversation until the play. So, even if he is forced to play the subgame $g$ by player II, he does not see any clear intention of player II either to play $(S, w)$ or to play $(W, s){ }^{12}$ Thus the prescription $(A, w)$ for $g$ by $\sigma$ makes sense even though the backward induction property breaks down here. One would say that, for the game of Figure 3, the embedding of the "mistaken theories" refinement is offering a model of a way that people cope with the coordination problem by failing to satisfy the backward induction property.

## APPENDIX

Proof of Proposition 2 : Suppose that a finite set $C$ of strategy profiles in a finite extensive form game ( $;$ with perfect recall is consistent. Let $\left\{q^{m}\right\}_{m=1}^{\infty}$ be the sequence in Int $\Delta\left(C^{\mathbf{I}}\right)$ which supports the consistency of $C$. Fix any $m \in \mathbf{N}$. Then the implementation

[^5]$s$ of $C$ is a perfect equilibrium of game $G\left(C, q^{m}\right)$. Therefore the implementation $s$ of $C$ is a Nash equilibrium of game $G\left(C, q^{m}\right)$. This means that for any $i \in I$, any $\sigma \in C$ and any $s_{i, a}^{\prime} \in \Sigma_{i}$, we have
\[

$$
\begin{equation*}
U_{i, \sigma}^{G\left(C, q^{m}\right)}\left(s_{i, \sigma}, s_{-(i, \sigma)}\right) \geq U_{i, \sigma}^{G\left(C, q^{m}\right)}\left(s_{i, \sigma}^{\prime}, s_{-(i, \sigma)}\right) \tag{1}
\end{equation*}
$$

\]

where, for any $s^{\prime} \in \prod_{i \in \mathrm{I}} \prod_{\sigma \in C} \Sigma_{i}$. the expression $U_{i, \sigma}^{G\left(C . q^{m}\right)}\left(s^{\prime}\right)$ denotes the expected utility which player $(i, \sigma)$ receives in game $G\left(C, q^{m}\right)$ when a play is conducted according to the strategy profile $s^{\prime}$. For any $\sigma^{\prime} \in \prod_{i \in I} \Sigma_{i}$, let $U_{i}\left(\sigma^{\prime}\right)$ denote the expected utility which player $i$ receives in the original game $G$ when a play is conducted according to the strategy profile $\sigma^{\prime}$. Then, by utilizing the definition $s_{j, \sigma}=\sigma_{j}^{j}\left(j \in \mathbf{I}, \sigma^{j} \in C\right)$ of the implementation $s$ of C. we can write

$$
V_{i, \sigma}^{G\left(C, q^{m}\right)}\left(s_{i, \sigma}^{\prime}, s_{-(i, \sigma)}\right)=\sum_{\left(\sigma^{j}\right)_{i \neq i} \in C^{\mathbf{n}},} q^{m}\left(\sigma,\left(\sigma^{j}\right)_{j \neq i}\right) U_{i}\left(s_{i, \sigma}^{\prime},\left(\sigma_{j}^{j}\right)_{j \neq i}\right) .
$$

Hence, by dividing both sides of (1) by $\sum_{\left(\sigma^{\prime}\right)_{j \neq i} \in C^{I},}, q^{m}\left(\sigma,\left(\sigma^{j}\right)_{j \neq i}\right)>0$, we have

$$
\begin{align*}
& \quad \sum_{\left(\sigma^{j}\right)_{j \neq i} \in C^{\text {I }}:}\left(\frac{q^{m}\left(\sigma,\left(\sigma^{j}\right)_{j \neq i}\right)}{\left(\sigma^{1}\right)_{j^{*} \in i} \in C^{\text {II }}, q^{m}\left(\sigma,\left(\sigma^{j}\right)_{j \neq i}\right)}\right) U_{i}\left(\sigma_{i},\left(\sigma_{j}^{j}\right)_{j \neq i}\right) \\
& \geq \sum_{\left(\sigma^{j}\right)_{j \neq i} \in C^{\text {I }}:}\left(\frac{q^{m}\left(\sigma,\left(\sigma^{j}\right)_{j \neq i}\right)}{\left.\sum_{\left(\sigma^{\prime}\right)_{j \neq i} \in C^{\mathbf{I}}, q^{m}\left(\sigma,\left(\sigma^{j}\right)_{j \neq i}\right)}\right) U_{i}\left(s_{i, \sigma}^{\prime},\left(\sigma_{j}^{j}\right)_{j \neq i}\right) .}\right. \tag{2}
\end{align*}
$$

The inequality (2) must hold for any $m \in \mathbf{N}$. Let $m$ go to infinity. Since the consistency requires that $\lim _{m \rightarrow \infty} q^{m}\left(\sigma,\left(\sigma^{j}\right)_{j \neq i}\right)>0$ if and only if $\sigma^{j}=\sigma$ for any $j \neq i$, we have

$$
\lim _{m \rightarrow \infty}\left(\frac{q^{m}\left(\sigma,\left(\sigma^{j}\right)_{j \neq i}\right)}{\sum_{\left.\left(\sigma^{\prime}\right)_{\neq 1} \in C^{\prime}\right)} q^{m}\left(\sigma,\left(\sigma^{j}\right)_{j \neq i}\right)}\right)= \begin{cases}1 & \text { if } \sigma^{j}=\sigma \text { for any } j \neq i \\ 0 & \text { otherwise } .\end{cases}
$$

Therefore the inequality (2) in the limit is

$$
\begin{equation*}
U_{i}\left(\sigma_{i},\left(\sigma_{j}\right)_{j \neq i}\right) \geq U_{i}\left(s_{i, \sigma}^{\prime},\left(\sigma_{j}\right)_{j \neq i}\right) . \tag{3}
\end{equation*}
$$

Since the inequality (3) holds for any $i \in I$ and any $s_{i, \sigma}^{\prime} \in \Sigma_{i}$, the strategy profile $\sigma$ is a Nash equilibrium of the original game $G$. \|

Proof of Proposition 3 : Let $G$ be a perfect information game satisfying the following two conditions. First there exists a unique perfect equilibrium $\sigma^{*}$ in pure strategies. Second,
at any decision node $x$, the action $a^{*}(x)$ prescribed by $\sigma^{*}$ is a unique best action among the set $A(x)$ of available actions at node $x$ for player $i(x)$, who owns the node $x$, given the successive play according to $\sigma^{*}$. The second condition can be formally stated as follows. Let $Z$ be the set of terminal nodes of $G$ and, for any node $y$, let $Z(y)$ be the subset of terminal nodes which are reached via node $y$. For any $i \in I$ and any $z \in Z$, the payoff to player $i$ at node $z$ is denoted by $u_{i}(z)$. For any noninitial node $y$, let $p(y)$ denote the immediate predecessor of node $y$ and let $\alpha(y)$ denote the action which leads node $p(y)$ to node $y$. For any $l \in\{0\} \cup N$. let $p^{t}(y)$ denote the $l$-th predecessor of node $y$ as long as such a predecessor exists. For any node $y$ and any terminal node $z \in Z(y)$, let $l(y, z)$ denote the number satisfying $y=p^{(y, z)}(z)$. Then the second condition ${ }^{13}$ is that

$$
\begin{aligned}
& \sum_{: \in Z\left(\alpha^{-1}\left(\alpha^{-}(s)\right)\right)} \prod_{l=0}^{l\left(\alpha^{-1}\left(\alpha^{-}(s)\right),=z\right)-1} \sigma_{i\left(p^{\prime+1}(z)\right)}\left(\alpha\left(p^{l}(z)\right)\right) u_{i(x)}(z) \\
& >\sum_{=\in Z\left(\alpha^{-1}(\alpha)\right)} \prod_{i=0} \prod_{\left.\alpha^{-1}(\alpha)=z\right)-1} \sigma_{i\left(p^{\prime+1}(z)\right)}^{*}\left(\alpha\left(p^{l}(z)\right)\right) u_{i(x)}(z) \quad \text { for any } a \in A(x) \backslash a^{*}(x) . \text { (4) }
\end{aligned}
$$

It is well known that a perfect information game satisfying these two conditions is generic. Take such a perfect information game $G$ fixed. We shall show that the uinique consistent set of stratregy profiles in $G^{\prime}$ is $C^{\prime}=\left\{\sigma^{*}\right\}$.

Suppose that a finite set $C$ of strategy profiles in $G$ is consistent. Let $\left\{q^{m}\right\}_{m=1}^{\infty}$ be the sequence in $\operatorname{Int} \Delta\left(C^{\mathbf{I}}\right)$ which supports the consistency of $C$. Fix any $m \in \mathbf{N}$. Then the implementation $s$ of $C$ is a perfect equilibrium of game $G\left(C, q^{m}\right)$. Therefore the implementation $s$ of $C$ is a sequential equilibrium strategy profile of game $G\left(C, q^{m}\right)$. Let $\mu^{m}: \gamma^{-1}(X) \rightarrow[0,1]$ be the Kreps and Wilson (1982) belief system of game $G\left(C, q^{m}\right)$ constituting the sequential equilibrium ( $s, \mu^{m}$ ) where $X$ is the set of decision nodes of $G$. Consider any player $(i, \sigma) \in \mathbf{I} \times C$ and any information set $h$ of player $(i, \sigma)$ in $G\left(C, q^{m}\right)$. For any node $y \in h$, since $G$ is a perfect information game, there exists a node $x$ of $G$ such that $\gamma(h)=x$ and there exists an opponent's identity profile $\left(\sigma^{j}\right)_{j \neq i} \in C^{\prime \backslash i}$ such that $y=\gamma^{-1}(x) \cap T\left(\sigma,\left(\sigma^{j}\right)_{j \neq i}\right)$. Therefore we can write $\mu^{m}(y)=\mu^{m}\left(\gamma^{-1}(x) \cap T\left(\sigma,\left(\sigma^{j}\right)_{j \neq i}\right)\right)$.

[^6]Then the sequential rationality of strategy $s_{i, \sigma}$ for player $(i, \sigma)$ at information set $h$ implies

$$
\begin{aligned}
& \sum_{\left(\sigma^{j}\right), \neq i \in C^{T} \mid \cdot}\left[\mu^{m}\left(\gamma^{-1}(x) \cap T\left(\sigma,\left(\sigma^{j}\right)_{j \neq i}\right)\right)\right. \\
& \left.\left\{\sum_{a^{\prime} \in A(x)} \sigma_{i}\left(a^{\prime}\right)\left(\sum_{: \in Z\left(\alpha^{-1}\left(a^{\prime}\right)\right)} \prod_{l=0}^{l\left(\alpha^{-1}\left(a^{\prime}\right), z\right)-1} \sigma_{i\left(p^{i+1}(z)\right)}^{i\left(p^{l+1}(z)\right)}\left(\alpha\left(p^{l}(z)\right)\right) u_{i}(z)\right)\right\}\right]
\end{aligned}
$$

$$
\begin{align*}
& \left.\left\{\sum_{z \in Z\left(\alpha^{-1}(a)\right)} \prod_{t=0}^{4 o^{-1}(a), z-1} \sigma_{i\left(p^{\prime+1}(z)\right)}^{i\left(p^{t+1}(z)\right)}\left(\alpha\left(p^{l}(z)\right)\right) u_{i}(z)\right\}\right] \quad \text { for any } a \in A(x) \text {. } \tag{5}
\end{align*}
$$

Given this fact, we proceed with the following induction. For any nonterminal node $x \in X$ in the original game $G$, let $L(x)$ be the hight of the subgame starting from node $x$ in $G$, defined by $L(x)=\max _{z \in Z(x)} l(x, z)$. Let $X$ be partitioned into $X=\sum_{L=1}^{L} \chi_{L}$ by defining $\backslash L \equiv\{x \in X \mid L(x)=L\}$ and $\bar{L}=\max _{x \in X} L(x)$. The induction will be with respect to $L$. Consider $I=1$. Take any $x \in \chi_{1}$. Then, since node $x$ is adjacent to terminal nodes in $Z(x)$, the inequality (4) reduces to

$$
\begin{equation*}
u_{i(x)}\left(\alpha^{-1}\left(a^{*}(x)\right)\right)>u_{i(x)}\left(\alpha^{-1}(a)\right) \quad \text { for any } a \in A(x) \backslash a^{*}(x) \tag{6}
\end{equation*}
$$

Consider any $\sigma \in C$ and the corresponding player $(i(x), \sigma)$ in game $G\left(C, q^{m}\right)$. Then the inequality (5) for his sequential rationality also reduces to

$$
\begin{aligned}
& \sum_{\left.\left(\sigma^{\prime}\right), \neq u s\right) \in C \mid i(x)}\left[\mu^{m}\left(\gamma^{-1}(x) \cap T\left(\sigma,\left(\sigma^{j}\right)_{j \neq i(x)}\right)\right) \sum_{a^{\prime} \in A(x)} \sigma_{i(x)}\left(a^{\prime}\right) u_{i(x)}\left(\alpha^{-1}\left(a^{\prime}\right)\right)\right]
\end{aligned}
$$

which further simplifies to

$$
\begin{aligned}
& \left(\sum_{\left(\sigma^{\prime}\right), \neq(x) \in C^{1} \mid(x)} \mu^{m \prime \prime}\left(\gamma^{-1}(x) \cap T\left(\sigma,\left(\sigma^{j}\right)_{j \neq i(x)}\right)\right)\right)\left[\sum_{a^{\prime} \in A(x)} \sigma_{i(x)}\left(a^{\prime}\right) u_{i(x)}\left(\alpha^{-1}\left(a^{\prime}\right)\right)\right] \\
& \geq\left(\sum_{\left(\sigma^{\prime}\right), \neq i_{i(x)} \in C^{\prime} \mid,(x)} \mu^{m}\left(\gamma^{-1}(x) \cap T\left(\sigma,\left(\sigma^{j}\right)_{j \neq i(x)}\right)\right)\right) u_{i(x)}\left(\alpha^{-1}(a)\right)
\end{aligned}
$$

and. since $\left.\sum_{\left(\sigma^{j}\right), \neq(x) \in C^{\boldsymbol{I}},(x)} \mu^{m}\left(\gamma^{-1}(x) \cap T\left(\sigma,\left(\sigma^{j}\right)_{j \neq i(x)}\right)\right)\right)=1$, further to

$$
\begin{equation*}
\sum_{a^{\prime} \in A(x)} \sigma_{i(x)}\left(a^{\prime}\right) u_{i(x)}\left(\alpha^{-1}\left(a^{\prime}\right)\right) \geq u_{i(x)}\left(\alpha^{-1}(a)\right) \quad \text { for any } a \in A(x) \tag{7}
\end{equation*}
$$

By the inequality (6), the inequality (7) implies that $\sigma_{i(x)}\left(a^{*}(x)\right)=1$, that is, $\sigma$ is identical with $\sigma^{*}$ over the set $A(x)$. Since this holds for any $x \in \chi_{1}$ and any $\sigma \in C$, we know that any $\sigma \in\left('\right.$ is identical with $\sigma^{*}$ over the set $U_{x \in x} A(x)$.

Now consider $L=2$. Take any $x \in \chi_{2}$. Then for any $z \in Z(x)$, the number $l(x, z)$ is either 1 or 2 . Since we have proved that any $\sigma \in C$ is identical with $\sigma^{*}$ over the set $\cup_{x \in \chi_{1}} A(x)$, this implies that the expression $\sigma_{i\left(p^{l+1}(z)\right)}^{i\left\{\left(p^{\prime+1}\right)\right.}\left(\alpha\left(p^{l}(z)\right)\right)$ in both sides of the inequality (5) can be replaced by the expression $\sigma_{i\left(p^{t+1}(z)\right)}^{*}\left(\alpha\left(p^{t}(z)\right)\right)$. Then for any $\sigma \in$ $C$ and any corresponding player $(i(x), \sigma)$ in game $G\left(C, q^{m}\right)$, the inequality (5) for his sequential rationality reduces to

$$
\begin{aligned}
& \left(\sum_{\left(\sigma^{\prime}\right), \sum_{\neq(x)} \in C^{\text {I }} \boldsymbol{i ( x )}} \mu^{m}\left(\gamma^{-1}(x) \cap T\left(\sigma,\left(\sigma^{j}\right)_{j \neq i(x)}\right)\right)\right) \\
& \left.\left[\sum_{a^{\prime} \in A(x)} \sigma_{i}\left(a^{\prime}\right)\left(\sum_{z \in Z\left(\alpha^{-1}\left(a^{\prime}\right)\right)} \prod_{l=0}^{l\left(\alpha^{-1}\left(a^{\prime}\right), z\right)-1} \sigma_{i\left(p^{\prime}+1\right.}(z)\right)\left(\alpha\left(p^{l}(z)\right)\right) u_{i(x)}(z)\right)\right] \\
& \left.\geq\left(\sum_{\left(\pi^{i}\right),\left(x i(s) \in(\cdot \boldsymbol{T})\left(\sigma_{0}\right)\right.} \mu^{m}( \urcorner^{-1}(x) \cap T\left(\sigma_{,}\left(\sigma^{j}\right)_{j \neq i(x)}\right)\right)\right) \\
& {\left[\sum_{z \in Z\left(\alpha^{-1}(a)\right)} \prod_{i=0}^{\left.\| \alpha^{-1}(a),=\right)-1} \sigma_{i\left(p^{l+1}(z)\right)}\left(\alpha\left(p^{l}(z)\right)\right) u_{i(x)}(z)\right]}
\end{aligned}
$$

and, thell to

$$
\begin{align*}
& \sum_{a^{\prime} \in A(x)} \sigma_{i}\left(a^{\prime}\right)\left(\sum_{z \in Z\left(\alpha^{-1}\left(a^{\prime}\right)\right)} \prod_{l=0}^{4\left(\alpha^{-1}\left(a^{\prime}\right), z\right)-1} \sigma_{i\left(p^{\prime+1}(z)\right)}^{*}\left(\alpha\left(p^{l}(z)\right)\right) u_{i(x)}(z)\right) \\
& \geq \sum_{z \in Z\left(\alpha^{-1}(a)\right)} \prod_{l=0}^{4\left(\alpha^{-1}(a), z\right)-1} \sigma_{i\left(p^{l+1}(z)\right)}^{*}\left(\alpha\left(p^{\prime}(z)\right)\right) u_{i(x)}(z) \quad \text { for any } a \in A(x) . \tag{8}
\end{align*}
$$

By the inequality (4), the inequality (8) implies that $\sigma_{i(x)}\left(a^{*}(x)\right)=1$, that is, $\sigma$ is identical with $\sigma^{*}$ over the set $A(x)$. Thus we know that any $\sigma \in C$ is identical with $\sigma^{*}$ over the set $\cup_{L=1}^{2} \cup_{x \in \lambda L} A(x)$. The procedure for $L=2$ can be repeated to $L=\bar{L}$ and we conclude that any $\sigma \in C$ is identical with $\sigma^{*}$ over the set $\cup_{L=1}^{L} \cup_{x \in \chi_{L}} A(x)=U_{x \in X} A(x)$. This means that any $\sigma \in\left(\right.$ is actually $\sigma^{*}$ itself. \||

## REFERENCES

Binmore, K. (1987), "Modeling Rational Players I", Economics and Philosophy, 3, 179-214. Cho, I. and D.M. Kreps (1987), "Signaling Games and Stable Equilibria", Quarterly Journal of Economics, 102, 179-221.

Fudenberg, D., D.M. Kreps, and D.K. Levine (1988), "On the Robustness of Equilibrium Refinements", Journal of Economic Theory, 44, 354-380.

Hillas, J. (1987), "Sequential Equilibria and Stable Sets of Beliefs", mimeo, Stanford University.

Kohlberg, E., and J.F. Mertens (1986), "On the Strategic Stability of Equilibria", Econometrica, 54, 1003-1038.

Kreps, D.M. (1989), "Out-of-equilibrium Beliefs and Out-of-equilibrium Behavior", in The Economics of Missing Markets. Information, and Games ed. by F.H. Hahn, Clarendon Press, 7-45.

Kreps. D.M.. and R. Wilson (1982), "Sequential Equilibria", Econometrica, 50, 863-894.
Kuhn. H. (1953). "Extensive Games and the Problem of Information", in Contributions to the Theory of Games, Vol. 2, ed. by H. Kuhn and A. Tucker, Princeton University Press, 193-216.

McLennan, A. (1985), "Justifiable Beliefs in Sequential Equilibrium", Econometrica, 53, 889-904.

Rubinstein, A. (1991), "Comments on the Interpretation of Game Theory", Econometrica, 59. 909-924.

Selten, R. (1975), "A Reexamination of the Perfectness Concept for Equilibrium Points in Extensive Games", International Journal of Game Theory, 4, 25-55.
I

Figure 1


Figure 2


Figure ${ }^{3}$


Figure 4

| Discussion Paper Series, CentER, Tilburg University, The Netherlands: |  |  |
| :--- | :--- | :--- |
| (For previous papers please consult previous discussion papers.) |  |  |
| No. | Author(s) | Title |


| No. | Author(s) | Title |
| :--- | :--- | :--- |
| 9120 | S. Bhattacharya, |  |
|  | L. Glazer and <br> D. Sappington |  |
| 9 |  |  |
| 9121 | J.W. Friedman and <br> L. Samuelson | An Extension of the "Folk Theorem" with Continuous <br> Reaction Functions |
| 9122 | S. Chib, J. Osiewalski <br> and M. Steel | A Bayesian Note on Competing Correlation Structures in the <br> Dynamic Linear Regression Model |
| 9123 | Th. van de Klundert <br> and L. Meijdam | Endogenous Growth and Income Distribution |


| No. | Author(s) | Title |
| :---: | :---: | :---: |
| 9138 | C. Dang | The $\mathrm{D}_{2}^{*}$-Triangulation for Continuous Deformation Algorithms to Compute Solutions of Nonlinear Equations |
| 9139 | A. de Zeeuw | Comment on "Nash andStackelberg Solutions in a Differential Game Model of Capitalism" |
| 9140 | B. Lockwood | Border Controls and Tax Competition in a Customs Union |
| 9141 | C. Fershtman and <br> A. de Zeeuw | Capital Accumulation and Entry Deterrence: A Clarifying Note |
| 9142 | J.D. Angrist and G.W. Imbens | Sources of Identifying Information in Evaluation Models |
| 9143 | A.K. Bera and A. Ullah | Rao's Score Test in Econometrics |
| 9144 | B. Melenberg and <br> A. van Soest | Parametric and Semi-Parametric Modelling of Vacation Expenditures |
| 9145 | G. Imbens and T. Lancaster | Efficient Estimation and Stratified Sampling |
| 9146 | Th. van de Klundert and S. Smulders | Reconstructing Growth Theory: A Survey |
| 9147 | J. Greenberg | On the Sensitivity of Von Neuman and Morgenstern Abstract Stable Sets: The Stable and the Individual Stable Bargaining Set |
| 9148 | S. van Wijnbergen | Trade Reform, Policy Uncertainty and the Current Account: A Non-Expected Utility Approach |
| 9149 | S. van Wijnbergen | Intertemporal Speculation, Shortages and the Political Economy of Price Reform |
| 9150 | G. Koop and M.F.J. Steel | A Decision Theoretic Analysis of the Unit Root Hypothesis Using Mixtures of Elliptical Models |
| 9151 | A.P. Barten | Consumer Allocation Models: Choice of Functional Form |
| 9152 | R.T. Baillie, <br> T. Bollerslev and M.R. Redfearn | Bear Squeezes, Volatility Spillovers and Speculative Attacks in the Hyperinflation 1920s Foreign Exchange |
| 9153 | M.F.J. Steel | Bayesian Inference in Time Series |
| 9154 | A.K. Bera and S. Lee | Information Matrix Test, Parameter Heterogeneity and ARCH: A Synthesis |
| 9155 | F. de Jong | A Univariate Analysis of EMS Exchange Rates Using a Target Zone Model |


| No. | Author(s) | Title |
| :---: | :---: | :---: |
| 9156 | B. le Blanc | Economies in Transition |
| 9157 | A.J.J. Talman | Intersection Theorems on the Unit Simplex and the Simplotope |
| 9158 | H. Bester | A Model of Price Advertising and Sales |
| 9159 | A. Özcam, G. Judge, <br> A. Bera and T. Yancey | The Risk Properties of a Pre-Test Estimator for Zellner's Seemingly Unrelated Regression Model |
| 9160 | R.M.W.J. Beetsma | Bands and Statistical Properties of EMS Exchange Rates: A Monte Carlo Investigation of Three Target Zone Models |
| 9161 | A.M. Lejour and H.A.A. Verbon | Centralized and Decentralized Decision Making on Social Insurance in an Integrated Market Multilateral Institutions |
| 9162 | S. Bhattacharya | Sovereign Debt, Creditor-Country Governments, and |
| 9163 | H. Bester, A. de Palma, W. Leininger, E.-L. von Thadden and J. Thomas | The Missing Equilibria in Hotelling's Location Game |
| 9164 | J. Greenberg | The Stable Value |
| 9165 | Q.H. Vuong and W. Wang | Selecting Estimated Models Using Chi-Square Statistics |
| 9166 | D.O. Stahl II | Evolution of Smart ${ }_{\text {n }}$ Players |
| 9167 | D.O. Stahl II | Strategic Advertising and Pricing with Sequential Buyer Search |
| 9168 | T.E. Nijman and F.C. Palm | Recent Developments in Modeling Volatility in Financial Data |
| 9169 | G. Asheim | Individual and Collective Time Consistency |
| 9170 | H. Carlsson and <br> E. van Damme | Equilibrium Selection in Stag Hunt Games |
| 9201 | M. Verbeek and Th. Nijman | Minimum MSE Estimation of a Regression Model with Fixed Effects from a Series of Cross Sections |
| 9202 | E. Bomhoff | Monetary Policy and Inflation |
| 9203 | J. Quiggin and P. Wakker | The Axiomatic Basis of Anticipated Utility; A Clarification |
| 9204 | Th. van de Klundert and S. Smulders | Strategies for Growth in a Macroeconomic Setting |
| 9205 | E. Siandra | Money and Specialization in Production |
| 9206 | W. Härdle | Applied Nonparametric Models |
| 9207 | M. Verbeek and Th. Nijman | Incomplete Panels and Selection Bias: A Survey |


| No. | Author(s) | Title |
| :---: | :---: | :---: |
| 9208 | W. Härdle and A.B. Tsybakov | How Sensitive Are Average Derivatives? |
| 9209 | S. Albæk and P.B. Overgaard | Upstream Pricing and Advertising Signal Downstream Demand |
| 9210 | M. Cripps and J. Thomas | Reputation and Commitment in Two-Person Repeated Games |
| 9211 | S. Albark | Endogenous Timing in a Game with Incomplete Information |
| 9212 | T.J.A. Storcken and P.H.M. Ruys | Extensions of Choice Behaviour |
| 9213 | R.M.W.J. Beetsma and F. van der Ploeg | Exchange Rate Bands and Optimal Monetary Accommodation under a Dirty Float |
| 9214 | A. van Soest | Discrete Choice Models of Family Labour Supply |
| 9215 | W. Güth and K. Ritzberger | On Durable Goods Monopolies and the (Anti-) CoaseConjecture |
| 9216 | A. Simonovits | Indexation of Pensions in Hungary: A Simple Cohort Model |
| 9217 | J.-L. Ferreira, I. Gilboa and M. Maschler | Credible Equilibria in Games with Utilities Changing during the Play |
| 9218 | P. Borm, H. Keiding, R. Mclean, S. Oortwijn and S. Tijs | The Compromise Value for NTU-Games |
| 9219 | J.L. Horowitz and W. Härdle | Testing a Parametric Model against a Semiparametric Alternative |
| 9220 | A.L. Bovenberg | Investment-Promoting Policies in Open Economies: The Importance of Intergenerational and International Distributional Effects |
| 9221 | S. Smulders and Th. van de Klundert | Monopolistic Competition, Product Variety and Growth: Chamberlin vs. Schumpeter |
| 9222 | H. Bester and E. Petrakis | Price Competition and Advertising in Oligopoly |
| 9223 | A. van den Nouweland, M. Maschler and S. Tijs | Monotonic Games are Spanning Network Games |
| 9224 | H. Suehiro | A "Mistaken Theories" Refinement |

 Bibliotheek K. U. Brabant


17000011174647


[^0]:    ' This paper is based on a part of my dissertation submitted to Stanford Business School and further revised while I have been a research fellow at CentER of Tilburg University. I am sincerely grateful to David Kreps. I am also indebted to Eric van Damme. The supports by the above institutions are acknowledged.

[^1]:    3 The name is by Kreps ( $19 \times 9$ ).
    ${ }^{4}$ This example was developed in conversation with D. Kreps.

[^2]:    ${ }^{5}$ We use superseript $j$ to denote that $\sigma^{j}$ is the equilibrium understanding held by player j. Each $a^{\prime}$ is of the form $a^{\prime}\left(\sigma_{1}^{\prime}\right)_{\mathrm{t}}$ i where $a_{a}^{\prime}$ denotess the strategy for player $i$ preseribed by the strategy profile $\sigma^{J}$ that player $j$ believes.
    ${ }^{6}$ Note that the assignment of initial probabilities is well defined due to the assumption that $q \in \operatorname{Int} \Delta\left(C^{\mathbf{I}}\right)$ is fully mixed.

[^3]:    ${ }^{8}$ The point of the proof is that in game $G\left(C, q^{m}\right)$ for each $m$ fixed, as the trembling hand perturbation goes to zero, player I of identity $\sigma$ seeing $r$ attributes the deviation mostly either to player II of identity $\sigma^{\prime}$ or to player II of identity $\sigma^{\prime \prime}$ with almost equal weights, which induces player I's expectation close to $\frac{1}{2} w+\frac{1}{2} s$ in subgame $g$.

[^4]:    9 The argument here is intended to be similar to the eductive argument which Binmore (1987) proposed to defend $\sigma$.

    10 Although the argument to justify $\sigma$ by $\sigma^{\prime}$ is not satisfactory at all, the outcome of $\sigma$ still can be supported by another consistent set of strategy profiles. Consider $\sigma^{\prime \prime}=\left(D, \frac{2}{3} a+\right.$ $\left.\frac{1}{3} d, R\right)$. The set $\left\{\sigma^{\prime}, \sigma^{\prime \prime}\right\}$ is consistent by taking the sequence $\left\{q^{m}\right\}_{m=1}^{\infty}$ as $q^{m}\left(\sigma^{\prime}, \sigma^{\prime}, \sigma^{\prime}\right)=$ $q^{m}\left(\sigma^{\prime \prime}, \sigma^{\prime \prime}, \sigma^{\prime \prime}\right)=\frac{1}{2}-12 \epsilon^{m}, q^{m}\left(\sigma^{\prime}, \sigma^{\prime \prime}, \sigma^{\prime}\right)=15 \epsilon^{m}, q^{m}\left(\sigma^{\prime}, \sigma^{\prime \prime}, \sigma^{\prime \prime}\right)=5 \epsilon^{m}$, and $q^{m}\left(\sigma^{1}, \sigma^{1 I}, \sigma^{I I I}\right)=$ $\epsilon^{m}$ otherwise where $\epsilon^{m}$ is a small positive number converging to zero.
    11 The conclusion coincides with the claim of Rubinstein (1991).

[^5]:    ${ }^{12}$ This corresponds to the argument in footnote 8.

[^6]:    ${ }^{13}$ Here we use a notational convention that if $l\left(\alpha^{-1}\left(a^{*}(x)\right), z\right)=0$, the expression $\prod_{i=0}^{\mu\left(a^{-1}\left(n^{*}(\tau)\right), z\right)-1} \sigma_{i\left(p^{t+1}(z)\right)}^{*}\left(\alpha\left(p^{l}(z)\right)\right)$ reduces to 1 .

