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#### Abstract

This paper proposes some tests for choosing estimated models from two competing parametric families using Pearson type statistics. We allow arbitrary asymptotically normal estimators to be used in forming Pearson type goodness-of-fit statistics. In practice such a construction provides flexibility in applying our tests. Large Sample theory and bootstrap methods are used to construct our tests.
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## 1. INTRODUCTION

Pearson (1900) type chi-square statistics have been generally used to test goodness-of-fit, i.e., to test whether a specified parametric model is consistent with the observed data. Cochran (1952), Watson (1959), and Moore (1978,1986) have provided comprehensive surveys on Pearson chi-square type statistics, i.e., quadratic forms in the cell frequencies. Recently, Andrews (1988a, 1988b) has extended the Pearson chi-square testing method to non-dynamic parametric econometric models, i.e., to models with covariates. Because Pearson chi-square statistics provide natural measures for the discrepancy between the observed data and a specific parametric model, they have also been used for discriminating among competing models. Such a situation is frequent in Social Sciences where many competing models are proposed to fit a given sample. A well known difficulty is that each chi-square statistic tends to become large without an increase in its degrees of freedom as the sample size increases. As a consequence goodness- of-fit tests based on Pearson type chi-square statistics will generally reject the correct specification of every competing model.

To circumvent such a difficulty, a popular method for model selection, which is similar to the use of the Akaike (1973) Information Criterion (AIC), consists in considering that the lower the chi-square statistic, the better is the model. Hence the parametric model with smaller value of chi-square statistic will be chosen. Such a use of chi-square statistics has been suggested by various researchers. See Massy, Montgomery and Morrison (1970),

Heckman (1981), and Nakamura and Nakamura (1985) among others.
The preceding selection rule, however, is not entirely satisfactory. Since chi-square statistics depend on the sample and are therefore random, their actual values are subject to statistical variations. Hence a model with a smaller chi-square statistic is not necessarily better than one with a larger chi-square statistic in terms of goodness-of-fit. To take into account statistical variations, we shall propose some convenient asymptotically standard normal tests for model selection based on Pearson type chi-square statistics. Following Vuong (1989) our tests are testing the null hypothesis that the competing models are as close to the data generating process (DGP) against the alternative hypotheses that one model is closer to the DGP where closeness of a model is measured according to the discrepancy implicit in the Pearson type chi-square statistics. Thus the outcomes of our tests provide information on the strength of the statistical evidence for the choice of a model based on its goodness-of-fit.

Following Moore $(1977,1978$ ) and Andrews (1988b), we consider a general class of estimators that is very broad and contains most estimators currently used in practice, when forming Pearson type statistics. This covers the case studled In Vuong, and Wang (1990) whete only the cotresponding inlnimum chi-square estimator is used. In practice, the use of "unmatched" estimators, i.e., estimators that do not minimimize the chosen Pearson type statistic, is quite common and can be found in various works. See Linhart and Zucchini (1986), Heckman (1981), and Nakamura and Nakamura (1985). Such a generalization is useful for many reasons.

First, there frequently exist estimators that are easier to compute than the corresponding minimum chi-square estimator. Second, when the original individual data are available, one is tempted to use more efficient
estimators, such as the maximum likelihood estimator (MLE) based on the individual data when forming the chi-square type statistic. This is in fact the procedure recommended in many textbooks. See for instance, Bishop, Fienberg and Holland (1975). Third, a particular chi-square statistic is often chosen to obtain a chi-square limiting null distribution for a given estimation method. For example, the Rao-Robson statistic has the $\chi_{M-1}^{2}$ limiting null distribution when the raw MLE is used. However, the raw MLE does not minimize the Rao-Robson statistic. See Chernoff and Lehmann (1954), Moore and Spruill (1975), Moore (1977, 1978) and Andrews (1988a).

The paper is organized as follows. Section 2 introduces the basic notations and defines the class of asymptotically normal (AN) estimators used. Section 3 investigates the model selection problem based on our general Pearson type statistics. In section 4 , methods based on the boostrap are used to propose alternative testing procedures for model selection. Section 5 presents some simulation results. Section 6 concludes the paper and briefly mentions directions for future research. Some proofs and tables are included in Appendix.

## 2. DEFINITIONS AND ASSUMPTIONS

In this section, we briefly present the basic assumptions on the model and parameter estimators, and we define our general chi-square type statistics.

Assumption A1: The observed data $X_{i}, i=1,2, \ldots$ are independent and identically distributed (iid) with some common true distribution $H$.

The sample space $X$ is partitioned into $M$ mutually disjoint fixed cells $E_{1}, E_{2}, \ldots, E_{M}$. The partition is sometimes based either on the nature of
the data, say race and sex, or survey designer. Let $h=\left(h_{1}, h_{2}, \ldots, h_{M}\right)$ be the vector of true cell probabilities. Let a specified model be $F_{\theta}=\{F(. \mid \theta)$; $\theta \in \Theta)$ and denote the vector of its predicted cell probabilities by $p(\theta)=\left[p_{1}(\theta), p_{2}(\theta), \ldots, p_{M}(\theta)\right]$ ' where $p_{i}(\theta)=\int_{E i} d F(x \mid \theta)$. Throughout the paper, we impose the following assumption on $h$ and $p(\theta)$ :

Assumption A2: $h_{i}>0, p_{i}(\theta)>0$, and $p_{i}(\theta)$ is twice continuously differentiable for every $i=1,2, \ldots, M$.

Throughout it is assumed that $F_{\theta}$ satisfies some standard additional regularity conditions to ensure the asymptotic results presented subsequently. See for instance Moore and Spruill (1975) and Moore (1984).

Let n be the sample size. Corresponding to the partition $\mathrm{E}_{1}, \mathrm{E}_{2}, \ldots$, $E_{M}$, we can compute the vector of observed cell probabilities
$f=\left(f_{1}, f_{2}, \ldots, f_{M}\right)^{\prime}$ where $f_{i}=\frac{1}{n} \sum_{j=1}^{n} 1_{E_{i}}\left(X_{j}\right)$ for $i=1,2, \ldots, M$,
and $1_{E_{i}}\left(X_{j}\right)$ is the indicator function taking values 1 if $X_{j}$ falls in cell $E_{i}$ or 0 otherwise. Following Moore (1978), it is convenient to consider the M-dimensional vector

$$
v_{n}(\theta)=\sqrt{n}\left(\ldots, \frac{f_{i}-p_{i}(\theta)}{\sqrt{p_{i}}(\theta)}, \ldots\right)^{\prime}
$$

which measures the standardized difference between the observed and the expected cell probabilities given $\theta$.

We are in a position to define the class of general chi-square type statistics considered in this paper. These statistics are essentially quadratic forms in the standardized cell frequencies $V_{n}\left(\theta_{n}\right)$. Formally, we have:

Definition 1: A general chi-square type statistic is of the form

$$
Q_{n}\left(\theta_{n}\right)=V_{n}^{\prime}\left(\theta_{n}\right) M\left(f, \theta_{n}\right) V_{n}\left(\theta_{n}\right)
$$

where $M(f, \theta)$ and $\theta_{n}$ satisfy the following assumptions $A 3$ and $A 4$, respectively.

Assumption A3: Each element of the weighting matrix $M(f, \theta)$ is twice continuously differentiable in $(f, \theta) \in R^{M} x \theta$, and $M(h, \theta)$ is a positive definite matrix for every $\theta$.

In this paper, we consider estimators that satisfy the next regularity assumption.

Assumption A4: For some $\theta_{0}$ in $\theta$, the estimator $\theta_{\mathrm{n}}$ satisfies

$$
\sqrt{n}\left(\theta_{n}-\theta_{0}\right)=\frac{1}{\sqrt{n}} R_{0}^{-1} \sum_{i=1}^{n} \psi\left(X_{i}, \theta_{0}\right)+o_{p}(1) \text { as } n \cdots \infty
$$

where $\psi\left(X, \theta_{0}\right)$ is a measurable function from $X X \theta$ to $\mathbb{R}^{k}$ that satisfies $\mathrm{E}_{\mathrm{H}} \psi\left(\mathrm{X}, \theta_{\mathrm{o}}\right)=0$, and $\mathrm{V}_{\mathrm{o}}=\mathrm{E}_{\mathrm{H}} \psi\left(\mathrm{X}, \theta_{\mathrm{o}}\right) \psi\left(\mathrm{X}, \theta_{\mathrm{o}}\right)^{\prime}$ and $\mathrm{R}_{\mathrm{o}}=-\mathrm{E}_{\mathrm{H}}\left(\partial \psi\left(\mathrm{X}, \theta_{0}\right) / \partial \theta^{\prime}\right)$ are finite and nonsingular. $\mathrm{E}_{\mathrm{H}}($.$) denotes expectation computed under the true$ data generating process.

Assumption A4 implies that $\theta_{n}$ is a consistent estimator of some value $\theta_{0}$ and that $\ln \left(\theta_{\mathrm{n}}-\theta_{0}\right)$ is asymptotically normally distributed with zero mean and covariance matrix $R_{o}^{-1} V_{o}\left(R_{o}^{-1}\right)^{\prime}$. Given some suitable regularity conditions, most common estimators $\theta_{\mathrm{n}}$ fulfill this assumption. For instance, the minimum chi-square estimators, the maximum likelihood (ML) estimator on grouped or ungrouped data, any GMM estimator, and other extremum estimators satisfy assumption A4. See Amemiya (1985).

Note that the parameter value $\theta_{0}$ depends on the underlying true distribution H which generates the observations as well as the estimation method employed. For example, when the minimum chi-square estimator is used,
then $\theta_{0}$ is actually minimizing $Q(\theta)=p \lim Q_{n}(\theta) / n$. On the other hand, if $\theta_{n}$ is the MLE of $\theta$ based on the ungrouped sample data, then $\theta_{0}$ is the value at which the Kullback-Leibler information criterion (KLIC) $E_{H}[-\log f(x \mid \theta)]$ is minimized, where $f$ is the density function corresponding to $F(. \mid \theta)$. See White (1982). In general, when the model $F_{\theta}$ is misspecified, these two values for $\theta_{0}$ are different.

Note that $Q_{n}\left(\theta_{n}\right)$ is very general. It includes some well-known chi-square statistics such as the Pearson statistic with $M_{n}=I_{M}$ (the identity matrix), the Modified Pearson statistic with $M_{n}=$ $\operatorname{diag}\left(\ldots, p_{i}(\theta) / f_{i}, \ldots\right)$, the Gauss statistic with $M_{n}=\operatorname{diag}\left(\ldots, p_{i}(\theta), \ldots\right)$ and the Rao-Robson statistic with $M_{n}$ being the generalized inverse of the covariance matrix of $V_{n}\left(\theta_{n}\right)$. In practice, $M_{n}$ is specified by researcher according to his or her preference or objective.

## 3. SELECTING ESTIMATESD MODELS

As we mentioned earlier, chi-square statistics are frequently used to discriminate among alternative models. It is easy to see that, under the present regularity conditions, $Q_{n}(\theta) / n$ converges to $Q(\theta)=V(\theta)^{\prime} M(h, \theta) V(\theta)$ in probability as $n$ goes to infinity, where $V(\theta)=\left[\ldots,\left(h_{i}-p_{i}(\theta)\right) / \sqrt{ } p_{i}(\theta), \ldots\right]^{\prime}$. Thus $Q(\theta)$ can be viewed as measuring the departure of a particular member $F(. \mid \theta) \in F_{\theta}$ from the observed sample. It is also worth noting that $Q(\theta) \geq 0$ and $\mathrm{Q}(\theta)=0$ if and only if $\mathrm{h}=\mathrm{p}(\theta)$.

Of special interests to us is the situation in which a researcher has two competing parametric models $F_{\theta}$ and $G_{\gamma}$, and desires to select the better of the two models based on their general chi-square type statistics $Q_{n}\left(\theta_{n}\right)$ and $Q_{n}\left(\gamma_{n}\right)$ where $\theta_{n}$ and $\gamma_{n}$ are general estimators satisfying assumption A4 and the same cells are used in both statistics.

Definition 2 (Equivalent, Better and Worse): Given two competing parametric models $F_{\theta}$ and $G_{\gamma}$ and some chi-square type statistics $Q_{n}\left(\theta_{n}\right)$ and $Q_{n}\left(\gamma_{n}\right)$ where $\theta_{n}$ and $\gamma_{n}$ are general estimators satisfying A4, $\tilde{H}_{0}^{e}: Q\left(\theta_{0}\right)=Q\left(\gamma_{0}\right)$ means that the two models are equivalent, $\tilde{\mathrm{H}}_{\mathrm{f}}: \mathrm{Q}\left(\theta_{\mathrm{o}}\right)<\mathrm{Q}\left(\gamma_{\mathrm{o}}\right)$ means that model $F_{\theta_{0}}$ is better than $G_{\gamma_{0}}$, $\widetilde{\mathrm{H}}_{\mathrm{g}}: \mathrm{Q}\left(\theta_{0}\right)>\mathrm{Q}\left(\gamma_{0}\right)$ means that model $F_{\theta_{0}}$ is worse than $G_{\gamma_{0}}$.
where $Q($.$) is the probability limit of Q_{n}() /$.$n .$

Definition 2 allows the use of estimators other than the corresponding minimum chi-square estimators. It does not even require that the same chi-square type discrepancy be used in forming $Q_{n}\left(\theta_{n}\right)$ and $Q_{n}\left(\gamma_{n}\right)$. Note, however, that choosing different chi-square discrepancies for evaluating competing models is hardly justified.

More importantly, even if the same chi-square discrepancy $Q($.$) is used,$ it is important to note that the preceding hypotheses are not entirely consistent with the problem of model selection which is that of choosing between the models $F_{\theta}$ and $G_{\gamma}$ and not between the estimates $F\left(. \mid \theta_{\mathrm{n}}\right)$ and $G\left(. \mid \gamma_{n}\right)$. This is so because the probability limits $\theta_{0}$ and $\gamma_{0}$ of the estimators $\theta_{\mathrm{n}}$ and $\gamma_{\mathrm{n}}$ are not in general equal to the pseudo true values $\theta_{*}$ and $\gamma_{\star}$ associated with the discrepancy $Q() \quad.\left(\theta_{*}=\operatorname{argmin} Q(\theta)\right.$ and $\boldsymbol{\gamma}_{\star}=$ argmin $Q(\gamma)$ ). As a consequence $Q\left(\theta_{0}\right)$ (say) cannot be interpreted as the discrepancy between the model $F_{\theta}$ and the DGP H. Thus the preceding hypotheses are not only properties of the competing models but also of the estimation methods employed. The relative effects due to specification errors and choice of estimation are not exactly known. However, if $\theta_{\mathrm{n}}$ and $\gamma_{\mathrm{n}}$ are minimum chi-square estimators, then one can analyze the effect due to
specification errors using procedures developed in Vuong and Wang (1990).
Nonetheless, consideration of the general hypotheses $\tilde{H}_{o}^{e}, \widetilde{H}_{f}$, and $\tilde{H}_{g}$ is useful for two reasons. First, "unmatched" estimators are quite common in practice for reasons mentioned in the introduction section. Secondly, one may be interested only in comparing the performance of the estimated models $F\left(. \mid \theta_{n}\right)$ and $G\left(. \mid \gamma_{n}\right)$. Then $\tilde{H}_{0}^{e}, \tilde{H}_{f}$, and $\tilde{H}_{g}$ are the relevant hypotheses.

In any case, since $\theta_{\mathrm{n}}$ and $\gamma_{\mathrm{n}}$ are consistent estimators of $\theta_{0}$ and $\gamma_{0}$ by assumption $A 4$, we can use $\left[Q_{n}\left(\theta_{n}\right)-Q_{n}\left(\gamma_{n}\right)\right] / n$ to consistently estimate the indicator $Q\left(\theta_{0}\right)-Q\left(\gamma_{0}\right)$ which will be zero under the null hypothesis $\tilde{\mathrm{H}}_{0}^{\mathrm{e}}$. Following standard exercise, we obtain the asymptotic distribution of $\left[Q_{n}\left(\theta_{n}\right)-Q_{n}\left(\gamma_{n}\right)\right] / / n$, which is normal distribution with zero mean and variance $\omega^{2}$. The formula for $\omega^{2}$ and detailed derivation can be found in Appendix. Hence we define the statistic

$$
\operatorname{GCM}_{n}=\frac{1}{\sqrt{n}} \frac{\left[Q_{n}\left(\theta_{n}\right)-Q_{n}\left(\gamma_{n}\right)\right]}{\hat{\omega}} .
$$

where $\hat{\omega}^{2}$ is a consistent estimator of $\omega^{2}$ (e.g., its sample analog). We have

Theorem 3.2 (Asymptotic Distribution of $\mathrm{GCM}_{\mathrm{n}}$ Statistic): Given Al-A4, suppose that $\omega^{2} \neq 0$, then
(i) under the null hypothesis $\tilde{H}_{0}^{e}, \operatorname{GCM}_{\mathrm{n}} \cdots \mathrm{N}(0,1)$ in distribution,
(ii) under the alternative $\bar{H}_{f}, G C M_{n},-\gg$ in probability,
(iii) under the alternative $\widetilde{H}_{g}, \mathrm{GCM}_{\mathrm{n}},->+\infty$ in probability.

Theorem 3.2 is quite general and gives us a wide variety of asymptotic standard normal tests for model selection based on general chi-square type statistics. Part (ii) and (iii) also implies that the test is consistent. In the next section, we detail the testing procedures based on Theorem 3.2 by using bootstrap methods.

The above tests are based on the standardized difference in unadjusted generalized chi-square statistics. In some cases, especially when the sample size is small, one may want to add adjusting factors like $(p-q) / / n$ to our test statistics. Similar results are expected to hold. However, as the sample size becomes very large, the effect of the adjusting factors will vanish.

## 4. BOOTSTRAP METHODS

Implementation of the model selection procedure proposed in section 3 requires the following computations:
(i) Estimation of the parameters $\theta_{n}$ and $\gamma_{n}$,
(ii) Computation of the two chi-squares statistics $Q_{n}\left(\theta_{n}\right)$ and $Q_{n}\left(\gamma_{n}\right)$ and the difference $\hat{S}_{n}=\left[Q_{n}\left(\theta_{n}\right)-Q_{n}\left(\gamma_{n}\right)\right] / \sqrt{ } n$,
(iii) Computation of the variance $\hat{\omega}^{2}$ of $\hat{S}_{n}$ and finally, computation of $\operatorname{GCM}_{\mathrm{n}}=\hat{\mathrm{S}}_{\mathrm{n}} / \hat{\omega}$.

The estimators $\theta_{n}$ and $\gamma_{n}$ can be obtained by minimizing some objective function, such as $Q_{n}($.$) , or by maximizing the likelihood function.$ Point (ii) is straightforward once $\theta_{\mathrm{n}}$ and $\gamma_{\mathrm{n}}$ are known. Point (iii) is somewhat complicated. In particular, the asymptotic formula for calculating the variance $\hat{\omega}^{2}$ involves the calculation of the first and second order partial derivatives of the expected cell probabilities with respect to the parameters $\theta$ and $\gamma$. Moreover, such a formula varies across models and estimation methods. This is not very convenient in applied work. Fortunately, with the help of advanced computers, $\hat{\omega}^{2}$ can be obtained via some simulation techniques. Specifically, we shall consider a method for evaluating $\omega^{2}$ based on the bootstrap method. In addition, we shal. 1 propose two alternative testing procedures for model selection based directly on the bootstrap distribution of the statistic $\hat{S}_{n}$.

In the preceding section, we have seen that $\hat{S}_{n}$ is approximately normally distributed with mean zero and variance $\omega^{2}$. This suggests that $\omega^{2}$ can be estimated by the sample variance of $\hat{S}_{n}$ in a (large) number of independent and identical samples of size $n$. This is the basic idea underlying the bootstrap method which we apply here to the estimation of the variance $\hat{\omega}^{2}$. Specifically, we carry out the following steps:

1. For each set of data $x_{1}, x_{2}, \ldots, x_{n}$, let $\hat{F}$ be the empirical probability distribution of the data, i.e.,

$$
\hat{F}: \operatorname{mass} 1 / n \text { at } x_{i}, \quad i=1,2, \ldots, n
$$

Then draw an i.i.d. "bootstrap sample" $x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}$ from $\hat{F}$, i.e., draw $x_{i}^{*}$ randomly with replacement from the observed values $x_{1}, x_{2}, \ldots, x_{n}$.
2. Using this bootstrap sample $\left\{x_{i}^{*}\right\}$, estimate the competing models to obtain $\theta_{n}^{*}$ and $\gamma_{n}^{*}$. Then calculate the statistic

$$
\hat{S}_{n}^{*}=\left[Q_{n}\left(\theta_{n}^{*}\right)-Q_{n}\left(\beta_{n}^{*}\right)\right] / \sqrt{n}
$$

3. Independently repeat steps 1 and 2 a large number of times $B$, say
$\mathrm{B}=1000$. Obtain "bootstrap replications" $\hat{\mathrm{S}}_{\mathrm{n}}^{* 1}, \hat{\mathrm{~S}}_{\mathrm{n}}^{* 2}, \ldots, \hat{\mathrm{~S}}_{\mathrm{n}}^{* B}$, and compute the sample variance of $\left\{\hat{\mathrm{s}}_{\mathrm{n}}^{*}, \mathrm{~b}=1, \ldots, \mathrm{~B}\right\}$ :

$$
\hat{\omega}_{\star}^{2}=\frac{1}{B} \sum_{b=1}^{B}\left(\hat{S}_{n}^{\star b}-\bar{S}^{*}\right)^{2}
$$

where $\overline{\mathrm{S}}^{*}-\frac{1}{\mathrm{~B}} \sum_{\mathrm{b}=1}^{\mathrm{B}} \hat{\mathrm{S}}_{\mathrm{n}}^{* \mathrm{~b}}$ is the average of "bootstrap replications".
The above method (call it Method 1) is quite general. If only the frequencies in every cells are available instead of the individual data so that estimation methods based on grouped data must be used, the bootstrap method can still be applied with a slight modification of the resampling procedure. Specifically, the following modified procedure (Method $1^{\prime}$ ) can be
used:
$1^{\prime}$. Given the observed cell probabilities $\left(f_{i}, i=1, \ldots, M\right.$ ) and the total sample size $n$, we can construct artificial data $a_{1}, a_{2}, \ldots, a_{n}$, such that it has the same observed cell probabilities. For example, we can draw $\mathrm{nf}_{\mathrm{i}}$ points from uniform distribution in cell $i$, and treat these $n f_{i}$ points as if they were true sample observations in cell i .
$2^{\prime}$ Now we treat the above artificial sample $a_{1}, a_{2}, \ldots, a_{n}$ as if they were original true sample $x_{1}, x_{2}, \ldots, x_{n}$ and repeat three steps in Method 1 .

Once the bootstrap variance $\hat{\omega}_{*}^{2}$ is obtained, the test statistic $\operatorname{GCM}_{n}$ is calculated easily using the initial estimates $\theta_{n}$ and $\gamma_{n}$. Under suitable regularity conditions and for a large number of replications (see Efron (1982)), $\hat{\omega}_{\star}^{2}$ is a consistent estimator of $\omega^{2}$. Thus, from Theorem 3.2, a testing procedure for model selection can be based on the comparison of the value of $\mathrm{GCM}_{\mathrm{n}}$ to critical values from a standard normal table. For example, at $5 \%$ significance level, we compare $\mathrm{GCM}_{\mathrm{n}}$ with -1.96 and 1.96 . If $\mathrm{GCM}_{n}$ falls between -1.96 and 1.96 , we conclude that both estimated models fit the data equally well. If $\mathrm{GCM}_{\mathrm{n}}$ is less than -1.96 (or larger than 1.96 ), then we reject the null hypothesis in favor of the alternative hypothesis that the estimated model $\mathrm{F}\left(. \mid \theta_{\mathrm{n}}\right)$ (or $\mathrm{G}\left(. \mid \gamma_{\mathrm{n}}\right)$ ) is closer to the true distribution.

Although using the bootstrap method to obtain an estimate of $\omega^{2}$, the basic justification of the preceding testing procedure comes from the asymptotic properties obtained in Theorem 3.2. In contrast, the next testing procedures rely only on the bootstrap methodology, and in particular on two bootstrap methods for assigning approximate confidence intervals to $Q\left(\theta_{0}\right)-Q\left(\gamma_{o}\right)$ based on the bootstrap distribution of $\hat{s}_{n}^{*}$. These two methods have been discussed in detail in Efron (1982), and require steps 1
and 2 discussed above or steps $1^{\prime}$ and $2^{\prime}$ if only frequencies are observed. See also Efron (1984) for the comparison of nonnested linear models using a MSE criterion

The first testing method is based on the percentile method. Let

$$
\hat{\operatorname{CDF}}(t)=\frac{\text { number of }\left(\mathrm{b}: \hat{S}_{n}^{* b} \leq t\right)}{B}=\operatorname{Prob}_{\star}\left(\hat{S}_{n}^{*} \leq t\right)
$$

be the empirical cumulative distribution function (CDF) of the bootstrap distribution of $\left\{\hat{S}_{n}^{* b}, b=1, \ldots, B\right\}$. For a given significance level $\alpha$ between 0.0 and 1.0 , define

$$
\hat{\mathrm{S}}_{\mathrm{L}}^{\star}(\alpha / 2)=\hat{\operatorname{CDF}}^{-1}(\alpha / 2) \quad \text { and } \quad \hat{\mathrm{S}}_{\mathrm{U}}^{*}(\alpha / 2)=\hat{\mathrm{CDF}}^{-1}(1-\alpha / 2)
$$

The percentile method consists in taking $\left[\hat{\mathrm{S}}_{\mathrm{L}}^{*}(\alpha / 2), \hat{\mathrm{S}}_{\mathrm{U}}^{*}(\alpha / 2)\right]$ as an approximate $1-\alpha$ central confidence interval for $Q\left(\theta_{0}\right)-Q\left(\gamma_{0}\right)$. Thus a test of the null hypohtesis $\tilde{\mathrm{H}}_{0}^{\mathrm{e}}$ of equivalence against the alternative hypothesis $\tilde{\mathrm{H}}_{\mathrm{f}}$ or $\tilde{\mathrm{H}}_{\mathrm{g}}$ at the approximate $\alpha$ significance level is:
(i) accept the null $\tilde{\mathrm{H}}_{0}^{\mathrm{e}}$ of equivalence if $0 \in\left[\hat{\mathrm{~S}}_{\mathrm{L}}^{\star}(\alpha / 2), \hat{\mathrm{S}}_{\mathrm{U}}^{*}(\alpha / 2)\right]$,
(ii) reject $\tilde{H}_{o}^{e}$ in favor of $\tilde{H}_{f}$ if $\hat{S}_{U}^{*}(\alpha / 2)<0$,
(iii) reject $\tilde{\mathrm{H}}_{0}^{\mathrm{e}}$ in favor of $\tilde{\mathrm{H}}_{\mathrm{g}}$ if $\hat{\mathrm{S}}_{\mathrm{L}}^{*}(\alpha / 2)>0$.

Or equivalently,
(i) accept $\tilde{\mathrm{H}}_{\mathrm{o}}^{\mathrm{e}}$ if $\hat{\operatorname{CDF}}(0) \in[\alpha / 2,1-\alpha / 2]$,
(ii) reject $\tilde{\mathrm{H}}_{\mathrm{o}}^{\mathrm{e}}$ in favor of $\tilde{\mathrm{H}}_{\mathrm{f}}$ if $\hat{\operatorname{CDF}(0)>1-\alpha / 2 \text {, }, ~(0)}$
(iii) reject $\tilde{\mathrm{H}}_{\mathrm{o}}^{\mathrm{e}}$ in favor of $\widetilde{\mathrm{H}}_{\mathrm{g}}$ if $\hat{\operatorname{CDF}}(0)<\alpha / 2$.

The percentile method does not use the value $\hat{S}_{n}$ for the initial observed sample. More importantly, since the bootstrap distribution is based on replications of the observed sample that produces the value $\hat{S}_{n}$, the precentile method assumes implicitly that $\hat{S}_{n}$ is the median of the bootstrap distribution. If this is not a proper assumption, one should
incorporate a bias adjustment. This leads to the bias-correction percentile method. We will only present the procedure. Its rationale can be found in Chapter 10 of Efron (1982).

Define

$$
\hat{z}=\Phi^{-1}\left(\hat{\operatorname{CDF}}\left(\hat{S}_{\mathrm{n}}\right)\right) \text { and } z_{\alpha / 2}-\Phi^{-1}(1-\alpha / 2)
$$

where $\Phi$ is the cumulative distribution function for a standard normal variable. The decision rule for model selection based on the bias-correction percentile method at the $\alpha$ significance level is:
(i) accept $\tilde{\mathrm{H}}_{0}^{\mathrm{e}}$ if $0 \in\left[\hat{C D F}^{-1}\left(\Phi\left(2 \hat{z}-z_{\alpha / 2}\right)\right), \hat{\operatorname{CDF}}^{-1}\left(\Phi\left(2 \hat{z}+z_{\alpha / 2}\right)\right)\right]$,
(ii) reject $\tilde{\mathrm{H}}_{\mathrm{o}}^{\mathrm{e}}$ in favor of $\tilde{\mathrm{H}}_{\mathrm{f}}$ if $\hat{\operatorname{CDF}}^{-1}\left(\Phi\left(2 \hat{z}+z_{\alpha / 2}\right)\right)<0$,
(iii) reject $\tilde{\mathrm{H}}_{\mathrm{o}}^{\mathrm{e}}$ in favor of $\tilde{\mathrm{H}}_{\mathrm{g}}$ if $\hat{\operatorname{CDF}}^{-1}\left(\Phi\left(2 \hat{z}-z_{\alpha / 2}\right)\right)>0$.

Let $\hat{\mathrm{z}}_{0}=\Phi^{-1}(\hat{C D F}(0))$. It is easy to see that the preceding decision rule is equivalent to:
(i) accept $\tilde{\mathrm{H}}_{0}^{\mathrm{e}}$ if $\left|\hat{z}_{0}-2 \hat{z}\right|<z_{\alpha / 2}$,
(ii) reject $\tilde{\mathrm{H}}_{0}^{\mathrm{e}}$ in favor of $\tilde{\mathrm{H}}_{\mathrm{f}}$ if $\hat{z}_{0}>2 \hat{z}+z_{\alpha / 2}$,
(iii) reject $\tilde{H}_{o}^{e}$ in favor of $\tilde{H}_{g}$ if $\hat{z}_{0}<2 \hat{z}-z_{\alpha / 2}$.

We will refer to the percentile method without the bias-correction as Method 2, and to the percentile method with the bias-correction as Method 3 .

## 5. AN EXAMPLE

To illustrate the model selection procedures discussed in the preceding section, namely, Methods 1,2 and 3 , we consider an example. The limited Monte Carlo study that we conduct will also give an idea on the relative performance of these methods. We need to define the competing models, the estimation method used for each competing model, and the chi-square type statistic used to measure the departure of each proposed parametric model from
the true data generating process. These are now presented.
For our competing models, we consider the problem of choosing between the family of log-normal distributions and the family of exponential
distributions. This problem has a long history in the statistical literature. See, e.g., Cox (1962) and Atkinson (1970) among others. The log-normal distribution is parameterized by $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$ and has density

$$
f\left(x ; \alpha_{1}, \alpha_{2}\right)=\frac{1}{x(2 \pi)^{1 / 2} \alpha_{2}} \exp \left(-\frac{\left(\log x-\alpha_{1}\right)^{2}}{2 \alpha_{2}^{2}}\right) \quad \text { for } x>0
$$

and zero otherwise. The exponential distribution with parameter $\beta$ has density

$$
\mathrm{g}(\mathrm{x} ; \beta)=\frac{1}{\beta} \exp (-\mathrm{x} / \beta) \text { for } \mathrm{x}>0
$$

and zero otherwise.
The estimator used for each competing model is the ungrouped maximum likelihood estimator (MLE). This choice is particularly convenient here because the ungrouped ML estimator for each model has a closed form and hence is easily computed. Specifically, for log-normal model,

$$
\hat{\alpha}_{1}=\frac{1}{n} \sum_{i=1}^{n} \log x_{i} \quad \text { and } \quad \hat{\alpha}_{2}^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(\log x_{i}-\hat{\alpha}_{1}\right)^{2}
$$

For the exponential model, the ungrouped MLE is the sample average, i.e.,

$$
\hat{\beta}=\frac{1}{n} \sum_{i=1}^{n} x_{i}
$$

Lastly, we use the Pearson chi-square statistic to evaluate the discrepancy of a proposed model from the true data generating process. We partition the real line into $M$ intervals $\left\{\left(c_{i-1}, c_{i}\right), i=0,1, \ldots, M\right.$, where $c_{0}=0$ and $c_{M}=+\infty$. The choice of the cells is discussed below. The chi-square statistics for the log-normal and exponential models are:

$$
\begin{aligned}
& Q_{n}(\alpha)=n \sum_{i=1}^{M} \frac{\left(f_{i}-p_{i}(\alpha)\right)^{2}}{p_{i}(\alpha)} \\
& Q_{n}(\beta)=n \sum_{i=1}^{M} \frac{\left(f_{i}-p_{i}(\beta)\right)^{2}}{p_{i}(\beta)}
\end{aligned}
$$

where $p_{i}(\alpha)$ and $p_{i}(\beta)$ are the probabilities of the interval ( $c_{i-1}, c_{i}$ ) under $f(x, \alpha)$ and $g(x, \beta)$, respectively.

In our limited Monte Carlo study, we consider various sets of experiments in which the data are generated from a mixture of an exponential distribution and a log-normal distribution. These two distributions are calibrated so that they have the same population means and variances, namely one and one. Hence the data generating process has the density

$$
h(\pi)=\pi \text { Exponential }(1)+(1-\pi) \text { Log-normal }(-0.3466,0.8326),
$$

where $\pi$ is set to some specific value for each set of experiments. In each set of experiments, several random samples are drawn from this mixture of distributions. The sample size varies from 100 to 1000 , and for each sample size the number of duplications is 1000.

Throughout, the chosen partition has four cells defined by the values $c_{0}=0, c_{1}=0.1, c_{2}=1.0, c_{3}=3.0$ and $c_{4}=+\infty$. Note that because the log-normal distribution has two free parameters, four is the minimum number of cells for which a perfect fit is not always achieved when fitting this distribution by minimum chi-square methods. The power of our tests for model selection is likely to improve by increasing the number of cells. Note also that the shapes of the log-normal and exponential densities differ greatly around the origin. This motivates the choice of $c_{1}=0.1$. The value $c_{2}$ is equal to the common population mean, while $c_{3}$, which is two standard deviations away from the mean, is used to control for large deviations.

We choose five different values for $\pi$ which are $0.0,1.0,0.5357,0.25$, and 0.75 . Although our proposed model selection procedure does not require that the data generating process belong to either of the competing models, we consider the two limiting cases $\pi=0.0$ and $\pi=1.0$ for they correspond to the correctly specified cases. The value $\pi=0.5357$ is determined to be the value for which the estimated log-normal distribution and the estimated exponential distribution are approximately at equal distance from the mixture $h(\pi)$ according to the Pearson discrepancy and the above cells. Thus this set of experiments corresponds approximately to the null hypothesis of our proposed model selection test GCM $_{n}$. Finally, to investigate the cases where both competing models are misspecified but not at equal distance from the data generating process, we consider the cases where $\pi=.25$ and $\pi=.75$. The former case corresponds to a data generating process which is log-normal but slightly contaminated by an exponential distribution. The second case is interpreted similarly with an exponential distribution slightly contaminated by a log-normal distribution.

The results of our five sets of experiments are presented in Tables 1-5. The first half of each table gives the average values of the ungrouped ML estimators $\hat{\alpha}$ and $\hat{\beta}$, the Pearson goodness-of-fit statistics $Q_{n}(\hat{\alpha})$ and $Q_{n}(\hat{\beta})$, and the model selection statistic GCM $_{n}$ with its bootstrap estimated variance $\hat{\omega}_{*}^{2}$ (see Method 1). The values in parentheses are standard errors. The second half of each table gives in percentage the number of times our proposed model selection procedures based on three methods described in the last section, favor the log-normal model, the exponential model, or are indecisive. The tests are conducted at the $5 \%$ nominal significance level. In the first two sets of experiments $(\pi=0.0$ and $\pi=$ 1.0) where one model is correctly specified, we use the labels "correct" and
"incorrect" when a choice is made. Finally, in the case where $\pi=.5357$, we give in addition the $2.5 \%, 5.0 \%, 95 \%$, and $97.5 \%$ fractiles of the observed distribut ion of the GCM ${ }_{n}$ statistic. This allows a comparison with the asymptotic $N(0,1)$ approximation under our null hypothesis of equivalence.

Tables 1 and 2 report the cases when one model is correctly specified. It is well-known that the MLE is consistent for the true parameter value under correct specification. For example, in Table 1, the log-normal model is correctly specified, and the MLE of $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$ approaches the true values $\alpha_{0}=(-0.3466,0.8326)$ as the sample size increases from 100 to 1000 . However, the Pearson chi-square statistic $Q_{n}(\alpha)$ for this model does not have a standard chi-square limiting distribution even under correct specification because the ungrouped MLE is used. In fact, the limiting distribution is somewhere between a $\chi^{2}(1)$ and a $\chi^{2}(2)$. See Chernoff and Lehmann (1954). In Table $1, Q_{n}(\alpha)$ has a mean around 1.79 which lies between 1 (mean of $\chi^{2}(1)$ ) and 2 (mean of $\chi^{2}(2)$ ). For the misspecified model, which is the exponential model here, the MLE $\hat{\beta}$ converges to the pseudo-true parameter $\beta_{*}$ which minimizes the KLIC. The corresponding Pearson chi-square statistic $Q_{n}(\beta)$, as we expect, increases at the rate of $n$. The bootstrap estimator of $\omega$ also converges as the sample size becomes larger. The test statistic for model selection $G C M$ approximately increases at a rate $\sqrt{ } \mathrm{n}$. In Table 2, where the exponential model is correctly specified, one can observe similar results.

The second half of Table 1 summarizes the results for our three model selection procedures. Method 1 performs quite well and for small sample sizes ( $\mathrm{n}=100$ or 250 ), this method seems to dominate the other two methods in selecting the correct model, which is the log-normal model in this case. However, as the sample size increases to $n=500$ or 1000 , the three methods perform equally well. The three methods also select the correct model almost
$100 \%$ of the times, as expected.
The second half of Table 2 reports somewhat different results. Except at sample size 1000 where all three methods perform equally well, in smaller samples Method 3 now seems to dominate the other two methods. All three methods, however, do not work as well when the exponential model is correctly specified (Table 2) as when the log-normal model is correctly specified (Table $1)$. This can be explained by the fact that the log-normal model has one more parameter than the exponential model, and hence is more difficult to reject even when it is misspecified.

For Tables 3, 4 and 5, the data was generated neither from the log-normal model nor from the exponential model, but from a mixture of these two models. Hence, the log-normal model and the exponential model are both incorrectly specified. The MLE's of $\alpha$ and $\beta$ converge to their pseudo-true values $\alpha_{o}$ and $\beta_{0}$. For instance, in Table 3, $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$ converges to $\hat{\alpha}=(-0.4723,1.104)$ and $\beta$ converges to $\hat{\beta}=0.9994$. The bootstrap estimator $\hat{\omega}_{*}$ approaches 0.5026. Both chi-square statistics $Q_{n}(\hat{\alpha})$ and $Q_{n}(\hat{\beta})$ increase approximately at the rate of $n$. The same comments apply to Table 4 and Table 5.

In Table 3, the data generating process is chosen such that both the log-normal model and the exponential model are approximately equally close to it. The test statistic $G C M_{n}$ is expected to have a limiting standard normal distribution $N(0,1)$. This is roughly confirmed in Table 3. For example, for $\mathrm{n}=1000, \mathrm{GCM}_{\mathrm{n}}$ has a mean of 0.0942 and a standard error of 0.9449 . The fractiles reported in Table 3 show that the finite sample distribution of $G C M_{\mathrm{n}}$ is slightly skewed to the right. The three procedures for model selection perform very well. All three of them conclude that both models work equally well in fitting the data with a probability of around $95 \%$, which is 1 minus the nominal size of the test.

With a few exceptions, Tables 4 and 5 reproduce the qualitative results of Tables 1 and 3, respectively, although in a weaker form. When the log-normal model is closer to the true data generating process (Table 4), Method 1 slighlty dominates the other two methods. On the other hand, when the exponential is closer to the true data generating process (Table 5), Method 3 seems to dominate especially at small sample sizes. As noted earlier, selecting the exponential model appears more difficult than selecting the log-normal model.

From our limited Monte Carlo study, it is difficult to say which method absolutely dominates the other methods. Moreover, all methods require about the same amount of computation. Although no clear cut conclusion can be made, our study has shown that the three methods work relatively well.
5. CONCLUSIONS AND FUTURE DIRECTIONS

In this paper, we have studied the problem of selecting estimates using chi-square type statistics and a general class of estimators. In particular, we have proposed some convenient asymptotically standard normal tests based on chi-square type statistics that use estimators in this general class. The tests are designed to determine whether the estimated competing models are as close to the true distribution against the alternative hypothesis that one estimated model is closer, where closeness is measured according to the discrepancy implicit in the chi-square type statistic used.

To facilitate the implementation of our proposed tests, we have used a bootstrap estimate of the asymptotic variance of the numerator of our test statistic. We have also considered two testing procedures that are directly based on the bootstrap method. The three procedures are fairly simple, and mainly require the computation of estimators and chi-square statistics.

Several Monto Carlo experiments were conducted and showed that the three procedures perform relatively well. It was also found that they were comparable, and that none of them absolutely dominates the others.

Our work can be extended in several directions. One direction is to extend our results to econometric models. For econometric models, only the conditional distribution of the endogenous variables $y$ given the exogenous variables $z$ is specified to belong to a conditional parametric probability model $f(y \mid z ; \theta)$, while the marginal distribution of the exogenous variables is left unspecified. Without knowing this marginal distribution, one cannot associate with a given parameter value $\theta$ a joint distribution for the observed data $\left(y_{i}, z_{i}\right)$. Hence when the full sample space $X=Y X Z$ is partitioned into mutually disjoint cells, the expected probability in each cell cannot be calculated. This expected probability can, however, be consistently estimated by substituting the empirical marginal distribution for the true marginal distribution of $z$ (see Andrews (1988a)). Specifically, we can consider

$$
p_{i}(\theta)=\frac{1}{n} \sum_{j=1}^{n} \int_{Y} 1_{E_{i}}\left(y, z_{j}\right) f\left(y \mid z_{j} ; \theta\right) d \nu(y) \text { for } i=1,2, \ldots, M,
$$

where $\nu(y)$ is some $\sigma$-finite measure on $Y$. Given these "expected" cell frequencies, chi-square type statistics can be constructed in principle using estimators in the general class considered in this paper. Then the asymptotic standard normality of the resulting test statistics for model selection will likely follow as in section 3 .

A second extension is to use random cells instead of fixed cells. Much flexibility will be gained. See, e.g., Andrews (1988b) for various examples. Moreover, with appropriate random cells, the asymptotic distribution of the goodness-of-fit statistics may become independent of the true parameter $\theta_{0}$ under correct specification of the parametric model. See, e.g., Roy (19.56)
and Watson (1959). Recent work on goodness-of-fit statistics that are asymptotically distributed under correct specification has, however, shown that the asymptotic distribution of such statistics will not change with random cells as long as the random cell boundaries converge in probability to a set of fixed boundaries. See Chibisov (1971), Moore and Spruill (1975) and Andrews (1988a). In view of this latter result, it is expected that our test statistics will remain asymptotically normally distributed with the same asymptotic variance $\omega^{2}$ under similar conditions.

## Appendix

Derivation of $\omega^{2}$ : We first state without proofs two easy lemmas that can also be found in Vuong and Wang (1990).

Lemma 1: Given A3-A4, the weighting matrix $M_{n}=M\left(f, \theta_{n}\right)$ satisfies

$$
\begin{aligned}
& M_{n}=M_{o}+\frac{1}{\sqrt{n}} L_{n}+o_{p}(1 / \sqrt{ } n) \\
& L_{n}=\sum_{i=1}^{M} \frac{\partial M_{o}}{\partial h_{i}} \sqrt{n}\left(f_{i}-h_{i}\right)+\sum_{i=1}^{k} \frac{\partial M_{o}}{\partial \theta_{i}} \sqrt{ } n\left(\theta_{n i}-\theta_{o i}\right),
\end{aligned}
$$

where $M_{0} \equiv M\left(h, \theta_{0}\right), \partial M_{0} / \partial h_{i}$ and $\partial M_{0} / \partial \theta_{i}$ are evaluated at (h, $\theta_{0}$ ).

Lemma 2: Under A1-A4,

$$
\frac{1}{\sqrt{n}} Q_{n}\left(\theta_{n}\right)=\sqrt{n b} M_{o} b+b^{\prime} L_{n} b+2 b^{\prime} M_{o} D_{1} U_{n}-b^{\prime} M_{o} D_{2} B / n\left(\theta_{n}-\theta_{o}\right)+o_{p}(1) .
$$

where

$$
\begin{aligned}
& b=\left(\ldots \frac{h_{i}-p_{o i}}{\sqrt{ } p_{o i}}, \ldots\right)^{\prime}, p_{o}-p\left(\theta_{o}\right) \text { for some } \theta_{o} \in \Theta, \\
& D_{1}=\operatorname{diag}\left(\ldots, \frac{\sqrt{h_{i}}}{\sqrt{p_{o i}}}, \ldots\right), \\
& D_{2}=\operatorname{diag}\left(\ldots, \frac{h_{i}+p_{o i}}{p_{o i}} \frac{\sqrt{h_{i}}}{\sqrt{p_{o i}}}, \ldots\right)=D_{1}\left(D_{1}^{2}+I_{M}\right), \\
& B=\operatorname{diag}\left(\ldots, \frac{1}{\sqrt{h}}, \ldots\right) \frac{\partial p_{o}}{\partial \theta^{\prime}}, \text { and } \partial p_{o} / \partial \theta^{\prime} \text { is evaluated at } \theta_{o}, \\
& U_{n}=\sqrt{n}\left(\ldots, \frac{f_{i}-h_{i}}{\sqrt{h} h_{i}}, \ldots\right)^{\prime}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[e\left(X_{i}\right)-q_{H}\right], \\
& e\left(X_{i}\right)=\left[1_{E_{1}}\left(X_{i}\right) / \sqrt{h_{1}}, \ldots, I_{E_{M}}\left(X_{i}\right) / / h_{M}\right]^{\prime} .
\end{aligned}
$$

Both Lemma 1 and Lemma 2 are simply Taylor expansions of $M_{n}$ at ( $h, \theta_{0}$ ) and $Q_{n}\left(\theta_{n}\right) / \sqrt{n}$ at $\theta_{0}$, respectively. Lemma 2 is also a more detailed expansion of Theorem 5.3 of Moore (1984). However, Moore inadvertently ignored the term $b^{\prime} L_{n} b$, and the condition $M_{n} \cdots>M_{*}$ in probability under $H$ seems too weak for his stated result.

To obtain the asymptotic variance of $\left[Q_{n}\left(\theta_{n}\right)-Q_{n}\left(\gamma_{n}\right)\right] / \sqrt{n}$, we define the following $1 x M$ row vectors

$$
\begin{aligned}
& C_{1 f}^{\prime}=b_{1 f}^{\prime}+2 b_{f}^{\prime} M_{f o} D_{1 f}, \quad C_{2 f}^{\prime}=\left(b_{2 f}^{\prime}-b_{f}^{\prime} M_{f o} D_{2 f} B_{f}\right) R_{o f}^{-1} \\
& b_{1 f}^{\prime}=\left(\ldots, b_{f}^{\prime} \frac{\partial M_{f o}}{\partial h_{i}} b_{f}, \ldots\right), \quad b_{2 f}^{\prime}=\left(\ldots, b_{f}^{\prime} \frac{\partial M_{f o}}{\partial \theta_{i}} b_{f}, \ldots\right),
\end{aligned}
$$

a MxM matrix $W_{f}=E_{H}\left[e\left(X_{i}\right)-q_{H}\right] \psi\left(X_{i} ; \theta_{0}\right)^{\prime}=E_{H} e\left(X_{i}\right) \psi\left(X_{i} ; \theta_{0}\right)^{\prime}$,
and the other matrices have been defined earlier with a subscript $f$ indicating that the matrices are now attached to the model $F_{\theta}$. Similar vectors and matrices are defined for the model $G_{\gamma}$ with the subscript $f$ replaced by $g$. Using Lemma 1 and Lemma 2, we can easily obtain

## Lemma 3: Given A1-A4,

(i) for model $F_{\theta}$,

$$
\frac{1}{\sqrt{n}} Q_{n}\left(\theta_{n}\right)=\sqrt{n} Q\left(\theta_{o}\right)+C_{1 f}^{\prime} \frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[e\left(X_{i}\right)-q_{H}\right]+C_{2 f}^{\prime} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \psi_{f}\left(X_{i} ; \theta_{o}\right)+o_{p}(1)
$$

(ii) for model $G_{\gamma}$,

$$
\frac{1}{\sqrt{ } n} Q_{n}\left(\gamma_{n}\right)=\sqrt{ } n Q\left(\gamma_{o}\right)+C_{1 g}^{\prime} \frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[e\left(X_{i}\right)-q_{H}\right]+C_{2 g}^{\prime} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \psi_{g}\left(X_{i} ; \theta_{o}\right)+o_{p}(1)
$$

Note that these results hold under the general $H$ assumed in Section 2.
From this lemma it follows that
$\frac{1}{\sqrt{n}}\left[Q_{n}\left(\theta_{n}\right)-Q_{n}\left(\gamma_{n}\right)\right]=\sqrt{ } n\left[Q\left(\theta_{0}\right)-Q\left(\gamma_{0}\right)\right]+\left(C_{1 f}^{\prime}-C_{1 g}^{\prime}, C_{2 f}^{\prime},-C_{2 g}^{\prime}\right) \frac{1}{\sqrt{n}} \underset{i=1}{n}\left[\begin{array}{c}e\left(X_{i}\right)-q_{H} \\ \psi_{f}\left(X_{i} ; \theta_{o}\right) \\ \psi_{g}\left(X_{i} ; \gamma_{o}\right)\end{array}\right]$
From the multivariate central limit theorem and assumption $A 4$, we can now immediately obtain the asymptotic distribution of $\left[Q_{n}\left(\theta_{n}\right)-Q_{n}\left(\gamma_{n}\right)\right] / \sqrt{ }$ n under the null hypothesis of equivalence $\tilde{H}_{0}^{e}$. Define

$$
\begin{aligned}
& c_{f g}^{\prime}=\left(C_{i f}^{\prime}-C_{i g}^{\prime}, c_{f_{f}^{\prime}}^{\prime},-C_{2 g}^{\prime}\right), W_{f g}=E_{H} \phi_{f}\left(X_{i} ; \theta_{o}\right) \psi_{g}\left(X_{i} ; \gamma_{o}\right)^{\prime}, \\
& \Sigma_{u}=I_{M}-q_{H} q_{H}^{\prime} \text { with } q_{H}=\left(/ h_{1}, / h_{2}, \ldots, / h_{M}\right)^{\prime} \text {, } \\
& w_{12}=\left[\begin{array}{ccc}
\Sigma_{u} & w_{f} & w_{g} \\
w_{f}^{\prime} & v_{o f} & w_{f g} \\
w_{g}^{\prime} & w_{f g}^{\prime} & v_{o g}
\end{array}\right]
\end{aligned}
$$

Let $\quad \omega^{2}-C_{f g}^{\prime} W_{12} C_{f g}$, we then have $\frac{1 Q_{n}\left(\theta_{n}\right)-Q_{n}\left(\gamma_{n}\right)}{\sqrt{n} \frac{D}{\omega}} \xrightarrow{ } \quad N\left(0, \omega^{2}\right)$

TABLE 1. Data Generating Process $=\log$-Normal $(-0.3466,0.8326)$.


TABLE 2. Data Generating Process = Exponential (1.0)


TABLE 3. Data Gen. Process $=.5357 * \operatorname{Exp}(1.0)+.4643 * \log -\operatorname{normal}(-0.347,0.833)$


TABLE 4. Data Gen. Process $=0.25 * \operatorname{Exp}(1.0)+0.75 * \log$-normal $(-0.347,0.833)$


TABLE 5. Data Gen. Process $=0.75 * \operatorname{Exp}(1.0)+0.25 * \log$-normal $(-0.347,0.833)$
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