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1 Introduction

Macroeconomic data are subject to continuous revisions. In an effort to generate timely data,
statistical agencies produce estimates using limited information before they have access to
a larger information set. The arrival of new data necessitates often substantial revisions to
these initial estimates, sometimes changing the outlook of the economy. These revisions can
be considered the symptoms of the underlying data uncertainty, the uncertainty that stems
from the fact that the current state of the world cannot be perfectly observed. A rational
decision-maker recognizes the existence of data uncertainty and does not take announcements
at their face value. As such, his decisions will be different from those made under no data
uncertainty, and there will be welfare consequences.

In this paper we analyze how decisions change in a general equilibrium model in the pres-
ence of revisions, and more importantly, we evaluate the welfare consequences of revisions.
Our results indicate that revisions to macroeconomic data in the US are not only large in a
statistical sense but are also economically important, significantly altering the decisions of
agents and thereby leading to sizeable welfare consequences.

Revisions to macroeconomic data are well understood by economists and have been stud-
ied for decades. One of the early examples is Stekler’s (1962) analysis of the usefulness of
initial data releases for economic analysis. Howrey (1978) considers improving the perfor-
mance of forecasting models by explicitly using the fact that preliminary data is revised.
More recently Croushore and Stark (1999, 2001) show that data vintages are important and
that results from empirical analysis can change, often drastically, when different vintages are
used.

All the literature cited so far focus on the size of data revisions or data uncertainty.
A natural next step is to analyze the statistical properties of data revisions. One of the
interesting dimensions to consider is the predictability of data revisions. Mankiw et al.
(1984) and Mankiw and Shapiro (1986) find that the revisions to GNP can be considered
to be rational forecast errors, while revisions to money stock data are predictable. In a
recent paper, Faust et al. (2003) examine the revisions to the GDP growth rates for the
G-T7 countries and find that while for the US revisions are slightly predictable, for Italy,
Japan, and the UK, about half the variability of subsequent revisions can be accounted for

by information available at the time of the preliminary announcements.



Despite all the interest in the statistical properties of data revisions, there is hardly any
work analyzing their effects on decisions and their welfare implications. In this paper we aim
to fill this gap by using a dynamic general equilibrium model that includes data uncertainty.

In the first part of the paper, we summarize some of the statistical properties of revisions
which show the extent of data uncertainty. Our results show that over the last 30 years,
data revisions have been large and, more importantly, predictable. There is also evidence
that the initial announcements by the statistical agencies have been biased. We also provide
some evidence from a survey of professional forecasts that shows they seem to ignore this
bias and predictability. These empirical observations will be the basis of our model.

There are a number of previous studies that allow for noisy indicators in their models.
In one of the earliest examples, Kydland and Prescott (1982) introduce a white noise mea-
surement error for productivity in their model that is used to explain the business cycle
dynamics of the US. However, the measurement error does not play a central role in their
analysis. A recent paper by Bomfim (2001) considers the effects of white noise measurement
errors on business cycle dynamics using a similar model. Both of these papers assume that
revisions are unpredictable, zero-mean measurement errors. Qur empirical evidence suggests
that this may not be the right way to characterize data revisions.

In this paper we use a variant of the neoclassical stochastic growth model in which the
agents do not observe true productivity before making their decisions. Instead, they observe
an announcement about true productivity by a statistical agency. Unlike earlier papers we
calibrate the revision process in the model using a measure we derive from the data, which
enables us to use the model to measure the effects of data revisions.

The results of the model show important changes in the behavior of agents when they
face data uncertainty. In particular, we find that the agents’ optimal response to observed
productivity shocks are less extreme for consumption, compared to the case with no data
uncertainty. Since the agent knows that the signals he observes might be wrong, he chooses
to respond to only a fraction of them. On the other hand, when faced with a positive pro-
ductivity shock, the agent wants to save more than he would if he knew the true productivity
shock. All these changes in decisions can be considered the results of a precautionary motive
due to data uncertainty. The business cycle dynamics of the model also change with the
introduction of data revisions. We find that in the dimensions that the model without revi-

sions fails to match the observations from the US data, the model with revisions performs



no worse. However, the model with revisions better captures some aspects of the data, such
as volatility of output and labor, and contemporaneous correlation of variables with output.

The last part of the paper attempts to provide a cost-benefit analysis for data collection.
Sims (1985) emphasizes the difficulties in applying traditional cost-benefit analysis to data
collection. Identifying who obtains and benefits from the data is almost impossible. More-
over, measuring the value of the data to those who benefit from it is difficult, since it requires
identifying what their decisions would have been in the absence of the data in question. We
are able to address these issues in the framework of our model, since it allows us to measure
precisely how much agents benefit from the data.

We find that the existence of revisions, or equivalently not being able to observe the
current state of the world, is costly for the agents, around 0.47% of consumption every period.
This cost is computed by comparing the welfare in a model with revisions, calibrated to the
US data, to a model with no revisions. Due to the timeliness-accuracy trade-off, there will
always be some revisions, and thus it is not realistic to expect this cost to be reduced to
zero. But to the extent that the predictability of revisions reduce welfare, it may be possible
to regain some of this loss by eliminating this predictability. We compute the welfare gain
of such a policy to be about 0.08% of consumption. Although it is not possible to compute
the cost of implementing such a policy, the monetary value of this gain is about four times
the budgets of major statistical agencies in the US. This implies that any money spent on
reducing the predictability of data revisions documented in this paper would be worth it. We
also compute the benefit of having data announcements to be 0.03% of consumption every
period, which is about twice the cost of producing the data.

The paper is organized as follows. In Section 2, we outline our empirical findings regarding
the bias and predictability of revisions. In Section 3, we develop a static model of labor supply
with revisions. This section shows the effect of revisions in a simple model. In Section 4, we
develop a dynamic general equilibrium model with revisions. We use this model to measure
the quantitative effects of revisions. Section 5 concludes. Further details about the data used,

numerical solution methods, and proofs of claims and propositions are in the Appendix.



2 Statistical Properties of Data Revisions

In Aruoba (2004), we conducted an empirical analysis of data revisions an showed that
for a variety of macroeconomic indicators, data revisions do not satisfy the following three
desirable properties:
E(rf)=0 (P
var (7{) is small (P2)
E (rtf |It+1> —0 (P3)

where r,{ is the final revision of a variable and I;,; is the information set at the time of the
initial announcement of the variable. In the Introduction, we defined data uncertainty as
the uncertainty that arises when we cannot observe the correct state of the world perfectly.
Since rf is the difference between the true state of the world and the announcement by the
statistical agency, we can characterize data uncertainty with the variance of r{ . Similarly
when (P3) does not hold, the R? of the projection of 7{ on to I;;1 can be used to characterize
the level of predictability of revisions.

Before we turn to the models, we summarize our findings from Aruoba (2004). Our
analysis covers 22 variables which include key variables such as real output growth, labor
productivity growth, capacity utilization and inflation over the period 1966-2000. Our find-

ings are:

e The means of final revisions for all variables we consider are positive and all but four
of them are statistically different from zero. In other words, we have significant evi-
dence against (P1). This means that the initial announcements of statistical agencies

regarding these variables are biased downwards.

e Final revisions are statistically large, measured by the noise-to-signal ratios, and there-

fore (P2) is not supported by the data.

e In an ex post forecasting exercise, there are significant gains over a zero forecast which
would be correct if (P3) was true. These gains can also be exploited in real time for a

number of variables using a very simple forecasting rule.

e Results from the Survey of Professional Forecasters (SPF) suggest that a vast majority

of the forecasters choose not to update the initial announcement of the statistical



agency, which implies that they believe that (P1), (P2) and (P3) are true.

In this paper, our main focus will be (P2) and (P3) and we will use the observation
from SPF for modeling agent’s perceptions of revisions in the model. We do not consider
the effects of the bias of the initial announcements of the statistical agencies since doing so
requires departure from rationality, which we avoid in this paper. In other words, the agents
in our model will know about the non-zero mean revision and adjust the announcements
they see from the statistical agency.

In the next section, we construct a simple model with revisions to highlight how revisions
may effect the decision making process of agents. We then build a dynamic general equilib-
rium model to quantify these effects. In particular, we measure the welfare consequences of

data uncertainty and the predictability of revisions we summarized in this section.

3 A Static Model of Labor Supply with Revisions

In this section we consider a static model with revisions. This model will set the stage for
the notation and, more importantly, provide the intuition for the results we get in the next
section, where we develop the full dynamic model. In particular, we show that when faced
with uncertainty about the state of the world, the agents respond less to the signals they
observe. Moreover, we show why a welfare measure that condition on the observed states
may be misleading and we develop the measure of welfare that is used throughout the paper.

We consider the labor supply decision problem of an agent who faces uncertainty about
the state of the world (level of productivity) solved by a social planner. In this model,
true productivity, A, takes one of two possible values, d or —d, which we refer to as high
and low productivity, respectively.! Without loss of generality, we assume both states of
the world are equally likely. Instead of observing A/ directly, the agent observes A°, which

2 Formally, we have

is a correct signal with probability p, where p > 1/2 by assumption.
p = Pr(A°=AJA7 = A) = Pr(A/ = A]A° = A) where the second equality follows from

Bayes” Theorem.

'We assume that d € (0,1), which makes the problem well-defined, as will become clear below.

2When p < 1/2, we can re-write the problem when A° = d, for example, as the agent observing A° = —d
with the probability of observing Af correctly given by 1 — p. In other words, the problem will be symmetric
around p = 1/2 with both p = 1 and p = 0 corresponding to the case of certainty.
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The social planner maximizes the agent’s utility
ng’z}ilelog (¢)+1log (1 —h) (1)
subject to a trivial resource constraint ¢ = y where output follows
y=f(h)=A" +h (2)

and the constraints ¢ > 0 and h € [0,1].

Clearly, f (h) is not a constant-returns-to-scale (CRS) production function. We use this
production function to make sure A/ affects the decisions of the agent in a problem with
a tractable solution. If we use a production function of the form Afh®, for example, the
objective function of the agent would be log (Af) +log (h*) +1log (1 — h), in which case the
solution to this problem would be independent of A/. In the dynamic model we develop in
the next section, the existence of capital eliminates this issue, and we use a CRS production
function.

We can write the value function of the agent as follows, being explicit about the expec-

tation operator in (1) and substituting in (2)

V(A% = m}?x{Pr [AT = d|A°]log| d+ ] (3)
+Pr[Af = —d|A°] log [—d + h] 4+ log (1 — h)}

where the first term is the utility of consumption when the true shock is d, the second term
is the utility of consumption when the true shock is —d, and the last term is the disutility

of labor. All probabilities are conditional on the observation A°.

3.1 Solution with No Uncertainty

First we solve the problem in (3) when p = 1, which corresponds to the case of no uncertainty,

as Af = A°. The problem is simplified to

VB (A°) = max {log (A° 4+ h) +1log (1 — h)}



and the solution is given by
1— A°
4
d ©

which satisfies h € [0,1] as long as d € (—1,1). We use the superscript B to reflect the

hP (A°) =

“benchmark” economy, an economy with no revisions. Using (4), consumption is given by

1+ A°

P (A°) = 5

(5)

which always satisfies ¢ > 0.

In this simple model, the income effect due to the increase in A/ dominates the substitu-
tion effect.®> The solution for A shows that the social planner wants to smooth consumption
for the agent across the states of the world.* We can see this by recognizing that as A°
(and therefore A7, in this case) goes down, the optimal labor supply goes up, stabilizing

consumption in bad states of the world.

3.2 Solution with Uncertainty

When p < 1, the social planner considers the possibility that the observation of productivity

may be wrong. The objective function becomes

V(d = m]?x{plog( d+h)+ (1 —p)log(—d+ h)+log(1 —h)} (6)
V(=d) = mi?x{p log(—d+h)+ (1 —p)log( d+ h)+log (1l —h)} (7)

where we have taken conditional expectations based on the observed value, subject to
h€[0,1] and ¢ >0

which reduces to
h e (d,1]

since nonnegativity of consumption implies d + h > 0 and —d + h > 0.

31n fact, since the real wage is constant, there is no substitution effect.

4The term “consumption smoothing” is used in a different way than its more familiar usage in a dynamic
model where it means consumption changing smoothly over time. A smooth consumption over time means a
lower variance. Here, since we have a static model, consumption smoothing refers to a lower variance across
the states of the world.



Ignoring the constraints for now, when A° = d, the optimal labor supply, given by

hg = h% (d), solves the first order condition from (6) given by

1 +(1_) ; —L
p d+ hyg b —d+hy) 1—hy

where the superscript R is used the reflect the economy with “revisions”. When A° = —d,

the optimal labor supply, given by hy = h'' (—d), solves the first order condition from (7)

LY ()
p —d+ hp, b d+h;,) 1—hg

Note that the social planner chooses labor supply, considering a distribution of possible

given by

consumption values, and the realized consumption depends on the true productivity shock,
following (2).

These two equations, along with the appropriate second order conditions, characterize
the unique solutions to each problem, as long as constraints are not violated. Below we
summarize some of the important observations from this model. We provide the solution of

the model and the proofs of the claims in Appendix B.

Claim 1 When p < 1, we have the following relationship among optimal decisions for h
KB (d) < B (d) < hf (—d) < hP (—d)

This result has two implications. First, even when p < 1, the social planner wants to
smooth consumption for the agent by choosing k¥ (d) < hf' (—d). Second, since there is a
chance that the observed signal may be wrong, he chooses less extreme actions compared
to the p = 1 case, i.e. hP(d) < h®(d) and h®(—d) < hP (—d). This can be labeled as
a precautionary motive since recognizing the risk of incorrectly observing productivity, the
social planner chooses an action not as extreme as it would have been, had he observed the
true productivity. In other words, the social planner responds to the signals he observes less
than he would if he knew that the signals were correct. Clearly, the precautionary motive
and the consumption smoothing motive work in opposite directions, the former reducing the

variance of decisions across states and the latter increasing the variance across states.



Claim 2 When p < 1, the variance of the labor supply decisions over states decreases as the

level of uncertainty rises, while the variance of realized consumption over states increases.

We explained the first part of the claim above. The second part, i.e. the variance of
consumption increasing, results directly from the first part. The only tool that the social
planner has to smooth consumption over states is the labor supply decision. If, in the
presence of other motives, he chooses a smoother labor supply, it will lead to more volatile

consumption.

3.3 Welfare Comparisons

The ultimate goal of this paper is to compute the welfare consequences of data revisions. In
the next section, we use a calibrated, dynamic general equilibrium model for this purpose.
In this section we define the welfare measure we use in the context of the simple model and

explain why using the value function V' (A°) for this purpose might not be a good idea.
Claim 3 VE(d) < VB(d) and VT (-=d)> VB (-d)

The interpretation of this result is that when the observed state of the world is high,
then the agent in the benchmark economy feels better off than his counterpart in the re-
vision economy, but when the observed state is low, this is reversed. This result sounds
counterintuitive at first since it implies that an agent with more information can be worse
off. However, the critical point is that V' (.) has the observed state of the world as its argu-
ment, and the expectations condition on that. This is why the welfare calculations based on
V' (.) can be misleading. Thus, we need a welfare measure that conditions on the true states
of the world instead of the observed states.

We define a new value function, V7 (.) as
VE (A7) = E {log [¢" (A7, A%)] +1og [1 — b (A%)]} (8)

where the expectation is now taken with respect to A°, conditioning on A/. Note that when
p=1,VE(A) = VB (A), since the expectation becomes trivial as A/ = A°. This suggests
that when p < 1, we can interpret V7 (.) as the value of the objective function of the agent

in the benchmark model, evaluated at the decision rules of the agent who faces revisions.
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This interpretation makes welfare comparisons well-defined since we evaluate the decisions

of the agents in the two models in the same true state of the world.

Proposition 1 For all states of the world Af, VB (Af) > VR (Af), and when p < 1,
VE (AF) > VE(AT).

The formal proof of the theorem is in Appendix B. The result is a straightforward appli-
cation of Blackwell’s Theorem (Blackwell, 1951, 1953) which states that an expected utility
maximizer would prefer a larger information set. In our framework, Blackwell’s Theorem
implies that the agent in the benchmark economy, who has access to a larger information
set containing the true level productivity and the signal, must do better than the agent in

the revision economy who observes only the signal.

3.4 Summary of Results

We conclude this section by summarizing our findings from the simple model.

e Optimal labor supply increases as the true productivity shock declines. This can be

viewed as an effort to stabilize consumption over states.

e In the presence of uncertainty about the true state of the world (data uncertainty), the
social planner does not respond to the signals he observes as much as he would, had
he observed the true productivity, an action which can be labeled as a precautionary

behavior.

e Consumption is not chosen by the social planner but it follows from the resource
constraint. Since the labor supply decision is less extreme in the presence of data

uncertainty, consumption becomes more extreme.

e Welfare should be compared conditioning on the true states of the world.

In the next section, we construct a dynamic general equilibrium model with data revisions.

We use this model as a measurement tool to assess the welfare implications of data revisions.

11



4 A Dynamic General Equilibrium Model with
Revisions

In this section we develop a dynamic general equilibrium model where agents face data
uncertainty. We use this model to measure the welfare implications of data revisions and to
analyze how the decision making behavior of the agents in the economy changes when faced
with revisions.

Our model is a variant of the neoclassical growth model, which is used extensively in the
literature and can be considered the workhorse of modern macroeconomics. The model we
present in this section, unlike the model in the previous section, is a dynamic model. We use
a dynamic model in order to have a role for capital, an element crucial for matching some

of the business cycle facts we observe in the data.’

4.1 Environment
4.1.1 Endowments, Preferences, and Technology

Time is discrete and continues forever. There is a continuum of identical agents whose
measure is normalized to one. Since all agents are identical, we can consider the problem of

a representative agent who maximizes his lifetime expected utility given by
(e e]
Uo = Eq Z ﬁtu (ce, 1)
t=0

where ¢; is consumption, [; is leisure, [ is the discount factor, and Ej is the expectation
operator that conditions on the information at time 0. The instantaneous utility function
u (.) is increasing, continuously differentiable, and strictly concave in both arguments.

The agent is endowed with one unit of time every period and an initial capital stock,
given by kq. He supplies labor, h;, and rents his capital, k;, to competitive firms, and in
return he receives wage and rental payments, given by W; and R; per unit, which he takes

as given. These factor payments are allocated between investment to augment his capital

5Specifically, the existence of capital (and thus investment) makes labor supply procyclical in contrast
to a model without capital where the labor supply is, counterfactually, acyclical.
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stock, i;, and consumption. The budget constraint of the agent is thus given by
Ct + it = Wtht + Rtkt

Capital depreciates at rate 9, and the law of motion for the agent’s capital holdings is given
by
ktJrl = it —+ (1 - (5) kt

The output in the economy is produced by many identical competitive firms who have

access to a constant returns to scale (CRS) production function given by
Y; = exp (A{> F (Ht7 Kt)

where H; and K, are aggregate labor and capital, respectively, and Y; is aggregate output.
The function F'(.) is increasing and concave in both arguments. A{ is the natural logarithm
of the technological shock, and we use the f superscript to denote the true or the fundamental

value of the shock.’

4.1.2 Stochastic Environment

The only source of uncertainty in the model is technological progress which affects produc-
tion. The true technology shock is assumed to be persistent and its law of motion can be

approximated by the first order autoregressive process
A1{+1 = PA{ t & (9)

where p is the persistence parameter. The distribution of the technological innovations, ¢,
is given by
2

—0
g ~iid N | ——=—, 02 10

t (2 (1+p) ) "
where o2 is the variance of &;.

We specify the process for ¢; in a slightly non-standard way (with a non-zero mean)

6In the rest of the paper, we refer to Af as the technology shock, keeping in mind that what enters the
production process is exp (Af) .
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2

 are mean-preserving spreads, i.e. they do not affect the

to make sure that changes in o
mean of exp <A{ ) . This is important for our analysis since we change some of the variance
parameters in our experiments, and we want to make sure we are not distorting the results
by changing means.®

So far, the model is exactly like the standard growth model. The crucial difference comes
from what the agents get to observe when they make their decisions. As in the simple
model in the previous section, the agents observe an announcement by a statistical agency
about today’s productivity, A¢, but they do not observe the level of true productivity before
they make their decisions. Therefore we add a new layer of uncertainty, the uncertainty
about today’s productivity, in addition to the uncertainty about future productivity, which
is standard.

The announcement and the true productivity shock are related by
A{ = A? + 1y (11)

where r; is the implied revision. We assume a simple process for r; given by

2
ry ~ itd N (,u — %,Jf)

where o2 is the variance of r; and p governs the mean of the revision. Similar to the mean

of ¢; discussed above, we assume that even when p is zero, r; has a non-zero mean. This will

2

2 in our experiments, the mean of exp (r;) does not change.’

ensure that when we change o
Even though we allow for an unconditional mean of revisions, this will be inconsequential as
far as agents’ decisions are concerned. As long as agents are fully rational, which is the case
in this model, they will adjust all the announcements they see by the unconditional mean of
revisions and their decisions will be unaffected.

We make two modeling choices regarding the revision process. The first is the normality

"Rothschild and Stiglitz (1970, 1971)
8See Cho and Cooley (2003) for the proof that when the distribution of &, is specified as in (10), the

mean of exp (Atf ) is equal to unity and therefore changing o2 is a mean-preserving spread.

9We are concerned about the mean of exp (r;) since we can decompose exp (Aic ) as exp (A9) exp ().

When we compute the mean of exp (r;) with this specification, it is equal to exp (x) which is very close to
1+ p, when p is small.
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assumption which will be justified when we calibrate the revision process in Section 4.3.2
using real data. The second choice is that we model revisions as independent processes across
time. This assumption seems to contradict the empirical evidence regarding the persistence
and predictability of revisions we presented in Aruoba (2004). However, we can justify this
by the following argument. Suppose r; = 7; + m;, where 7, and 7; are the predictable and
unpredictable parts of the revision, respectively, and 7, comes from a forecasting equation.
The representative agent is ultimately interested in forecasting A{ , and this decomposition
of 7, is irrelevant for him. We can think of a new announcement A? = A9 4 #, and the new
implied revision is m;, which is by definition an independent process. Therefore, we assume
that the announcement A? contains all the information that can be extracted from the
information in the economy (including the information that might help to forecast revisions),
and the difference between A{ and A¢ is orthogonal to everything in the economy. In other
words, the agent does not try to forecast the revisions since he thinks that he is facing izd
revisions. This setup is in line with the evidence from SPF that we summarized in Section
2, which suggests that agents believe they cannot forecast revisions.!?

When g = 0 and 02 = 0, we have r; = 0 for all periods. This means, trivially, that
A? = A{ . We label this model as the benchmark model since in this case today’s productivity

is no longer uncertain, and we are back in the standard neoclassical growth model.

4.1.3 The Filtering Problem of the Agent
Every period the agent faces a non-trivial filtering problem. Given A¢ and the whole history
of past realizations of the true shock {, A{_Q, A{_l} , he has to forecast the true technol-

ogy shock for the current and next period. Formally, he needs to compute E (A{ |It> and
E (A{H\[t) where [, = {...,A{J,A{fl,A;}}. We assume that the agent uses the Kalman

Filter to find the best linear forecast of these objects. Specifically, at period ¢ he considers

10Below, when we want to analyze the case where revisions are predictable, we use a similar argument
that relates predictability to change in variance of r;.
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the state space system

, Al [0 1| [ A 0
Measurement Equation : = +
a )Tl )T -
Al [ p 0] Al £
Transition Equation : ) _ [P ¢ 4+
Af 10|\ AL, 0

where we only include A/ | and A? in the state vector due to the Markovian structure of

the true technology shock. The optimal forecast of A{ and A{ 41 can be obtained using the
Kalman Filter and they are given by!!

E (A{]It) = wpAl | + (1 —w) A?

E(allL) = pB(AfIL)

where

0.2

w=—"— (12)

42 2
o+ oz

To ease notation, we define the filtered signal as
Ay = wpAl , + (1 —w) A?

and use it as the state variable of the agent since it gives the agent all the information he

needs to solve his problem. The errors from the optimal forecasts are given by

ng = A{—At:wst—i—(l—w)rt

np = Al —pAi=plwe,+ (1 —w)r] + e = pnf + e

1Gince the Kalman Filter gives the best linear forecast, we can also solve the following simpler forecast
combination problem to find the solution:

min var {w (A{ - PA{—l) +(1—w) (A{ - A?)}

w

= minwvar [we, + (1 — w) ]
w

since the forecast of the Kalman Filter will essentially be a linear combination of the two forecasts using
A{,l and A?.
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and the law of motion of A, is giv