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1. Introduction

This paper is motivated by a variety of émpiricél observations, to be
described later, on the comovements of currency velocity, inflation and the
relative size of the "credit services" sector. By the credit services sector
we mean the part of banking and credit sector which provides alternative
means of transactlons to using currency as well as other services which help
people economize on currency. These observations motivate our development of
a menetary growth model in which a costly credit services sector provides
alternative means of transactions to using currency - as in the model of
Gillman [1993].

Aside from being consistent with the empirical observations which
motivate our modeling, our model makes two specific and new contributlions.
The first is to show that direct quantitative evidence on the welfare cost
of low inflation ls consistent with the welfare cost measured by using an
estimated money demand curve following the classic analysis of Bailley [1956]
and the more recent analysis of Lucas [1993]. This is done by showing that
the model establishes a link between money demand and the welfare cost of
inflation on the one hand and the welfare cost of inflation and the relative

size of iLhe credlit services sector on the other hand.1 We then show that

1Regarding the welfare implications of resources used for providing
transaction services Lucas [1993, p. 331 writes, "In a monetary economy, it
is in everyone's private Interest to itry to get someone else to held
non—interest bearing cash and reserves. But someone has to heold it all, so
all of these efforts must simply cancel out. All of us spend several hours
per year in this effort, and we employ_ thousands of talented and
highly-trained pecple full-time in the financial industry to help us. These
person-hours——hundreds of billions of dollars worth--are simply thrown away,
wasted on a task that should not have to be performed at zll."



when the model is calibrated from a semi-log money demand function estimated
from U.S. data the resulting welfare cost estimate is remarkably consistent
Wwith direct measures of the relative size of an appropriately defined credit
services sector for the U.S. - essentially the cost incurred by banks and
credit unions in providing demand deposit and ecredit card services. Both of
these measures amount to about 0.5 percent of GNP.

The second contribution of this paper iIs that it provides welfare cost
of inflation estimates which have some new features. We find that the total
welfare cost of inflation 1is bounded at a fairly low level. The total
welfare cost of inflation in our model reflecis two distinct effecis of
inflation. The first is the effect noted above that inflation affects the
share of total output that is devoted to transactlon services provided by
the credit services sector. The second is that inflation distorts labor
supply and investment declsions and thereby affectis itotal output as in
Cooley and Hansen [1989,1991] and Stockman [1985]. It turns out that the
nature of the inflation induced distortions in labor supply and capital
accumulation depend on the functional form of the money demand function. For
our speclification which fits U.S. data quite well, these costs are bounded
no matter how high inflation is. Furiher, the relative size of the credit
services sector also remains bounded with inflation. Consequently, the lotal
welfare cost of iInflation remains bounded with inflation. For our
parameterization this bound occurs at about 5 percent of consumption.

The rest of this paper ls organised as follows. In section 2 we
describe the empirical observations concerning comovements in inflation, M-0

velocity, and the share of the banking and credit gector, which motivate our




study and modeling approach. In section 3 we describe our model and show
that it is consistent with these observations. In section 4 we provide
direct quantitative evidence on the welfare cost of low inflatlion and show
that this evidence is consistent with the welfare cost measured using an
estimated money demand curve. In Section 5 we describe our model’s
quantitative implications for the welfare cost of inflation and in Section 6
we offer some concluding remarks concerning the robustness of our resulis to

alternative specifications.

2. Co—movements in Inflation, Velocity, and th; RelatiQe Size of the Banking
and Credit Sector

In this sectlon we provide some evidence of comovements among M-0
velocity, the relative slze of the banking and credit sector, and inflation.
This evidence 1is of two types. First we show that In high inflation
countries movements in velocity and the relative size of the banking and
credit sector tend to parallel movementz In inflatlon. Our evidence comes
from Israel, Argentina and Brazil which have experienced episodes of very
high inflation during the elighties, Austria, Hungary, Poland and Germany
which experienced hyperinflations after WWI. Second we show that for the
U.S. even after accounting for the comovements of velocity with inflation
there is residual comovement between velocity.and the relative size of the
banking and credit sector in post-WWII data.

We should acknowledge that the relative size of the banking and credit
sector is an Iimperfect proxy for the relative size of the credit services
sector. Banks perform many functions other than those that help pecople

economize on currency and many functions that help pecple economize on



currency are performed outside of banks. Unfortunately, data limitations
compel us to use these crude proxies. However, we feel it is plausible that
for countiries which have experienced episodes of very high inflation rates
over a relatively ghort period of time much of the change in the relative
gize of the banking and credit sector is due to changes in services which
help people economize on currency. In our discussion of velocliy we use the
monetary base as the measure of money. We feel this is appropriate for our
purposes since the relevant dlstinction in our analysis 1is between
costlessly provided outside money and costly inside monies.

We first describe observations from some high inflatlion countries.

High Inflation Countries

The strong assoclation between the relative size of the banking and
credit sector and inflation iIs wmost transparent In economlies that
experienced an accelerating inflation and then an end to the inflation
period. In Figure la we display data on inflation, the share of employment
in banks, and the total number of bank accounts for Israel which experienced
a pericd of high and accelerating inflation from 1970-1985. This Figure
shows a significant upward trend in the share of employment in banks and in
the number of bank accounts from 1968 to 1985. In July 1985 the Israeli
government implemented a stabilization program which resulted in an abrupt
drop of the annual inflatlon rate from a high of cleose to 500 percent to a
low of 16-20 percent. It can be seen that during the period 1986 to 1989 the

share of employment in banks and the total number of bank accounts dropped.2

“Data on the number of teller machines per 100 people and the area of banks
per 1000 people from Alyagari and Eckstein [1994, Table 1] also show a



Argentina has also experienced a protracted period of accelerating
inflation as shown in Flgure 1b. In April 1991 the Argentinian government
implemented a stabilization program that abruptly reduced the annual
inflation rate from a high of close to 350 percent to 10 percent over a
period of sgeveral months.lFigure 1b shows a.strong'positive relationship
between the employment share in the banking sector, and the CPI inflation
rate.3 The banking emnployment share increases rapidly during the vyears
1975-1976, a perliod In which the annual inflation rate exceeded 150 percent.
The banking enmployment share péaks in 1980 and then gradually falls
thereafter. The number of bank branches shows a similar pattern of
comovement with inflation.

Brazil is a third country that has experlienced a long period of
accelerating inflation during the eighties. The latest effort to reduce the
inflation rate in Brazil began in December of 1994 and it is still tco soon
to get data for the post inflation period. However, recent reports (see e.g.
the Economist January 21, 1995) suggest that the story of Israel and
Argentina is now bhelng repeated in Brazil. Figure lc.displays data on the
value added share of the financial sector in GDP, and inflation, in Brazil.
Once again we see that the long periocd of rising inflation is accompanied by
an increase in the relative size of the banking sector. Evidence on check
clearing is also consisteni with this view. During the late elighties Brazil

cleared nearly twice as many checks a year (relative to GNP) as the U.S. and

similar pattern of comovement with Inflatlon.

3The measure of banking sector employment summarized Iin ihis Figure includes
employees in private banks, public banks and other financial entities.
Employees of the central bank of Argentina are excluded.




they were cleared faster.® Evidence from Brazil and Argentina also indicates
that banks largely abandon traditional banking activities during high
Inflations and focus instead on activities that help individuals economize
on their holdings of cash.”

Wicker [1986] documents sharp increases in unemployment in the banking
sector in Austria, Hungary and Poland during the post-stablilization period
in the 1920°s. With reference to the Hungarian case he says (1986, p. 358),
“The most siriking thing about these figures (incidence of trade union
unemployment) is the extrabrdinary increase in the number of unemployed in
the financial sector ~ 31.5 percent of the total net increase of 13,000. All
of this Increase can be atiributed to the ending of hyperinflation which had
increased substantially the money markelt as well as other operations of
commercial banking." For Austria, Wicker [1986] describes a similar pattern
where 10,000 workers in the banking sector lost their Jjobs immediately after

stabilizatlion. With regard to the German hyperinflation of the early 1920°s

*in Brazil 7 billion checks a year were cleared during the late eighties.
For purposes of comparison the Federal reserve system cleared about 19
billion checks in 1990. If we scale down the U.S. figure using the fact that
GDP in Brazil is about 20 percent of GDP in the U.S. we get a figure of 3.8
biillion checks a year. With this scale adjustment Brazil cleared nearly
twice as many checks a year as the U.S. Moreover, in Brazil 95 percent of
all checks cleared within twenty four hours whereas in the U. S. only 85
percent of all checks cleared within twenty four hours.

sln Brazil, the maximum term on loans in 1990 was 180 days and most loans
had a maturity of less than 60 days. In Argentina (which also experienced
very high inflation during the eighties) seventy percent of bank deposits in
January of 1991 were held in accounts that had a maturity of less than 13
days. Moreover, during periodg of high inflation banks make huge returns on
the "float" they hold. The Economist (January 21, 1995} notes that Brazilian
banks made as much from managing float as from traditional banking
activities. In December of 1994 when inflation fell fto about 1.25 percent
per month from over 30 percent per month six months earlier, revenues from
float dropped to S percent from 25 percent of total revenue.




and its stabilization, Garber [1982], Graham. [1930] .and Bresclani-Turroni
[1937] indicate that there was a substantial increase in employment in the
banking sector during the period of accelerating inflation and a decrease in

employment in that sector after stabllization.

A Low Inflation Country: U.S.

Figure 2a displays the time serles of actual Inverse velociity and its
fitted values using interest rates and a semi-log money demand equation with
a unit income elasticity over the period 1930-89. In Figure 2b we display
the time series of actual inverse veloclity as well as its fitted values
using Interest rates and the employment share of ithe banking and the credit
sector.® A comparison of these iwo Figures clearly demonstrates that the
banking and credit sector employment share helps explain movements in
velocity even after accounting for movements in inflation.

In the next section we describe our monetary growth model and show that

this model is consistent with the observations described in this section.

®our definition of the banking and credit sectors ceonsists of the "banking"
and “credit agencies other than banks" sub-sectors of the Finance, Insurance
and Real Estate (FIRE) of the NIPA. Our measure of GNP is the usual GNP less
net exports and government purchases.

"Melnick [1995] reports similar evidence for Israel. In addition to the
contemporaneous effects displayed in Figure 2, vector autoregression (VAR)
analysis reveals significant dynamic interacticons. For the wvector of
observables consisting of inverse velocity, the nominal interest rate, and
the employment share of the banking and credit sector, we find that the
shocks corresponding to inverse velocity and the employment share explain
moest of the variance in these variables. Specifically, the employment share
variable explains up to half the variance in inverse velocity and inverse
velocity explalins up to tweniy percent of the variance in the employment
share upto horizons of ten quarters.




3. A Monetary Growth Model With Credit Goods Production

Our model is of the cash-in-advance (CIA)} variety; however, the key
distinctive feature of our model is that cash goods and credit goods are
perfect substitutes iIn consumption and investment but differ in their
production technologies; ;pecifically, produ;tion of credit goods is a
resource using activity.8 The model is a competitive equilibrium model and
1s described in terms of the behavior of its three decision units, namely,
the households, the producers, and the government, and equilibrium
conditions. We start by describing the technology and the behavior of the

representative producer.

The Technology and Producer Optimization

Total output, denoted Yt* is produced using capital (Kt] and labor (Nt)
via a constant returns te scale production function F. Total output can be
used to produce goods (Yt) for investment and consumption on a one-to-one
basgls or can be used to ﬁroduce credit seréices (ét} where one unit of

credit services requires gt units of total output. Therefore, we have

8This approach 1is unlike the cash goods/credit goods model of Lucas and
Stokey [1987] in which cash goods and credit goods are perfect substitutes
in productlon but not 1in preferences and Is similar to the approach in
Gillman [1993]. We think that our approach 1is sensible since gasoline is
gasoline regardless of whether one pays for it with cash or check or credit
card. The distinction ought to be traced to the additional resources in the
form of the services of the banking sector or credit card companies that are
required for the purchase of “credit gasoline" as opposed to ‘"cash
gasoline." This implies that differences in the iechnology of producing cash
versus credit gasoline will be reflected in different prices for credit
gasoline and cash gasoline. This is indeed the case for gasoline at many gas
stationg around the U. S. at which different prices are listed depending on
whether one pays for gas with cash or with credit. Aside from descriptive
realism one advantage of adopting our modeling strategy is that data can be
brought teo bear in calibrating the model and developing the model’s
quantitative implicatiens. - - .




. * = =
(3.1) Yt F(Kt’etNt) Yt + qstst'

The labor augmenting technology shock et is assumed to follow a trend
stationary stochastic process wilth average growth rate of g. The cosi of
producing credit services Tt is assumed to follow a statlionary stochastic
process.9

The output of goods Y, is assumed to be uniformly distributed across a

t
continuum of types indexed by z € [0,1]. A unit of fype z good can be used
in two ways. It can either be used to preduce a unit of the cash good on a
one—-to-one basls or it can be combined with R(z,et} units of credit services
and used to produce a unit of the credit good. We assume that R is sirictly
increasing in z with R(O,stJ = Q. That is, a good that is indexed with a
higher wvalue of z requires mcre services to be iransformed Into a credit

good.10 g, ig a random varlable assumed to follow an exogenous stationary

t

stochastic process Independent of Bt and Ay

our specification 1s equivalent to one where there are two different
sectors producing goods and credit services with production functions that
are ldentical except for a scale factor which 'is qst.'The value added share

of credit services in total output is then also equal to the shares of labor
and capital in the credit services sector. This specification is adopted for
convenlence and is reasonably consistent with the data. Later we will assume
that the production function F 1s Cobb-Douglas so that data on the labor
share can be used ito estimate its parameter. Empirically, labor share in the
banking and credit sector (as defined earlier, =see note (?} is not much
different than the labor share in GNP. The goods producing sector of the
model is identified with GNP 1less net exports, government purchases and
value added in the banking and credit sector. Using U.S. annual data from
1947 to 1989, we find labor shares of (.62 and 0.59 in the banking and
credit sector and the goods producing sector, respectively.

Y%ur specification of the technology for producing credit goods is similar
to that of Gillman [1993].



A unit of type z good (either cash good or credit good) can either be
consumed or used for gross investment, i.e., to produce new caplital goods.11

Letting i, and 1t(2) be gross investment and the amount of type z good used

t
for gross investment, the technology for gross investment is of the

following lLeontief fixed coefficlients type.

(3.2) it = infz{it(z)}.
We now describe some implications of producer optimization. It’s

obvious that p ,/p = q where p and p denote the prices of cash goods
st" 1t 1t st

st
and credit services, respectively. Further, Wy = etFZ(Kt’gtNt) and ry
Fl(Kt,BtNt) where W, and r, are the wage and the rental on capital in units

of the cash good, respectively. Letting p2t[z) denote the price of type z

credit goods we have

(3.3) pzt(z) =Pyt pstﬁ%(z,et) = pltfl + qst‘}?(z,et)}.

which follows from the fixed coefficients technology for the production of
credit goods. Notice that our assumptions on R{.) imply that the credit

price of a good ig increasing in the type index z.

The Representative Household

There is a representative infinitely lived household which has one unit

11Thus, we do not arbitrarily deslignate consumptlon goods as cash goods and
investment goods as credit goods as In, for e.g., Coocley and Hansen [1989].
In our model both cash goods as well as credit goods may be used for
consumption and/or investment.

10



of labor endowment available each period. The household consumes the amount

ct(zJ of type z goods and supplies the amount n, of labor input in each

t
period t. The household’s preferences are given by the following expected

discounted sum of utilitieé of consumpfion and leisure

o t
(3. 4a) EO{Et=0 g U{ct,l—nt]}, 0 < 8 < 1, where

(3. 4b) e, = 1nfz{ct(zJ}
is (composite) consumption.12

The household purchases xt(z) units of type z good and uses these goods
for consumption and gross investment. In view of (3.2} and (3.4b) we have

that

(3.5a) it(z) = 1t’ ct(zJ = ¢y, xt(z] = X, for all z, where
(3.5L) Xg =S *t i = c, + k“1 - (1—5)kt,

where kt is the stock of capital that the household has at the beginning of
period t and 8 1s the depreciatlon rate of capital.

We now describe the houséhold’s optimization problem. We start with the
household’s CIA and budget constraints. The total purchases Xy will be
partly in the form of cash goods and parily in the form of credit goods.

Since the cash price of goods is constant across types whereas the credit

price of goods 1Is increasing in the type index z there will be a particular

12Our speclfication is the same as that used by Schreft [1992] and turns out
to be much more convenient since it enables us to retain the one-good
structure of the standard monetary growth model.

11




cut-off index zt* such that the household will purchase goods with indices

below zt* as credit goods and goods with indices above =z

Thus, credit goods purchases equal X Z

t* as cash goods.

t* and cash goods purchases equal
—_ %
xt(l z, ).
In addition to capital, the household begins period t with my units of

money and b, units (in terms of face value) of nominal bonds. The household

t
also recelves nominal lump sum transfer payments from the government in the
amount Xt' As is usual in CIA models of money there is a financial market in
which the household can rearrange iis portfolio of money and bonds. Once
this is done the flnancial market closes and the goods markeis (for

purchasing cash goods and credit goods) open. In the cash goods market the

household can purchase cash goods subject to the following CIA constraint.
- - E 3
(3.6) (m +X, )/p g + by/Pyy =~ by /IR Ip, 1 = 2 (12, J.

In (3.6) Rt is the nominal Interest rate from t to t+1. Note that the left
gide of (3.6) is the amount of cash the household has available after the
close of the financial market.

z*
The household’s budget constraint is as follows where f txtpzt(z)dz is
0

the total nominal cost of purchasing credit goods.

z
! - 3
n, + rtkt = xt(l z, )+ Ia

mt+1/p1t + bt+1/[ (1+Rt)p1t]'

{3.7) (mt-l-Xt)/plt + bt/p1t W [z)dz/p1t +

t X Pot

Note that wage and rental income is received after the close of the

financial market and cannoi be used for cash goods purchases. Further, labeor

12



and capital services are treated as costless credit goods, i.e., they do not

requlre credit services for e:-cc:hange."3

The household maximizeslthe expected discounted sum of utilities in
(3.4a} subJect to the following constraints: total purchases egqual purchases
for consumption and investment (3.5b), the CIA constraint (3.6} and the

budget constraint (3.7). The solution to the consumer’s optimization problem

is characterized by the following first order necessary conditions (FONCs).

(3.8a) Ul,t/Uc,t = wt/(1+rt),

{3.8b) Uc,t/(1+Tt) = BEt[U 1,

' e, t+1 P117Py 141
BE, [(1-s+r /(14T )V

)(1+Rt+1)/(1+tt+1

(3.8c) U

]

e, b c, b+177

(3.8d) 1+Rt

¥*
Py (24*) /Py

where

ziﬁ
t
— *
(3.9) l+z (1 z, )(1+Rt) * JO P,y (2)d2/p,,,

and U and UC

1t denote the marginal utilitles of leisure and consumption,

t
H
respectively, at date t.

Government

The government sets the money growth rate x, = (M

¢ _Mt)/Mt in such a

t+1

way that x, follows a stationary stochastic process which is independent of

t
{Gt,qst,st}.

13A brief discussion of these assumptions is given in the concluding section.

13




Equilibrium
The following conditions (which are pretty self-explanatory) need to

hold in equilibrium.

(3.10b) X =Y, =C, + Kt+i - (1=8)K,,

E 3
(3.10¢) Ytjztﬂ(z,st)dz = s,
o

(3.104d) (kt,nt,c m. ) = (Kt’Nt’Ct’Mt)’ K

oMy MO given.

0
In (3.10c) the expression on the left ls the total amount of credit services
used in producing credit gocds.

This completes the description of the model.

We now show that the gqualitative predictions of the model are
consistent with the empirical observations in section 2. These cobservations
are that inflatlon, the relative size of the banking and credit sector, and
velocity tend to comove and fhat there 1is residual comovement between the
relative size of the banking and credit sector and wvelocity even after
accounting for the comovement due to inflation. The key element of our model
on which its implications rest is the link between money demand and the
value added share of the credit services sector, which we now proceed Lo

derive.

Money Demand

The money demand function in our model is derived from the household’s

14



FONC (3.8d) which is a Baumol [1952] type condition that sets the
opportunity cost of cash equal to the cost of credit services for the
marginal good. A household can either purchase an extra unit of the cash
good at price Py by borrowing in the financial market at the interest rate
Rt’ thereby reducling its cash holding at t+l, or it can purchase a unit of
the marginal credit good {with index zt*) at the price pZt(zt*) and reduce
its cash holding at date t+l1. Since cash goods and credit goods are perfect
substitutes in consumption and investment the marginal condition (3.8d) must

hold.

We can use (3.3) to rewrite (3.8d) in the following way.

. *
{(3.11) Rt qstfR(zt ,et).

This condition determines the cut-off index zt* as illustrated in Figure 3.

Goods wlith indices lower than zt* are purchased as credit goods and gcods

with indices higher than z * are purchased as cash goods. Holding the

t

relative price of credit services fixed an Increase in the nominal interest
rate leads to an increase in the fraction of g;ods bouéht on credit {since R
is increasing) and, hence, a decrease In the fraction of goods bought with
cash.

Letting m, = /p1t denote real balances and noting that (3.1Qk) and

Mt+1

the CIA constraint imply that zt* = 1—mt/Yt, we can rewrite (3.11) to obtain

the following inverse money demand function for our model.

(3.12) R, = q RU-m /Y, ).

15




From (3.12) we see that the money demand function for our model

reflects the technology for producing credit goods.

Credit Services

Let ¢t = qStSt/Yt* denote the value added share of credit services in
GNP. We now derive the relation between.¢t and money demand. To exhibit this
it is convenient to let a, denote et times the integral in (3.10c). Thus ay
measures the amount of credit services used (in units of goods) per unit of
goods produced (see area A In Figure 3 for an illustiration). Note that a, is
also the area under the inverse money demand curve normalized by the highest
possible value of real balances. To see this let At denote the area under

the inverse money demand curve and note that

* y
t Y ) _
(3.13) a, = |0 q Rz, ¢ )dz = Im a RUI-M/Y e ddn/Y, = A /Y.
t

The relation between a, and ¢t is as follows.

t

L]
- ‘ t = = -
(3.14) a, = 0 qstﬂ(z,at)dz = qstst/Yt = ¢t/(1 ¢t).

This equatlon exhibits the key 1link in, our model between the value
added share of the credit services sector and money demand. This link arises
because in our model the area under the inverse money demand curve measures

the amount of credit services used which implies that anything that affects

velocity will affect the value added share.




Comovements with Inflation

Equation (3.14) implies a positive comovement between inflation and the
relative size of the credit services sector. As inflation and the nominal
interest rate rise the opportunity cost of cash goods rises and pushes
consumers to purchase less cash goods and more credit goods (see 3.12 and
Figure 3). Thus, real balanceg fall, velocity rises, and the share of credit
goods in total goods rises. The fall In real balances ralses the normalised

area under the Inverse money demand curve a Equivalently, the greater

.
quantity of credit goods requires a greater gquantity of credit services (see
3.14 and Flgure 3}. Hence, capital and labor move into the credit services
sector and its value added share (¢t) rises. Thus our model can account for
the comovement among inflation, velocity and the relative size of the
banking and credit sector. .

Our model is alsc consistent with the strong linkage between inverse
velocity and the employmeni share of the banking and credit sector that
remains after accounting for their comovement due to inflation (see Figures
2 and the discussion in section 2). This 1is because, in addition to
inflation, Iimprovements in the technologies for producing credit services
and credit goods can also generate comovements beiween velocity and the
value added share of credlit services. Such technological improvements can be
interpreted as decreases in daq and in €, - Both of these lower the cosi of
buying goods on credit and thereby increase the share of credit goods,
reduce money demand and, hence, raise currency velocity. Noting that =z * =

t

l_mt/Yt and using (3.12) and (3.14), we can express mt/‘[t and ¢t as
).

functions of [Rt,qst,ct

17




(3.15a) m, /Y, = MR ),

£t t* It Et
(3.15b) ¢, = 2R

tr9gt2 S )

Therefore, movements in velocity unexplained by interest rates ought to
be correlated with movements Iin the value added share unexplained by
interest rates. Alternativély, the value addea share.qbt {equivalently, the
employment share) ought to improve the fit of the money demand equation.
Thus our model is consistent with Figures 2 discussed in section 2.1

Having shown that our model is consistent with the qualitative evidence
linking inflation, currency velocilty and the banking and credit sector, we
now turn to examine direct evidence on the welfare cost of inflation which
is consistent with an empirically estimated money demand function. This is
cne of the twe main contributions of this paper and is described in the next

section.

4. Direct measure of the welfare cost of Inflation

As we saw before a key feature of our modél is thét a rise in inflation
leads to an expansion of the credit services sector. It is easy to see that
resources allocated to this sector represent a social waste. In order to
focus on this misallocation of resources let’'s assume temporarily that labor
supply is inelastic and fixedlat n and that gross investment is exogenously

fixed at the constant fraction (g+8) of the capital stock so that the

%It is also obvious that if the variables (Rt,qst,et) are serially

correlated then the there will be dynamic linkages among the vector of

observables (Rt,mt/Yt,¢t). Thus, our model is also gqualitatively consistent

with the VAR based results on dynamic linkages among these variables
mentioned in secticn 2.

18




capital stock grows exogenously at the same rate as 6. We can rewrite

(3.10b) using (3.10a) as follows.

(4.1) = + Kt+1 - (1-6)Kt = Yt = (1—¢t)F(Kt,etntJ.
Now note that when the nominal interest rate is zero all goods are sold

as cash goods and the share of credit goods z * is zerc (see 3.11 and Figure

t

3). Hence, the normalised area under the inverse money demand curve ay is
zero and, thereby, the value added share ¢t is zero (see 3.13 and 3.14). It
follows that consumption 1s at its highest. When the nominal interest is
positive, ¢ 1s positive and acts as a tax on GNP reducing consumption and,
hence, welfare. It’s obvious that ¢ is an exact measure of the loss in
consumption relative to GNP when total resources are held fixed. Thus, we
have shown that resources diveried to the credit services sector from the
goods preoduction sector are misallocated and that the value added share In
the credif services seclor Is one component of the welfare cost of
inflation.

Therefeore, one way to measure the welfare cost of Iinflation is by
directly measuring the relative size of an appropriately defined credit
services sector. A second way to measure the welfare cost of inflation is by
calculating the area under the inverse money demand curve (holding Yt
fixed). To see that this is equivalent note that the welfare cost (denoted

AW) can be written as

*
- - _ _ t
(4.2) AW, = ACt = ¢F(Kt’etnt) = q.S; = qSYth Riz,c)dz
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Yt
= I% qsﬁ[l—m/Yt,e}dm.

£
Thus, from the last equality in (4.2) we see that the welfare cost
corresponds exactly to the area under the Iinverse money demand curve. *°
We now provide empirical evidence from U.S. data which shows that the
area under an estimated money demand curve does Indeed match well with
direct measures of the relative sgize of an appropriately deflned credit
services sector for the U.S,

We first describe how the model is parameterized,.

Parameterization

We start with the specification ¢of the money demand function. The only
restrictions on the functional form of money demand are that it have a unit
income elasticity, be decreasing in the nominal interest rate, and be
bounded even as the nominal Interest rate goes to zero (see 3.12). The last
restriction is due to the CIA nature of our model so that money demand

remains bounded hy Y Thus our model accommedates a wide wariety of

.
functional forms for money demand within a one-sector monetary growth model
with standard specifications of preferences, technology, and growth, and can
be calibrated from empirically estimated money demand functions. We use the

empirically popular semi-log form of money demand which fits U.3. data quite

well (see Lucas 1993). This ls obtained from the following specification of

15This is the component of the welfare cost of inflation captured in the
models of Lucas [1993]. Interestingly, Lucas finds that his numbers are
approximately the same as the area under the inverse money demand curve; in
cur model they are exactly the same.
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the R(.) function
{4.3) R(z,e,) = —nlin(l-z)-g].
This leads to the following semi-log specificafion of ﬁoney demand.

(4.4) ln(mtl = —Rt/(qstn} + In(Y) + e,.

We use the monetary base‘as our measure of money. As noted earlier this
is appropriate for our purposes since the relevant distinctlon in our model
Is between costlessly provided outside money and costly Inside monies. We
assume that gt is constant, and use a wvalue of 10 for the semi-elasticity
of money demand {(with respect to annual interest rates), i.e., we set q.n =
0.1 for annual interest rates. This is the value we estimated by OLS using
annual data from 1800-91 on the monetary base, net national product and the
commercial paper rate. This value is close to the value estimated by Lucas
[1993] who uses Ml as his definition of money. We set the mean of & in (4.3)
and (4.4) to zero and use a model period of 2 months which is consistent
with our definition of money. Since the model period is 1/6 of an year the
value of qn is adjusted accordingly to 0.1/6. ¢

The rest of the model specification is ag follows. The utllity discount

factor 8 = 0.9516 (annual) and the utility function is taken to be

SNote that with our specification in (4.3) and (4.4} and the choice of the
period length as two months, an annual nominal interest rate of 10 percent
and the estimated semi-elasticity of 0.1 (with respect to annual nominal
interest rates) imply a currency velocity of about 2.7 over a two month
perlod or about 16 over an annual period. This seems about right for recent
data.
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log-linear in consumption and leisure with the weight on consumption equal
to 0.311. These values are chosen to match the real return to capital and
the share of hours worked in total hours. The production function is taken
to be Cobb-Douglas with a capital share parameter of 0.36. The annual
depreciation rate of capital is set at 0.06 and the annual exogenous trend
growth rate of the economy is set at 0.02.

In Figure 4 we display a time series of the costs (as a percentage of
GNP) of U. 3. commercial banks arising from . the provision of transaction
services - specifically demand deposits and credit cards. The numbers behlind
Figure 6 are constructed as follows. The Functicnal Cost and Profit Analysis
{(FCPA) report on commercial banks provides data on the wvolume of demand
deposits and the costs assoclialed with the demand deposit function for baunks
participating in the report. Using these we calculale costs as a perecentage
of demand deposits for the reporting banks and then multiply this ratio by
total demand deposits and then divide by GNP in order to get an estimate of
costs as a percentage of GNP associated with the demand deposit function.
The FCPA reports for commercial banks also provide numbers on total credit
card balances and the costs associated with the credit card function for
reporting banks. These numbers are used to ca}culate.costs as a percentage
of total credit card balances for reporting banks. This number is then
multiplied by total credit card balances and divided by GNP to obtain an
estimate of costs as a percentage of GNP associated with the credit card
function. We then take the sum of costs as a percentage of GNP associated

with the demand deposit function and the credit card function is a rough
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As can be seen

estimate of costs associated with transaction services.
these costs average to about 0.5 percent of GNP. In Figure 5 we dlsplay the
values of ¢ for various values of the nominal Iinterest rate. These are

calculated using (3.14) where a_ is calculated from the estimated semi-log

£
money demand function. For moderate inflation rates, =say 3-8 percent
annually, the corresponding values of ¢ are about 0.5 percent of Gnp. 18 Thus,
these values are remarkably consistent with independent measures of the
costs of transaction services displayed in Figure 4. This 1is striking
evidence in favor of our model and the estimated money demand function.

In the next section we focus on the second main contribution‘of cur

paper - our meodel’s implications for the welfare cost of inflation with

1TWe implicitly assume that all of the costs assoclated with credit cards are
arising from the transaction services provided and that none are arising
from the borrowing feature. The Survey of Consumer Finances 1989 reports
that average monthly charges for convenience users (those who do not incur
finance charges) was #524 in 1989 vwhereas average outstanding balances were
$2090 in 1989%. This suggests that convenience users had average balances of
$262 (half of $524) and, therefore, may have accounted for only about 10
percent of the total cosis associated with credit cards. If this is right
then the costs asoclated with credit card use for itransactlons may be
considerably smaller than shown in Figure 4. Figure 4 alsoc lgnores credit
unions which may be an important omission because credit unions have a
substantial share of the credit card business and costs as a percentage of
outstanding balances are significantly lower for credit unions than for
commercial banks. For instance, in 1993 credit cards issued by credit unions
had outstanding balances which were more than three times larger than on
credit cards 1lssued by commerclal banks. Further, costs as a fraction of
outstanding balances were 0.055 for credit unions compared to 0.213 for
commercial banks. Averaging over commercial banks and credit unions yields a
figure of 0.091 for costs as a fraction of outstanding balances which is
slightly less than half the figure based on -commercial banks alone. This
factor also suggests that cosits assocliated with credit cards may be lower
than shown in Figure 4. Unfortunately, whereas the FCPA reports f{for
commercial banks go back almost 30 years, the FCPA reports for credit unions
are available only for the years 1992 and 1993.

®The real interest rate is assumed to be 7 percent annually so that annual
nominal interest rates of 10-15 percent correspond to annual inflation rates
of 3~8 percent.
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particular emphasis on some new implications.

5. The Welfare Cost of Inflation

The Friedman rule, i.e., setting the nominal interest rate R to zero,
is clearly cptimal in this economy. At the optimum all goods are cash goods
- no credlt services and credit goods are produced and the allocation is the
same as In the standard growth model without‘money (see Figure 3).Ig We now
discuss the welfare costs of a positive nominal Interest rate using the zero
nominal interest rate allocation as the benchmark.

The welfare cost can be decomposed inte two parits. As explained in
section 4, one part arises from the misallocation of existing resources away
from the goods sector and Into the credit services sector. Thls part is
captured by the rise in ¢, the wvalue added share of the credit services
sector. =

The  second component of the welfare cost of inflation arises due to

changes in labor inpui and the capital stock (when labor supply is elastic

19This allocation is not the same as the allocation that would arise in cur
model without money since in that case all goods are credit goods which are
costly to produce. For instance, if the R{.) schedule is bounded then there

s some value of R, say Rmax at which money will lose value and all goods

will be credit goods. Even if the R(.) schedule is not bounded so long as
the area under it is finite there exisits a well-defined equilibrium without
money in which all goods are credit goods. Thils is the allocation that
corresponds to not having money in the model and invelves a welfare loss
relatilve to having money in the economy. Therefore, analogous to overlapping
generations models, our model can have a well defined non-monetary
equilibrium which is worse, in welfare terms, than the monetary equilibrium.
This is because money permits the purchase of the most costly credit goods
with cash, thereby, saving some resources. This saving in resources (per
unit of goods produced) corresponds to the area B+C illustrated In Figure 3.
Thus, our model captures the welfare improving role of money in the economy.

2ps shown earlier, it also corresponds to the traditional area under the
inverse money demand curve measure of the welfare cost of Inflation.
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and Iinvestment is endogenous) due to the usual inflation distortions which
have further effects on consumption and leisure and thereby on welfare. <t
These distortions can be seen In the household’s FONCs (3.10a,c) and (3.11)
where the term (1+ttJ distorts the household’s labor—-leisure and
intertemporal consumption cholices. For this reason we will refer to T, as
the effective inflation tax rate.®

A key implication of our analysls is that not only the misallocation

“This component 1s due to the change in total income which shifis the money
demand curve. Normally, this effect is very small since inflation Induced
changes in labor supply and hence, total income, are very small.
Consequently, the area under the inverse money demand curve captures most of
the welfare cost of inflation. However, in our model this iIs not the case
because we treat goods used for consumption symmetrically with goods used
for investment and do not arbitrarily designate consumption goods as cash
goods and Iinvestment goods as credit goods not requiring any credit
services. As we will see this leads to an inflation tax effect on investment
in our model! which has significant additional welfare consequences not
captured by the usual area under the inverse money demand curve. As Gillman
[1993] has noted the first component of the welfare cost arises because it
is costly in terms of rescurces to substitute away from cash and make
transactlons with means other than cash. This component would be absent iIf
such substitutlon were elther not possible or cogtless. On the one hand, if
either q = « or if R(.} = w then goods could not be purchased with credit

at all. In this case the only component of the welfare cost of inflation is
the second one arlising from changes In the total amount of rescurces; there
would be no cost arising from misallccation -of resources intoe the credit
services sector. On the other hand, if either qg = 0, or if R(.} = 0 then

all goods can be purchased as credit goods at the same price as cash goods.
Therefore, money disappears from the model and the model reduces te the
standard real one-sector growth model.

“condition (3.8c) is slightly different from the standard model in that it
exhibits an inflation tax effect on the return to capital as In Stockman
[1985]. This effect is absent In the traditional model because investment is
treated as a credit good which does not require any credit services. In our
model Increasing the level of ilnvestment requires the household to buy more
cash goods as well as more credit goods at a higher marginal price. This
feature leads Lto an inflation tax effect on the return to capital and,
hence, on Iinvestment. However, for reasons explained subsequently the
magnitude of this effect can remain bounded and small even at wery high
inflation rates.




component but also the inflation tax component of the welfare cost of
inflation depend on the nature of the credit services technology and hence
on the nature of money demand. The former connection was already established
in sectlion 4. To see the latier connectlon notice that the inflation
distortion appears in the form (1+Tt) rather than the more usual (1+Rtl
Since the the pZt(z) schedule depends on the ®R(z,g) schedule which
determines the money demand function it follows from (3.9} that the
effective inflation tax rate Ty depends on the nature of the money demand
function.

The above feature has very important implications for the effecis of
the inflation tax in our model. Specifically, depending on the nature of the

money demand function the effective inflation tax rate T, may well remain

t
bounded with inflation. Te understand this note that (1+Rt) is the shadow

t* is the average price

*
price of cash goods purchases and [Jztht(z]dz/plt]/z
of credit goods purchases. From (3.9) we then see that the effective
inflation tax rate Is a weighted average of the shadow price of cash gocds
purchases and the average price of credit goods purchases, weighted by the
respectlve sghares of cash goods purchases and credit goods purchases iIn
total purchases. Therefore, by changing the mix of purchases betiween cash
goods and credit goods the consumer can potentially limit his exposure to
the inflation tax. Consequently, depending on the nature of the money demand
function, the welfare losses due to the infiation tax effect can remain
bounded.

It turns out that, for our semi-log specification of money demand, the

effective inflation tax rate 7 indeed remains bounded even as R goes to

infinity. To see thls we can rewrite (3.9) as follows after substituting for
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pZt(z) from (3.3).

#* 1
(5.1) T = (1-z*%)R + Jz q R{z)dz = J Min{R,q R(z)}d=z.
o ® 0 s

Thus, 7 eguals the area under the qsﬂi.) schedule up to z* plus the area
under the height R from z* to unity (area A+B in Figure 3).

The following three implications can be drawn from (5.1). First, we can
see that when R is zero Tt is zero and that tv is Increasing in R. Second, =
is always less than R. This is because 7 is a welighted average of the shadow
price of cash goods and the prices of credit goods. Since only goods with
credit prices below R are purchased as credit goods (see Figure 3), it
follows that T is always less than R. Third, t remeins bounded as R goes to
Infinity. To see thils, note that from (3.8d) and the specification of the
R(.) schedule (see 4.3), the first term in (5.1) goeé to zero as R goes to
infinity. The second term in (5.1) is exactly equal to the area under the
normalised inverse money demand curve (see 3.13 and Figure 3) which
approaches q.m the inverse of the semi-elasticity of money demand, as R
goes to Infinity. Therefore, given our parameter values the effective
inflation tax rate v is bounded above by 1.67 percent.

In Figure 5 we show the welfare cost of inflation (expressed as a
percentage of consumption) as a function of the {(annual) nominal interest
rate. We show the misallocation component, the value added share ¢ and the

total welfare cost (including the inflation tax component) separately.23

“The misallocation component differs slightly from the value added share
because the welfare cost 1s expressed as a percentage of consumptlon and not
GNP,
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There are two key resulis to be noted in Figure 5. The first, and
perhaps the most important, is that both components of the welfare cost of
inflation (and, hence the total welfare cost of inflation)} are bounded at
less than 5 percent of consumption. The misallocation component behaves like
the value added share asymptoting to a fairly low value even as inflation
reaches very high values. As explained before (see 3.14 and 4.2) both the

misallocation component and ¢ are closely rela£ed to 3y, the normalised area
under the inverse money demand curve, which is bounded above by the inverse
of the money demand semi-elasticity. The component of the welfare cost of
inflation due to the inflatlion tax effects also remains bounded because the
effective inflation tax rate remains bounded even as the inflation rate goes
to Iinfinity.

The second result 1s that at low to moderate inflation rates the
inflation tax component, which is the difference between the total welfare
cost and the misallocation component, is about two to three {imes ihe
misallocation component. At very high inflation rates it’'s still about the
same magnitude as the misallocatlion component. Thus, the Iinflation tax

component is quite significant even though the effective inflation tax rate

T remalns very low at all inflation rates.24

“"This result is entirely due to the inflation tax effect on investment. In
our model, as the annual nominal interest rate rises from zero to 10
percent, 30 percent, 50 percent, and 500 percent, the effective inflation
tax rate rises from zero te 1 percent, 1.6 percent, 1.66 percent, and 1.67
percent. As a result the share of investment in output falls from 22 percent
to 21.7 percent, 21.6 percenit, 21.55 percent, and 21.55 percent. One way to
see that the welfare consequences of the inflation distortion are arising
mostly through investment is to consider the following resulis for an
alternative version of the model in which goods used for invesiment do not
require any credit services; thus investment goods are always purchased as
credit goods at the same price as cash goods. This alternative version is
obtained by making the following changes in the model of section 3. Replace
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Finally, Figure 5 also reports welfare cost calculations that take the
transition period into account. The transitiocnal dynamics were approximated
by log-linearizing the equations characterizing the model’s solutlon path
around the steady state where the nominal interest rate is zero. As can be
seen in Figure 5, taking the transition period inte account can have a
gignificant impact on the welfare cost of inflation. In Figure 5 the welfare
cost of a 10 percent nominal interest rate falls from 2.0 percent to 0.5

percent of consumption when the transition is taken into account.

6. Concluding Remarks

We end the paper with a brief discussion of the robustness of our
results to alternative specifications. Two features of our specification
seen especially worth mentioning. The first is the Leontief specification of
composite investment and consumption. This specification makes it possible
for us to retalin the one good structure of .the standard monetary growth
model. If some substitutability were allowed then this convenience would be
lost since the relative price of goods with different z indices would change

with inflation. Further, the empirical evidence presented in section 4 1s

Xy with ¢, in (3.6) and (3.7}, add investmenit goods purchases kt+1—[1-6)kt
£ in (2.10c). It is then

easy to verify that the effective inflation tax rate =

t
to the right side of (3.7}, and replace Yt with ¢
£+l will no longer
appear in (3.8c). In such a model, investment is no longer subject to an
inflation tax. If we redo the welfare cost calculations for this version of
the model, the misallocation component varies from 0.44 percent to 1.6
percent and 1.67 percent, and the total welfare cost wvaries from 0.52
percent to 1.61 percent and 1.67 percent, as the annual nominal interest
rate varies from 10 percent to 50 percent and 100 percent, respectively.
From these calculations it is obvious that the misallocation component and
hence, the usual area under the inverse money demand curve, captures most of
the welfare cost of inflation If investment requires no credit services.
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quite consistent with our Leontlef specification. The second feature of our
specification is that all of labor is sold as "cre@it“ labor and all of
capital Is rented as "credit" capital without using up any credit services.
It is this feature which leads to the inflation distortion on labor supply
and investment and the distinction between the misallocation component and
the inflation distortion component of the welfare cost of inflaticon. If this
feature of the specification were modified then all of the welfare cost of
inflation would appear only as the misaliccation of resources into the
credii services sector. However, it’s not clear that this would make much
difference to our main conclusions regarding the welfare cost of inflation.
With this modification there would he no inflation distortion component but
the misallocation component would be larger. Hence, the overall welfare cost
of inflation may not be affected. Further, the feature of the welfare cost
that we emphasized, namely that the welfare cost remains bounded with
inflation, 1is alsco likely to remain unaffected. This is because, given our
specification of the money demand function which fits U.S. data quite well,
the misallocation component is Dbounded at less than 5 percent of
consumption. All in all we conclude that our main conlcusions are likely

robust to alternative specifications of our model.
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