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#### Abstract

The study uses individual data from the Canadian Labour Force Survey to consider economic factors in university participation decisions by persons aged 17-24 from 1976 to 2003. The level of real tuition is one economic factor that may affect the university participation decision. There is also regional variation in the opportunity cost of university attendance; in the reduction in the probability of unemployment after obtaining a university degree; and in the proportion of university budgets used for financial support of students. In addition, there is some national variation by gender and over time in the return to a university education. This study finds that higher tuition levels in the 1990s did reduce the probability of university participation by persons aged 17,18 or 19 relative to a province-specific trend increase in university participation. Before drawing a policy conclusion from this result, it would be necessary to consider what the trend terms represent in the university participation decision.


## 1. Introduction

Many papers address the question: What is the effect, if any, of increases in university tuition on university enrolment decisions by Canadians? One innovation in this study is to use the individual responses in the LFS to consider the university participation decision in Canada. ${ }^{1}$ A very significant advantage of the LFS over other surveys is a large sample of individuals in each province in every year from 1976 to 2003. The second innovation in this study is to pay more attention to economic factors beyond tuition that play a role in the decision to attend university. There is national variation by gender and over time in the observed return to university attendance. There is regional and gender variation in the opportunity cost of university attendance and in employment prospects with and without a university degree. This variation not been fully exploited in previous studies of the choices made by young Canadians to go to university. The disadvantage of using the LFS is also clear, relatively little is known about the family and other personal characteristics of the respondents. Only the age, gender, highest educational status, family type, current educational status and current labour market activity of each respondent is known. Other surveys, with much shorter time spans and much smaller samples, ask questions that provide more information about the family background of the individuals. ${ }^{2}$

Our study finds that economic variables do play a role in the university participation decision. A higher payoff to university does increase the probability of participation, but this effect is observed primarily through higher female relative to male participation at university. Females have a higher relative return to obtaining a university degree. A higher opportunity cost does reduce the probability of university participation but the effect is weak. When a prospective university student observes a larger gap between the unemployment rate for those with a completed high school degree and those with a university degree, university participation rises.

[^0]There is also some very modest evidence that when universities spend more money on student support, the probability of participation rises. In our paper, as in the rest of the literature, the extent of financial support to current students is not well measured.

Much other research, reviewed in Section 2, asks whether higher tuition fees reduce university participation. We find that when province-specific trend variables are included in the model, then higher tuition fees do reduce participation. Thus this reduction in university participation is a reduction relative to a large increase in university participation driven by positive coefficients on the trend variables in all provinces except Quebec. The reduction in participation associated with higher tuition is strongest for potential participants aged 17, 18 or 19, the age at which young Canadians are most likely to enter university. Real university tuition in Canada rose by approximately 2000 (1992) dollars between 1989 and 2003, from 1976 and 1988 real tuition fees were roughly unchanged. The estimated reduction in university participation rates of 17, 18 and 19 year-old Canadians lies between 1 and 3 percentage points per one-thousand dollar increase in tuition. University participation rose dramatically in Canada from 1989 to 2003 and indeed for the whole period from 1976 to 2003. Outside of Quebec (where the trend was negative) the trend increase per year in university participation averaged about 0.4 percentage points per year in the sample period. Over 27 years, this trend effect alone would raise participation rates by 11 percentage points. In addition, the benefits in terms of a reduced unemployment rate for university graduates increased from 1976 to 2003 and the opportunity cost of attending university fell by approximately 2000 (1992) dollars for females and $\$ 3000$ (1992) dollars for males between 1976 and 2003. Any reduction in university participation due to higher tuition was more than offset by other factors (primarily the trend) that increased university participation. The research in the paper reports estimates of the size of these various effects. Without specifying the reasons behind a trend increase in university participation, it is not possible to conclude whether the various provincial decisions to increase tuition were good or bad policy decisions. The exercise in this paper is to quantify the size of the reduction in enrolment due to higher tuition if other factors are held constant. To re-emphasize,
these other factors were not constant.
The paper proceeds as follows. Section 2 is a brief review of previous studies of the relationship between the level of tuition at universities and the enrolment decision. Section 3 describes the variables used in this study. Section 4 discusses the methodological issues that arise in using the LFS. Section 5 presents the results. There is a brief conclusion followed by two appendices. The appendix lists, in detail, the variables in the models estimated as well as the data sources.

## 2. Previous work on the effect of higher tuition on university enrolment

In most jurisdictions and institutions a mix of public funding and private fees pays for university. ${ }^{3}$ Much of the existing literature focuses on the role of the level of tuition as a key economic factor in the decision to attend university. There are numerous American studies looking at the effect of tuition fees on post-secondary participation. American studies emphasize variation across states in the fee charged for access to public-sector post-secondary institutions and relate that variation to variation in post-secondary enrolment rates across states. 45 studies are reviewed in Leslie and Brinkman (1988). A further 20 studies are reviewed in Heller (1997) with an update in Heller (1999). A number of issues are identified: What is the population eligible for enrolment? How should we treat part time students? What post-secondary institutions are included? What are the costs of post-secondary attendance beyond the direct tuition costs and various other mandatory fees? What is the role of student aid? These studies typically find that in states with higher tuition at state universities, the participation rate in postsecondary education is lower. Are the results of studying Canadian data similar?

Canada, with its variation in university fees across provinces, has been the subject of a significant amount of research, recent and otherwise, on the effect of tuition levels, and, to a lesser degree, other economic factors, on post-secondary access. Looker and Lowe (2001) as well as Junor and Usher $(2002,2004)$ summarize a great deal of Canadian research into the factors affecting the decision to participate in post-secondary education. Levin (1990) considers,

[^1]but does not statistically investigate variation in fees and participation across Canadian provinces. Fortin (2004) uses a joint sample of participation rates in Canadian provinces and American states to establish a negative relationship between aggregate enrolment rates by geographic unit and fees. Drolet (2005) uses the data in the Survey of Labour and Income Dynamics (SLID) to construct aggregate participation rates grouping individuals by income, region and parental education groups from 1993 to 2001. There is no evidence of change in participation rates in these groups in spite of considerable regional variation in tuition changes.

Most Canadian studies look at individual data. Butlin (1996) uses a single year of school leavers in Canada in 1995 and does not find a cross-section relationship between lower tuition and higher participation. Tomkowicz, Shipley and Oulette (2003) use the responses to the Youth-in-Transition Survey to conclude that finances are perceived as a significant barrier to post-secondary education. But Rivard and Raymond (2004) cannot find, using the same survey, any statistical relationship between higher tuition and reduced participation. Frenette (2002, 2005) uses data from the Survey of Labour and Income Dynamics (SLID) in the 1990s to discover, using geographic distance as a proxy for increased cost of attendance, potential students further away from a university or college are less likely to attend. There are both provincial and year dummy variables in the analysis but no explicit tuition variable. Coelli (2004) also uses the SLID data from 1993 to 2001 to measure links between tuition, university and college tuition and post-secondary educational choices. In the full sample, there is no statistically significant effect of higher university tuition on the probability of university attendance. When the sample is split into low, medium and high income groups (approximately 500 observations across Canada in each group), then higher tuition does reduce enrolment in the lowest income group but has no effect on enrolment decisions in the middle and high income groups. Christofides, Cirello and Hoy (CCH) (2001) use the household responses to a large-scale long-running survey, the Survey of Consumer Finances (SCF). Questions were posed to Canadian families in 1975, 1977, 1979, 1981, 1982, 1983 and, at the time of CCH, in all the years from 1984-1993. The proportion of households with children aged 18-24 and who are
attending post-secondary education is calculated by income quintile. It is very clear that children from higher income households are more likely to attend post-secondary education in all time periods. There is a clear upward trend in post-secondary attendance in all income quintiles over the time period. CCH cannot reject the null hypothesis that the positive and significant coefficient on a time trend is the same for all income quintiles. In a period of rising real tuition ending in 1993, there is no measurable difference in the behaviour of lower income families. A real tuition variable, constructed for each province as real tuition at the university in the province's largest city was added to the models, and, to quote (CCH, page 198), "Tuition never has the anticipated negative and significant coefficient." This statement is true for both the whole sample and for a sub-sample of low-income families. Corak, Lipps and Zhao (CLZ, 2003) also use the SCF data and are able to reproduce the participation rates in CCH. Rather than investigate the role of economic factors directly, CLZ estimate, for each year of the data, a relationship between enrolment and family income and ask if these relationships are stable over time. Although there is a period in the early 1990s where the correlation between enrolment and family income rises, the correlation returns to its historical level in the last half of the decade. Their conclusion: higher tuition has not reduced accessibility to university in an obvious way.

Neill (2005) in a recent study quite similar to our paper, also makes use of the individual data from the LFS. Using the LFS master files, Neill is able to identify the highest level of education of parents for about 60 percent of individuals aged 18-24. These persons either actually reside with their parents or are temporarily away at a post-secondary institution and are included as residing with their parents in the survey. Studying the behaviour of the 60 percent of 18-24 year old group that are linked to parents is one important contribution of Neill's paper. In Neill, there is a very strong positive effect of higher parental education on enrolment and a very strong negative effect on enrolment if someone in the economic family is unemployed. These are the family variables available in the 60 percent of the sample where parental links exist. The parental education variable is missing from our study because we use the Public Use rather than the Master File of the LFS. This is an advantage of Neill's paper over our paper.

The second major contribution of Neill's study is that the tuition variable is treated as endogenous. In our study it is treated as exogenous. Using a set of instruments that include the political party in power by province, Neill finds higher tuition reduces enrolments more in the setting where tuition is treated as endogenous. Our study confirms her important result in a slightly simpler setting with different control variables.

Neill (2005) and our paper both use the LFS data to investigate the university participation decision in Canada. We have a better treatment of the variable related to the eligibility of individuals to attend university. The individuals in the LFS have a variable of the highest completed level of education. This variable allowed us to create a powerful proxy variable related to the likelihood that the observed individual is eligible to attend university. We have better measures of the opportunity cost of university attendance. Our use of the LFS data, with some additional information on wages, allows interesting calculations of both the opportunity cost of attending university and the longer-term benefits of obtaining a degree. We created a forward-looking measure of the reduction in unemployment expected by an individual obtaining a university degree. One contribution of our paper over Neill is the more complete set of other economic factors that might affect enrolment decisions in our study.

As already stated, the major disadvantage of the LFS is that very little is known about the family background of the respondent in either the Public Use or Master File of the LFS. The advantages of the LFS may or may not outweigh its disadvantage. It is sensible to use different data sources and different models to improve our understanding of the university participation decision. Our study, Neill's (2005) study and Coelli's (2004) SLID-based study all provide evidence that contradicts Junor and Usher’s (2004, page 104) statement: "The evidence to support the notion that price - that is, tuition and forgone income - is a barrier to access is, in an aggregate sense, slim to non-existent." All three studies find some statistically significant financial barriers to access using aggregate data.
3. Variables used in the analysis

The variables are classified in four ways: a measure of participation in a university
education; the benefits of participation in university; the costs of participation in university; and dummy, trend and interaction variables associated with the geographic unit where the individual lives as well as background data on the individual.

### 3.1 Measuring participation in post-secondary education:

The LFS data are re-organized by geographic region in Canada. The Atlantic provinces are grouped together as one unit, all other provinces form individual geographic units, for convenience, we often call them provinces. The LFS reports if a respondent is a student or a non-student and identifies the respondent's highest level of education. Figure 1 presents, for each region, a fairly conventional full-time university participation rate. A university participant

## FIGURE 1 HERE

is defined as either a full time university student or as a person with at least one university degree (or both). ${ }^{4}$ The denominator for the lower line in each panel is all persons aged 17-24. The denominator for the upper line in each panel, with the higher participation rate, excludes from the denominator those persons currently in elementary or secondary school and those who are not currently in school and who have completed less than 9 or 10 years of schooling. In most provinces, these rates diverge. The overall participation rate at full-time university as a proportion of the potentially eligible populations rises over time. Notice that participation in Quebec has a different structure.

### 3.2 The benefits of participation in university

The non-monetary benefits of university attendance, whatever they may be, are not directly measured. The study uses two measures of the economic benefits of university participation. In both cases, a prospective student compares persons with a university degree to persons without a degree who have completed or nearly completed high school. Figure 2

[^2]
## FIGURE 2 HERE

presents the difference between the unemployment rate, by gender, of persons aged 25-39 with a high school education minus the unemployment rate of the group with a university degree. Figure 3 illustrates a measure of the additional earnings available to university degree holders FIGURE 3 HERE
since 1976. Others have done most of the large amount of work needed to calculate this variable. Bar-Or, Burbidge, Magee and Robb (1995, updated 2002, 2003) calculate the ratio of median earnings, by gender, of university graduates to high school graduates (full-time workers aged 25-64) in Canada using data from the Survey of Consumer Finances, the Survey of Labour and Income Dynamics and Labour Force Survey for various years. ${ }^{5}$ The variable is calculated nationally for both men and for women. The LFS is used to update this variable from 2001 to 2003. The various missing years from the various data sets are interpolated as averages between adjacent years. A three-year backward looking moving average of the ratio of the median university earnings to the median high school earnings was then calculated. It is striking that throughout the period the payoff to university attendance is much higher for females than for males. The payoff to university attendance for males increased slightly over the sample period.

### 3.3 Measuring the costs of university attendance

Two elements of the cost of attending university are measured. The opportunity cost of university attendance is (average hourly earnings of persons with 11,12 or 13 years of high school) multiplied by (average hours worked per week) multiplied by (36 weeks) multiplied by (1- unemployment rate of persons aged 17-24 with 11 , 12 or 13 years of high school) averaged over the 12 months preceding the current academic year. ${ }^{6}$ All these variables are directly reported in the LFS after 1997 and are calculated for each region and for each gender. Before
${ }^{5}$ Les Robb graciously provided the earlier data from Bar-Or, Burbidge, Magee and Robb (1995). Other similar data are found in Burbidge, Magee and Robb (2002).
${ }^{6}$ This may exaggerate the opportunity cost if a student is able to work part time during the 8 months at university. Many students do just that. Neill (2005) presents some data indicating an increase in students working part-time over this period. The measure does not take into account payments from the Employment Insurance system during periods of unemployment.

1997, the LFS contains no information about average hourly earnings of any individuals. Average hourly earnings in the tavern industry in that province were compared to the average hourly earnings reported in the LFS for persons who have completed high school after 1997. For the 6 overlapping years and the 7 regions, the two wages are similar. Figure 4 plots our measure FIGURE 4 HERE
of the opportunity cost of university attendance for men and women in each of the 7 regions. Several comments are in order. The spike in the opportunity cost of university attendance in British Columbia is associated with a very high value of the average hourly wage earned at taverns in one year. These data points were checked. They are a mystery. ${ }^{7}$ There are less dramatic fluctuations. The opportunity cost of university attendance measured in constant (1992) dollars falls, more for males than females, systematically from 1976 to 2003. In regional or national recessions, as the unemployment rate increases, the opportunity cost of university attendance falls.

The other cost variable, the direct policy variable, is the measure of tuition and fees. Statistics Canada has collected various data on tuition and compulsory fees in undergraduate arts programs by province since 1976. Tuition is re-expressed in real or constant (1992) dollar terms using the provincial Consumer Price Indexes. ${ }^{8}$ Figure 5 shows that in all regions except Quebec real tuition was constant or only rising slightly from 1976 to 1989. In Quebec real tuition fell FIGURE 5 HERE
over that period. In the period from 1990 to 2003, real tuition increased the most in Alberta and the least in Quebec. The recent upsurge in tuition in British Columbia is particularly noticeable.

For individual students, the tuition cost "should be" net of any scholarships or subsidies. Such a correction is not available at the individual level in the LFS. The subsidy element of

[^3]student loan programs is particularly difficult to measure since it will depend on complex rules around the interest rate and the required structure of repayments that determine the subsidy element implicit in these loans. There are also substantial subsidies built into the tax system. Figure 6 presents some readily available data on student support. ${ }^{9}$ The proportion of total FIGURE 6
university expenditure used for student support, by region, is available only from the 1976-77 to 2001-02 academic years. The proportion of university budgets spent on student support rises slightly over time. Student support in Alberta far surpasses the other provinces using this, not very precise, measure of student support.

### 3.4 Background variables associated with a respondent

As already noted, the disadvantage of the LFS is the lack of descriptive data on the individual respondent. There are only five background variables associated with each respondent in the Public Use file. The province of residence is identified. The respondent's highest completed level of education is identified. The respondent's current educational activity is recorded. We know if the respondent is male or female. We know if the respondent is aged 17-$19,20-21$ or 22-24 rather than simply aged 17-24.

This background information identifies, in most cases, when an individual respondent is not likely to be eligible for post-secondary participation. If before or after 1990, the respondent's highest educational attainment is reported as either 0-8 years of school or 9 or 10 years of school then it is very unlikely that this individual is academically eligible for university. ${ }^{10}$ Some respondents in this category are currently full-time high school students and also not eligible in either time period. Both pre and post 1990, the individuals above have a variable called ELIGIBLE set equal to zero. In the pre-1990 sample, all other individuals in the sample have the value of ELIGIBLE set equal to one. It is very important to note that before 1990 some persons

[^4]with 11,12 or 13 years of schooling will actually not be secondary school graduates and are actually unlikely to be eligible for university. Even some secondary school graduates in that group would not have high enough grades to gain a place in university. Thus not all persons with the value of ELIGIBLE set equal to one are actually eligible for university. They are just much more likely to be academically eligible to attend university. After 1990 the survey measure of the highest level of education attainment changes. An additional category of highest educational achievement allows a differentiation between individuals with some secondary education from those who are a Grade 11, 12 or 13 (it varies by province) secondary school graduate. Thus after 1990, the persons with some secondary school education but not secondary school graduates have the value of ELIGIBLE set equal to zero. Only persons who are high school graduates have the variable ELIGIBLE set equal to one. ELIGIBLE is an important variable in our analysis. It captures substantial changes in the average level of secondary school educational achievement in society between 1976 and 2003. It also captures the substantial increase in high school participation by the youngest age group over the same period. We are interested in the participation in university after controlling for changes in the decision to remain in high school.

Coefficients on dummy variables associated with the province capture any effects on the enrolment decision that are constant over time and common to that geographic unit. A provincespecific trend variable increases by one unit per year in that province and is zero in other provinces. The coefficient on such a variable measures the effects of other unknown variables that increase or decrease university attendance in the country or in a specific region in a systematic way over time. ${ }^{11}$ The coefficients on the other economic variables then measure the effect of these variables on the participation decision relative to trend. Although such variables are very common in models describing the decision to attend university, it is more difficult to interpret the coefficients on the variables in models with trends. ${ }^{12}$ Table 2 presents models of

[^5]university participation with and without province-specific trend variables so that the role of the trend variables is better understood.

## 4. The results

If the respondent is a full-time university student or already has a university degree (or both) in the month of October in the survey year, the dependent variable $\left(\mathrm{P}_{\mathrm{i}, \mathrm{j}, \mathrm{t}}\right)$ takes on a value of unity, if not, the dependent variable takes on a value of zero. ${ }^{13}$ One econometric issue is how to model a binary dependent variable. Three approaches could be taken: a linear probability model, a logit specification or a probit specification, see Kennedy(2003,Chapter 15) or Greene (2003, Chapter 21) for more extensive discussions of each approach. We present results from only the linear probability specification. ${ }^{14}$

The linear probability model writes

$$
\begin{equation*}
P_{i, j, t}=\$ X_{i, j, t}+, i_{i, j, t} \tag{1}
\end{equation*}
$$

where each element of the coefficient vector \$ represents the effect of a unit change of the corresponding element of a vector X on the probability that the respondent " i " in year" t " in province " j " is either a full time university student or already has a university degree. In the appendix there is a complete list of the individual variables that comprise the elements of vector X. In writing (1), the individual is treated as making or having made a decision on whether he or she wants to participate in university based on the values of the X variable relevant to that individual. To be clear, the simplest assumption to make in estimating and interpreting equation (1) is that if the individual wants a university place at the prevailing tuition rate, such a place is available somewhere in the province. ${ }^{15}$ There is a second econometric complication in using the

[^6]Labour Force Survey. The individual respondents are not a random sample of Canadians in that month. Rather they are selected randomly from a multi-layer stratified sample so that, when the appropriate weights are applied to each observation, the correct estimates of the mean values of variables for various strata and sub-strata are obtained. ${ }^{16}$ In order to calculate statistics for small geographic units, the Labour Force Survey over-samples small geographic units (think of a small province like Prince Edward Island where a simple random sample would yield no observations in most cases) and under-samples large geographic units (think of Metropolitan Toronto). The LFS includes the information needed to adjust for this stratification so that the $\$$ coefficients represent decisions by the population of Canadians in specific categories. The standard errors on the elements of the vector \$ are estimated with robust estimation techniques that take the weights and potential heteroscedasticity into account. What factors significantly affect the probability of a person aged 17-24 living in Canada between 1976 and 2003 participating in university?

The coefficient estimates that measure the effect of various factors in the university participation decision are presented in 5 tables of results. Two data sets are always used, a data set that represents all Canadians aged 17 to 24 and a smaller data set that represents Canadians aged 17, 18 or 19, the ages at which most Canadians first enter university.

## either systematic by province or change systematically over time.

${ }^{16}$ A good introduction to this material is found in Deaton (1997, Chapters 1 and 2) as well as in the Stata Version 8 documentation. The models are estimated using the svyreg command incorporating the survey weights and calculating the necessary robust standard errors allowing for generalized heteroscedasticity. There is a third possible econometric complication. Although the model already contains province-specific fixed effects and province-specific trends, it is possible that the observations within a province constitute a cluster of data where there is correlation within the error terms for the observations within the provincial cluster. Results from estimating equation (1) where the standard errors were adjusted to take this clustering into account were estimated and are available on request. The standard errors on the coefficients on the tuition variables of primary interest do generally increase but the coefficient estimates remain statistically different from zero at similar levels of statistical significance. The standard errors on the other economic variables generally increase. Fewer of these coefficients are statistically different from zero. A useful discussion of clustering is found in UCLA Academic Computing Services (2005).

Table 1 presents the average probability of university participation, by region for three time periods, the full sample, and the periods before and after (including) 1990. In the latter TABLE 1 HERE
period, real tuition rose rapidly but university participation also increased. The standard errors around the probability that the individual in the region in a time period is participating in university are estimated robustly. It is clear that there are strong regional differences and strong region-specific age differences in university participation.

Table 2 presents the first relationships between participation and the level of real tuition. The table presents information on two parallel specifications and for the two samples, all persons aged 17-24 and the subset of persons aged 17, 18 or 19. The upper portion of the table presents TABLE 2 HERE
specifications without trend variables; the lower portion presents the same specifications including province-specific trend variables. The positive coefficients on these trend variables are all statistically significant and are presented, by region, in last row of Table 2. Factors that change slowly over time in each province are increasing the probability of university participation in all regions and all age groups except for the group of 17-19 year olds in Quebec. In that province a reform of the secondary school process created the CEGEP system and altered the trend relationships for the youngest age group. One possible interpretation of the positive coefficients on the trend terms in the other provinces is that, as Canadian family incomes rose over time, attendance at university was part of an overall increase in consumption. The presence or absence of the trend terms makes a huge difference in the estimated coefficients on the tuition variable. The estimated relationships between real tuition and participation are positive and significantly different from zero in the upper portion of Table 2 where there are no trend terms. The same coefficients are negative and significantly different from zero in the lower portion of Table 2 when trend terms are included. This is a central element of the description of the university participation process from 1976 to 2003 in Canada. There is a strong increase over time in both real tuition and university participation. Any negative effect of tuition on
participation is relative to this strong upward trend. The interpretation of the coefficients on tuition in the lower portion of Table 2 is that, relative to a within-province trend, individuals in a province with a higher real level of tuition have a lower probability of university participation. Using the full sample, a $\$ 1000$ increase in real tuition in the current year, reduces the probability that a person aged 17-24 participates (participated) in university by 0.0133 or by 1.33 percentage points. If we focus on the behaviour of the younger age group on the lower right-hand side of Table 2 then the current-year magnitude of the current-year tuition effect on participation is twice as large, 0.0287 or 2.87 percentage points per $\$ 1000$ increase in real tuition. However, in Table 2, the effects of tuition on participation are measured ignoring the influence of other economic factors that would be expected to increase university participation. Before the influence of the other economic variables is considered, Table 2 considers several other aspects of the university participation decision in Canada.

In the first line of Table 2, the only variables outside of provincial dummy variables and the tuition variable is a dummy variable equal to one if the respondent is female. The coefficients on the provincial dummy variables are not presented (they can be inferred from Table 1). The coefficient on female is either 0.0271 (or 0.029 if you are 17 , 18 or 19). The coefficient value equal to 0.0271 means that the probability of university participation rises by 0.0271 if you are female rather than male or, if you prefer, you could say that the percentage of females participating in university is $2.71 \%$ higher than for males. Females are more likely to go to university.

In the second row of results in Table 2, the estimated model incorporates the zero-one variable called ELIGIBLE presented earlier. Recall that if the respondent's highest educational attainment is reported as 0-8 years of school (before or after 1990); 9 or 10 years of school before 1990; or after 1990 as some secondary education but not a Grade 11 to 13 graduate, then this respondent is very likely not academically eligible for university. The value of ELIGIBLE was set equal to zero. Some of these respondents with the value of ELIGIBLE equal to zero are also currently full-time high students. For everyone else in the data set, the value of ELIGIBLE
is set equal to one. However not all those people would actually be eligible for university either before or after 1990. Some would, even if they had graduated from high school, not have grades to allow admission to a university. Just as importantly, the meaning of the dummy variable called ELIGIBLE changes abruptly after 1990. Prior to 1990, a person could have 11 to 13 years of schooling and may or may not have been a high school graduate although the value of ELIGIBLE was set equal to one. After 1990, the value of ELIGIBLE is one only if the person is actually a secondary school graduate. To take this into account, after 1990, the dummy variable ELIGIBLE is interacted with a variable equal to one only after 1990. The coefficient on ELIGIBLE for the full sample including years before and after 1990 is 0.188 (or 0.181 in the younger sample). Logically, the persons where ELIGIBLE equals one is much more likely to be a university participant, they are much more likely to be a high school graduate, in fact, after 1990, they are a high school graduate. The coefficient on the interaction variable, the product of ELIGIBLE and a dummy variable set equal to one after 1990 is 0.091 . When the measure of eligibility is more precise after 1990, the coefficient on that variable is much larger, it is $0.188+$ 0.091 for the full sample and $0.181+0.091$ for the younger sample. The $\mathrm{R}^{2}$ in the two equations including the eligibility variables are extraordinarily high for regressions using individual data. Changes in high school participation and graduation rates over time are an important part of the university participation story in Canada. ELIGIBLE and the interaction variable capture those changes and then allow us to look for the effects of other economic variables. Tables 3, 4 and 5 then add the other economic variables to the model: the opportunity cost, the payoff, the unemployment gap between high school and university graduates and the support variables to the model of university participation.

The general pattern and magnitude of the coefficients estimating the effect of tuition on university participation seen in Table 2 is repeated in Tables 3, 4 and 5 . The tuition variable is interacted with the age variable, that is, the effect of tuition on participation is allowed to vary by age group. In the equations estimated for Tables 3, 4 and 5, the age variables are also interacted with the regional dummies. This makes sense. Being 18 in a jurisdiction where high school ends
at Grade 12 is different than being 18 in a jurisdiction where high school ends at Grade 13 or in Grade 11. The coefficients on the tuition variables continue to be usually negative. The effect is TABLES 3,4 and 5 ABOUT HERE
much stronger for persons aged 17, 18 or 19 than for older potential participants. This makes a great deal of sense. First, the younger participants are more likely making the decision to start university while the older potential participants would be making the decision, if already in university, to stop. Second, some of the older sample will already have a degree and count as participants. The impact of an increase in tuition in the current year on their participation status is zero. The tuition variable is scaled in 1992 dollars. A one thousand dollar increase in tuition would, in Table 3, lower the probability that a 17, 18 or 19 year old of either gender is a university participant by .012 or $1.2 \%$ in the model without the support variable estimated with data from 1976 to $2003 .{ }^{17}$ If the model is estimated over a shorter time period to 2001 and includes the support variable, the estimated coefficient is a little bit larger. In Table 4, the sample is restricted to males only. In Table 5, the sample is restricted to females. The coefficients on the tuition variable, again for the youngest age group, remain negative, statistically significant and in the same order of magnitude. It is larger (in absolute value) when estimated using the female only sample. These findings are very interesting, in aggregate data, there is a statistically significant effect of tuition on participation. ${ }^{18}$ As already discussed, the policy significance of these coefficients is open to considerable dispute.

The opportunity cost variable then appears in all 3 tables as the next variable. Its scaling is also in thousands of 1992 dollars. Again it is interacted with age variables. The coefficients

[^7]are usually negative although not always significantly different from zero. Their estimated values are one order of magnitude less than the size of the coefficient on tuition in the same specification. Thus even when they are statistically significant, they are of less economic significance. There is a difference in the response of individuals to tuition costs and opportunity costs. The next two variables in the model are measures of the benefit of obtaining a university degree.

As with the tuition and opportunity cost variables, they are interacted with the age dummies. The payoff variable is scaled as the ratio of the median wage for those with a university degree compared to those with advanced standing in high school, at least 11, 12 or 13 years of high school. A value of 100 would indicate the two groups had the same median wage. Figure 3 showed that the payoff variable was always higher for females than for males. In the model estimates presented in Table 3 (where both genders are included in the sample) the female dummy is "replaced" by the payoff variable. It is impossible to distinguish the effect of being female in Canada from the effect of having a higher payoff to university attendance in Canada. ${ }^{19}$ A higher payoff is associated with being female. Only one of the two variables, a female dummy or payoff, can enter a model. The positive coefficient on the female variable in Table 2 and the positive coefficients on the payoff variables in Table 3 are closely related. This is one reason why model estimates for males and females are presented separately in Tables 4 and 5. The payoff variable then remains in the model but varies only over time for the relevant gender. The coefficients on the payoff variables are now usually not statistically different from zero and often have the incorrect sign. ${ }^{20}$ If we consider Figure 3, there is little variation in the payoff for females over time. There is a modest increase in the payoff for male degree-earners over time. However, the variation over time is still relatively small. There is also no regional variation in

[^8]this measure of the benefit of university attendance. The other measure of the benefit of university participation does have substantial regional variation.

The second measure of the benefit of university attendance was presented in Figure 2. The gap, in percentage points, between the unemployment rate of persons aged 25-35, by gender, with a university degree and with a high school diploma was calculated for each year and each region. You imagine a potential university participant looking at the gain to obtaining a degree in terms of a lower immediate probability of unemployment. The coefficient on this variable is of the expected sign and is often of statistical significance. The effect appears to be strongest in the entry-level age group. An increase in the unemployment rate gap of 1 percentage point appears to increase the probability of university participation by about .002 or 0.2 percent. Young persons go to university to avoid higher unemployment rates in their future.

As noted in Section 3, the support variable is both a very crude and not available in the last two years of the data. The solution to this problem was to estimate the models of participation with and without the support variable. The regressions estimated with the support variable use two fewer years of data The coefficients on the four other economic variables, tuition, opportunity cost, the payoff and the unemployment rate gap, are reasonably stable to the addition of the support variable and the consequent shortening of the sample by 2 years. The support variable does have a sign which is usually positive and sometimes of statistical significance. University participation rates are higher in regions where more university expenditure is devoted to student support. The measures of student support used in this paper, and in other papers in the literature, are too crude to say much more.

## 6. Conclusions

This analysis of university participation using the Labour Force Survey contributes to our understanding and measurement of the effects that increases in real tuition and changes in other economic variables have had on university participation decisions. Increases in tuition have been large in most provinces since 1990. Using the LFS has advantages and disadvantages. Its main disadvantage is the lack of individual background data on important factors like family income
or parental education. We know these factors matter. Its main advantage is a very long and very large sample with information on academic eligibility of respondents.

It is very clear that province-specific time trend variables play an important role in describing the increase in the probability of university attendance over time in various provinces. These trend variables must proxy for a wide variety of variables, both economic and noneconomic variables. The empirical results point to three economic factors that increased the probability of university participation between 1976 and 2003: a higher payoff (strongly associated with being female) to university attendance; a lower opportunity cost of university attendance; and a reduction in the probability of unemployment if a person obtains a university degree. Even when these factors are taken into account, province-specific trend variables have significant positive coefficients that measure the increase in the probability of university participation. Over time university participation increased for many reasons. Tuition increases did reduce university participation relative to trend. This is an important result. Without knowledge of the social and economic forces behind the trend variable, it is not possible to say whether the large increases in university tuition after 1990 were good or bad policy. What is clear is that, all other factors being the same, university participation would have been higher if the tuition increases had not occurred.

## Data Appendix

All variables relating to status in school, status in the labour force, highest level of education, hours worked are drawn directly from the authors’ analysis of the Public Use version of the Labour Force Survey from 1976 to 2003 housed in the Tri-University Data Centre at the University of Guelph. This survey is described in detail in Statistics Canada Cat no. 71-543-GIE (2001). The authors acknowledge the help of Michelle Edwards and Bo Wandschneider in using this data.

The wages paid, by region, to workers in taverns are monthly values drawn from Tables 2810022, 2810004 and 2820071 in the Cansim II data base. Overlapping values are averaged together. The total expenditures by universities in each province and the total expenditures on student support are found in Table 4780007 in Cansim II.

The tuition data are drawn from various Statistics Canada sources. The primary sources draw from Statistics Canada annual Tuition and Living Accommodation Survey as published in various sources. The most recent data are drawn from the annual announcement in The Daily.

The ratio of the median wage earned by a university graduate to that of a high school graduate are found in Bar-Or, Burbidge, Magee and Robb (1995) and Burbidge, Magee and Robb(2002) and are updated using the Labour Force Survey.

The provincial consumer price indexes are found in Table 326001. V735319 is the Cansim II series identifier for the Canada-wide Consumer Price Index.

## Appendix: A complete listing of the variables in the models estimated

## Models estimated in Table 2 (number of variables)

Constant term (1)
Dummy variables for Atlantic Region, Quebec, Ontario, Saskatchewan, Alberta and British Columbia (6)
A Trend Variable (1)
Trend Variables specific to the Atlantic Region, Quebec, Ontario, Saskatchewan, Alberta and British Columbia (6)
A dummy equal to one if the respondent is female (1)
The dummy variable measuring eligibility which is equal to one if the individual is out of high school and has 11,12 or 13 years of schooling before 1990. After and including 1990, this dummy variable equals one if the individual is out of high school and has a completed high school diploma. (1)
The eligibility dummy variable above changes its meaning after 1990 and is interacted with a variable equal to one after and including 1990. (1)

The level of real tuition (1)

## Models estimated with full sample aged 17-24 in Tables 3,4,and 5 (number of variables)

Constant term (1)
Dummy variables for Atlantic Region, Quebec, Ontario, Saskatchewan, Alberta and British Columbia (6)
Dummy variable if age equals 20 or 21 (1)
Dummy variable if age equals 22,23 or 24 (1)

A Trend Variable (1)
Trend Variables specific to the Atlantic Region, Quebec, Ontario, Saskatchewan, Alberta and British Columbia (6)
A full set of interaction variables where the dummy for age equals 20 or 21 is interacted with the dummy variables for region or province (6)
A full set of interaction variables where the dummy for age equals 22,23 or 24 is interacted with the dummy variables for region or province (6)

The dummy variable measuring eligibility which is equal to one if the individual is out of high school and has more than 10 years of schooling before 1990. After and including 1990, this dummy variable equals one if the individual is out of high school and has a completed high school diploma. (1)
The eligibility dummy variable above changes its meaning after 1990 and is interacted with a variable equal to one after and including 1990. (1)

The level of real tuition is interacted with each of the three age dummy variables so that a separate coefficient for the effect of tuition on participation is estimated for each age grouping. (3)

The level of relative payoff of a university degree versus a completed high school diploma is interacted with each of the three age dummy variables so that a separate coefficient for the effect of the relative payoff on participation is estimated for each age grouping. (3)

The level of the opportunity cost of university participation is interacted with each of the three age dummy variables so that a separate coefficient for the effect of the opportunity costs on participation is estimated for each age grouping. (3)

The level of the unemployment rate gap between those with a completed university degree and a completed high school diploma is interacted with each of the three age dummy variables so that a separate coefficient for the effect of the unemployment rate gap on participation is estimated for each age grouping. (3)

The measure of support for university attendance is interacted with each of the three age dummy variables so that a separate coefficient for the effect of support on participation is estimated for each age grouping. (3)

The regressions without the support variable simply drop those variables. The sample is 2 years longer in these models.

## For the regressions with the age group 17,18 or 19 years of age (number of variables)

In these models there are no interaction terms with age. The variables are
Constant term (1)
Dummy variables for Atlantic Region, Quebec, Ontario, Saskatchewan, Alberta and British Columbia (6)
A Trend Variable (1)
Trend Variables specific to the Atlantic Region, Quebec, Ontario, Saskatchewan, Alberta and British Columbia (6)
The dummy variable measuring eligibility which is equal to one if the individual is out of high school and has more than 10 years of schooling before 1990. After and including 1990, this dummy variable equals one if the individual is out of high school and has a completed high school diploma. (1)

The eligibility dummy variable above changes its meaning after 1990 and is interacted with a variable equal to one after and including 1990. (1)

The level of real tuition (1)
The relative payoff to university attendance (1)

The opportunity cost of university attendance (1)
The unemployment rate gap between university graduates and high school graduates (1)
The measure of support (1)
The regressions without the support variable simply drop that variable. The sample is 2 years longer in these models.
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Table 1 University Participation Rates by Region and Time Period from the LFS ${ }^{1}$

All persons aged 17-24

| Time <br> Period | Atlantic | Quebec | Ontario | Manitoba | Saskatchewan | Alberta | British <br> Columbia |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Full <br> Sample | 0.187 <br> $(.001)$ | 0.142 <br> $(.001)$ | 0.183 <br> $(.001)$ | 0.193 <br> $(.002)$ | 0.177 <br> $(.002)$ | 0.149 <br> $(.001)$ | 0.147 <br> $(.002)$ |
| Before <br> 1990 | 0.142 <br> $(.001)$ | 0.114 <br> $(.001)$ | 0.149 <br> $(.001)$ | 0.165 <br> $(.003)$ | 0.135 <br> $(.002)$ | 0.124 <br> $(.002)$ | 0.112 <br> $(.002)$ |
| After <br> 1990 | 0.243 <br> $(.002)$ | 0.179 <br> $(.002)$ | 0.221 <br> $(.002)$ | 0.228 <br> $(.004)$ | 0.230 <br> $(.003)$ | 0.176 <br> $(.003)$ | 0.180 <br> $(.003)$ |

Persons aged 17,18 or 19

| Time <br> Period | Atlantic | Quebec | Ontario | Manitoba | Saskatchewan | Alberta | British <br> Columbia |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Full <br> Sample | 0.179 <br> $(.002)$ | 0.052 <br> $(.001)$ | 0.112 <br> $(.001)$ | 0.178 <br> $(.004)$ | 0.158 <br> $(.003)$ | 0.116 <br> $(.002)$ | 0.115 <br> $(.003)$ |
| Before <br> 1990 | 0.135 <br> $(.002)$ | 0.048 <br> $(.001)$ | 0.093 <br> $(.002)$ | 0.160 <br> $(.005)$ | 0.125 <br> $(.003)$ | 0.104 <br> $(.003)$ | 0.090 <br> $(.003)$ |
| After <br> 1990 | 0.233 <br> $(.003)$ | 0.056 <br> $(.002)$ | 0.132 <br> $(.002)$ | 0.200 <br> $(.006)$ | 0.198 <br> $(.005)$ | 0.129 <br> $(.004)$ | 0.129 <br> $(.004)$ |

Notes:
These participation rates are estimated using the Labour Force Survey for the month of October. The standard errors around the probability of university attendance in this province or region appear in parentheses below. These are corrected for sampling weights.
.Table 2: The aggregate relationship between the level of tuition and participation in university ${ }^{1}$

| There are NO province-specific trend terms in estimation results reported in the upper portion of this table |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Full Sample Aged 17-24 |  |  |  |  |  |  | Persons Aged 17, 18 or 19 |  |  |  |  |  |  |
| Tuition |  | Female | Eligible |  | Eligible after 1989 | $\mathrm{R}^{2}$ | Tuition |  |  | Eligible |  | e after | $\mathrm{R}^{2}$ |
| $\begin{aligned} & \hline .000040 \\ & . .00000 \\ & \hline \end{aligned}$ |  | $\begin{aligned} & \hline .0271 \\ & (.001)^{* *} \\ & \hline \end{aligned}$ | Not in model |  |  | . 011 | .0000193 <br> $(.000001)^{* *}$ |  | $\begin{aligned} & \hline .029 \\ & (.001)^{* *} \\ & \hline \end{aligned}$ | Not in Model |  |  | . 021 |
| $\begin{aligned} & .000000 \\ & . .00000 \end{aligned}$ |  | $\begin{aligned} & \hline .012 \\ & (.001)^{* *} \end{aligned}$ | $\begin{array}{l\|l} \hline .188 \\ (.001)^{* *} \\ \hline \end{array}$ |  | $\begin{aligned} & \hline .091 \\ & (.002)^{* *} \end{aligned}$ | . 092 | .00000287  <br> $(.000001)^{* *}$ . |  | $\begin{aligned} & \hline .00953 \\ & (.001)^{* *} \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.181 \\ & (.002)^{* *} \end{aligned}$ | $\begin{aligned} & \hline 0.091 \\ & (.003)^{* *} \\ & \hline \end{aligned}$ |  | . 150 |
| There are province-specific trend terms in estimation results reported in the lower portion of this table |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Full Sample Aged 17-24 |  |  |  |  |  |  | Persons Aged 17, 18 or 19 |  |  |  |  |  |  |
| Tuition |  | Female | Eligible ${ }^{\text {E }}$ |  | Eligible after 1989 | $\mathrm{R}^{2}$ | Tuition | Female |  | Eligible | Eligible after 1989 |  | $\mathrm{R}^{2}$ |
| $\begin{aligned} & \hline-.00001 \\ & (.00000 \end{aligned}$ |  | $\begin{aligned} & .012 \\ & (.001)^{* *} \end{aligned}$ | .193 . <br> $(.001)^{* *}$ $(.0$ |  | $\begin{aligned} & \hline .080 \\ & (.002)^{* *} \\ & \hline \end{aligned}$ | . 093 | $\begin{array}{\|l\|} \hline-.0000287 \\ (.000001)^{* *} \\ \hline \end{array}$ |  | $\begin{array}{\|l\|} \hline .00949 \\ (.001)^{* *} \\ \hline \end{array}$ | $\begin{aligned} & \hline 0.178 \\ & (.002)^{* *} \end{aligned}$ | $\begin{aligned} & \hline 0.09 \\ & (.004)^{* *} \\ & \hline \end{aligned}$ |  | 0.154 |
| Trend Terms by Province or Region - all terms significant at 1\% |  |  |  |  |  |  | Trend Terms by Province or Region - all terms significant at 1\% |  |  |  |  |  |  |
| Atlantic | Que | Ont | Man | Sask | Alta | BC | Atlantic | Que | Ont | Man | Sask | Alta | BC |
| . 00378 | . 00153 | . 00335 | . 00225 | . 00401 | 1 .00212 | . 00254 | . 006322 | -0.00167 | . 00445 | 00321 | . 00510 | . 00332 | 002567 |

Notes:

1. All models include dummy variables for regions. There are no other individual-specific variables in these estimates
2. Robust standard errors (corrected for sampling weights and heteroscedasticity) appear below the estimated coefficient. ** indicates statistical significance at $1 \%$; * indicates statistical significance at $5 \%$. ALL terms on trend variables are significant at $1 \%$. The standard errors on the trend terms are not reported.

Table 3 The effects of economic variables on the participation decision - both males and females

| Variables <br> A full list of variables is found in the appendix., In the full sample, each economic variable below is interacted with age so that coefficient on the variable varies with the age of the respondent |  | Estimated Coefficient (standard error) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Full sample aged 17-24 |  | Persons aged 17, 18 or 19 |  |
|  |  | Without support variable | With support variable | Without support variable | With support variable |
| Variable | Age |  |  |  |  |
| Tuition | 17,18 or19 | $\begin{aligned} & -0.000012 \\ & (.000002)^{* *} \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.0000174 \\ & (.000002)^{* *} \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.0000249 \\ & (.000003)^{* *} \end{aligned}$ | $\begin{aligned} & -0.0000307 \\ & (.000003)^{* *} \end{aligned}$ |
|  | 20 or 21 | $\begin{array}{\|l\|} \hline-0.00000154 \\ (.000003) \\ \hline \end{array}$ | $\begin{aligned} & -0.00000714 \\ & (.000004) \\ & \hline \end{aligned}$ |  |  |
|  | 22, 23 or 24 | $\begin{aligned} & \hline-0.00000393 \\ & (.000003) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.00000698 \\ & (.000003)^{*} \\ & \hline \end{aligned}$ |  |  |
| Opportunity Cost | 17,18 or19 | $\begin{aligned} & \hline-0.00000165 \\ & (.0000009) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.00000116 \\ & (.000001) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.00000204 \\ & (.000001)^{*} \end{aligned}$ | $\begin{aligned} & -0.00000141 \\ & (.0000001) \end{aligned}$ |
|  | 20 or 21 | $\begin{aligned} & -0.00000454 \\ & (.000001)^{* *} \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.00000358 \\ & (.0000001)^{*} \\ & \hline \end{aligned}$ |  |  |
|  | 22, 23 or 24 | $\begin{aligned} & \hline-0.00000472 \\ & (0.000001)^{* *} \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.00000392 \\ & (.000001)^{* *} \\ & \hline \end{aligned}$ |  |  |
| Payoff | 17,18 or19 | $\begin{aligned} & \hline 0.000168 \\ & (.00009) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.0001242 \\ & (.00009) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.0001741 \\ & (.00009) \end{aligned}$ | $\begin{aligned} & 0.0001329 \\ & (.00009) \end{aligned}$ |
|  | 20 or 21 | $\begin{aligned} & .0006452 \\ & (.0001)^{* *} \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.0004657 \\ & (.0001)^{* *} \\ & \hline \end{aligned}$ |  |  |
|  | 22, 23 or 24 | $\begin{array}{\|l\|} \hline-0.0003162 \\ (.0001)^{*} \\ \hline \end{array}$ | $\begin{aligned} & -0.0004481 \\ & (.0001)^{* *} \\ & \hline \end{aligned}$ |  |  |
| Unemployment Rate Gap | 17,18 or19 | $\begin{aligned} & .0017637 \\ & (.0005)^{* *} \end{aligned}$ | $\begin{aligned} & .0022988 \\ & (.0005)^{* *} \end{aligned}$ | $\begin{aligned} & 0.0003691 \\ & (.0005) \end{aligned}$ | $\begin{aligned} & 0.0009307 \\ & (.00058) \end{aligned}$ |
|  | 20 or 21 | $\begin{aligned} & \hline .000025 \\ & (.0009) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.000126 \\ & (.0009) \\ & \hline \end{aligned}$ |  |  |
|  | 22, 23 or 24 | $\begin{array}{\|l} \hline-.0013785 \\ (.0007) \\ \hline \end{array}$ | $\begin{aligned} & -0.0014359 \\ & (.0008) \\ & \hline \end{aligned}$ |  |  |
| Support <br> Variable | 17,18 or19 | $\begin{aligned} & \text { NOT } \\ & \text { APPLICABLE } \end{aligned}$ | $\begin{aligned} & .1721402 \\ & (.068)^{* *} \end{aligned}$ | NOT <br> APPLICABLE | $\begin{aligned} & .1330302 \\ & (.073) \end{aligned}$ |
|  | 20 or 21 |  | $\begin{aligned} & \hline .2974684 \\ & (.111)^{* *} \\ & \hline \end{aligned}$ |  |  |
|  | 22, 23 or 24 |  | $\begin{aligned} & .1919207 \\ & (.09)^{*} \\ & \hline \end{aligned}$ |  |  |
| Population Size |  | 96120388 | 89407961 | 35108473 | 32616056 |
| $\mathrm{R}^{2}$ |  | 0.1003 | 0.0973 | 0.1546 | 0.1494 |

Notes:
Robust standard errors (corrected for sampling weights and heteroscedasticity) appear below the estimated coefficient. ** indicates statistical significance at $1 \%$; * indicates statistical significance at 5\%

Table 4 The effects of economic variables on the participation decision - males only

| Variables <br> A full list of variables is found in the appendix., In the full sample, each economic variable below is interacted with age so that coefficient on the variable varies with the age of the respondent |  | Estimated Coefficient (standard error) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Full sample aged 17-24 |  | Persons aged 17, 18 or 19 |  |
|  |  | Without support variable | With support variable | Without support variable | With support variable |
| Variable | Age |  |  |  |  |
| Tuition | 17,18 or19 | $\begin{aligned} & \hline-0.0000071 \\ & (.000003) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.00000868 \\ & (.000004)^{*} \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.0000156 \\ & (.000004)^{* *} \end{aligned}$ | $\begin{aligned} & -0.0000189 \\ & (.000004)^{* *} \end{aligned}$ |
|  | 20 or 21 | $\begin{array}{\|l\|} \hline-0.00000882 \\ (.000005) \\ \hline \end{array}$ | $\begin{aligned} & \hline-0.0000114 \\ & (.000006) \\ & \hline \end{aligned}$ |  |  |
|  | 22, 23 or 24 | $\begin{aligned} & \hline-0.0000104 \\ & (.000005)^{*} \end{aligned}$ | $\begin{aligned} & -0.0000122 \\ & (.000005)^{*} \\ & \hline \end{aligned}$ |  |  |
| Opportunity Cost | 17,18 or19 | $\begin{aligned} & -0.00000221 \\ & (.000001) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.00000208 \\ & (.000001) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.00000259 \\ & (.000001) \end{aligned}$ | $\begin{aligned} & -0.00000197 \\ & (.000001) \end{aligned}$ |
|  | 20 or 21 | $\begin{array}{\|l\|} \hline-0.000000269 \\ (.000001) \\ \hline \end{array}$ | $\begin{aligned} & 0.00000107 \\ & (.0000002) \\ & \hline \end{aligned}$ |  |  |
|  | 22, 23 or 24 | $\begin{array}{\|l\|} \hline-0.00000286 \\ (0.000001) \\ \hline \end{array}$ | $\begin{aligned} & -0.00000170 \\ & (.000001) \\ & \hline \end{aligned}$ |  |  |
| Payoff | 17,18 or19 | $\begin{array}{\|l\|} \hline-0.0019384 \\ (.0008)^{*} \\ \hline \end{array}$ | $\begin{aligned} & -0.0019474 \\ & (.0008)^{*} \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.0013862 \\ & (.00008) \end{aligned}$ | $\begin{aligned} & -0.01239 \\ & (.0008) \end{aligned}$ |
|  | 20 or 21 | $\begin{array}{\|l} \hline-.0007465 \\ (.001) \\ \hline \end{array}$ | $\begin{aligned} & -0.0008527 \\ & (.001) \\ & \hline \end{aligned}$ |  |  |
|  | 22, 23 or 24 | $\begin{array}{\|l\|} \hline-0.0008607 \\ (.001) \\ \hline \end{array}$ | $\begin{aligned} & -0.0016542 \\ & (.001) \\ & \hline \end{aligned}$ |  |  |
| Unemployment Rate Gap | 17,18 or19 | $\begin{aligned} & .0022663 \\ & (.0007)^{* *} \end{aligned}$ | $\begin{aligned} & .0026708 \\ & (.0008)^{* *} \end{aligned}$ | $\begin{aligned} & .0009575 \\ & (.0008) \end{aligned}$ | $\begin{array}{\|l} \hline 0.0014847 \\ (.0008) \end{array}$ |
|  | 20 or 21 | $\begin{aligned} & .000853 \\ & (.001) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.001679 \\ & (.001) \end{aligned}$ |  |  |
|  | 22, 23 or 24 | $\begin{array}{\|l\|} \hline-.0017798 \\ (.001) \\ \hline \end{array}$ | $\begin{aligned} & -0.0013861 \\ & (.001) \\ & \hline \end{aligned}$ |  |  |
| Support <br> Variable | 17,18 or19 | NOT <br> APPLICABLE | $\begin{aligned} & .1845443 \\ & (.08)^{*} \end{aligned}$ | NOT <br> APPLICABLE | $\begin{aligned} & .156135 \\ & (.09) \end{aligned}$ |
|  | 20 or 21 |  | $\begin{aligned} & .4173364 \\ & (.15)^{* *} \\ & \hline \end{aligned}$ |  |  |
|  | 22, 23 or 24 |  | $\begin{aligned} & .4786732 \\ & (.13)^{* *} \\ & \hline \end{aligned}$ |  |  |
| Population Size |  | 48745407 | 45324098 | 17925454 | 16648006 |
| $\mathrm{R}^{2}$ |  | 0.0943 | 0.0937 | 0.1456 | 0.1436 |

Notes:

1. All models include dummy variables for regions both alone and interacted with age variables.
2. Robust standard errors (corrected for sampling weights and heteroscedasticity) appear below the estimated coefficient. ** indicates statistical significance at $1 \%$; * indicates statistical significance at 5\%

Table 5 The effects of economic variables on the participation decision - females only

| Variables <br> A full list of variables is found in the appendix., In the full sample, each economic variable below is interacted with age so that coefficient on the variable varies with the age of the respondent |  | Estimated Coefficient (standard error) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Full sample aged 17-24 |  | Persons aged 17, 18 or 19 |  |
|  |  | Without support variable | With support variable | Without support variable | With support variable |
| Variable | Age |  |  |  |  |
| Tuition | 17,18 or19 | $\begin{aligned} & \hline-0.0000167 \\ & (.000004)^{* *} \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline-0.000029 \\ & (.000004)^{* *} \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.000039 \\ & (.000005)^{* *} \end{aligned}$ | $\begin{aligned} & -0.0000529 \\ & (.000005)^{* *} \end{aligned}$ |
|  | 20 or 21 | $\begin{aligned} & \hline 0.00000120 \\ & (.0000035) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.0000113 \\ & (.000006) \\ & \hline \end{aligned}$ |  |  |
|  | 22, 23 or 24 | $\begin{aligned} & -0.0000125 \\ & (.000004)^{*} \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.0000239 \\ & (.000005)^{* *} \\ & \hline \end{aligned}$ |  |  |
| Opportunity Cost | 17,18 or19 | $\begin{aligned} & 0.00000239 \\ & (.0000001) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.00000300 \\ & (.000001) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.00000185 \\ & (.000001) \end{aligned}$ | $\begin{aligned} & 0.00000226 \\ & (.000001) \end{aligned}$ |
|  | 20 or 21 | $\begin{aligned} & -0.00000552 \\ & (.000002)^{* *} \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.00000524 \\ & (.0000002)^{*} \\ & \hline \end{aligned}$ |  |  |
|  | 22, 23 or 24 | $\begin{aligned} & -0.00000175 \\ & (0.000001) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.00000271 \\ & (.000001) \\ & \hline \end{aligned}$ |  |  |
| Payoff | 17,18 or19 | $\begin{aligned} & 0.0009786 \\ & (.001) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.001595 \\ & (.001) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.0015666 \\ & (.001) \end{aligned}$ | $\begin{aligned} & -0.004896 \\ & (.001)^{* *} \end{aligned}$ |
|  | 20 or 21 | $\begin{aligned} & \hline-.0007559 \\ & (.0017) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.0031215 \\ & (.001) \\ & \hline \end{aligned}$ |  |  |
|  | 22, 23 or 24 | $\begin{aligned} & -0.008723 \\ & (.0014)^{* *} \end{aligned}$ | $\begin{aligned} & \hline-0.0120546 \\ & (.001)^{* *} \\ & \hline \end{aligned}$ |  |  |
| Unemployment Rate Gap | 17,18 or19 | $\begin{aligned} & .0022456 \\ & (.0008)^{* *} \end{aligned}$ | $\begin{aligned} & .0036018 \\ & (.0008)^{* *} \end{aligned}$ | $\begin{aligned} & 0.0004537 \\ & (.0008) \end{aligned}$ | $\begin{aligned} & 0.0019776 \\ & (.0008)^{*} \end{aligned}$ |
|  | 20 or 21 | $\begin{aligned} & .0010893 \\ & (.0013) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.0019002 \\ & (.001) \end{aligned}$ |  |  |
|  | 22, 23 or 24 | $\begin{aligned} & .0008843 \\ & (.0011) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.0018287 \\ & (.001) \\ & \hline \end{aligned}$ |  |  |
| Support <br> Variable | 17,18 or19 | NOT <br> APPLICABLE | $\begin{aligned} & .2203384 \\ & (.10)^{*} \end{aligned}$ | $\begin{aligned} & \text { NOT } \\ & \text { APPLICABLE } \end{aligned}$ | $\begin{aligned} & .1515912 \\ & (.11) \end{aligned}$ |
|  | 20 or 21 |  | $\begin{aligned} & .2003267 \\ & (.16) \\ & \hline \end{aligned}$ |  |  |
|  | 22, 23 or 24 |  | $\begin{aligned} & \hline-.0920386 \\ & (.13) \\ & \hline \end{aligned}$ |  |  |
| Population Size |  | 47374981 | 44083953 | 17183019 | 15968050 |
| $\mathrm{R}^{2}$ |  | 0.1082 | 0.1032 | 0.1625 | 0.1545 |

Notes:
Robust standard errors (corrected for sampling weights and heteroscedasiticity) appear below the estimated coefficient. ** indicates statistical significance at 1\%; * indicates statistical significance at 5\%

Figure 1: University Participation Rates in Canada 1976-2003


The lower line isthe proportion of all $17-24$ year olds in that
jurisdiction who are either full time university sudents or jurisdiction who are either full time university sudents or
have a university degree.

The upper line is the proportion of $17-24$ year olds potentially
eligible for university in that juriscliction who are either full time
university sudents or who have a university degree.

Source: See text for details of the construction of these
variables from the data in the October Labour Force Sum
variablestrom the data in the October Labour Force Suvey



Figure 3: The ratio of wages with a university degree to those with
11,12 or 13 years of high school: persons aged 25-64


Three year moving average of data from Burbidge, Magee and Robb (various years) with interpolations for years missing in 1976,1978,1980, 1983

Figure 4: The opportunity (1992\$) of university attendance


Figure 5: Real Tuition Fees (1992 dollars)



Figure 6: The proportion of university expenditures used for student support 1976-2001




[^0]:    ${ }^{1}$ As this study was undertaken, Neill (2005) was using the master files of the LFS to undertake a similar but not identical study. Our study is compared to Neill's study in Section 2.
    ${ }^{2}$ Examples include the Survey of Labour and Income Dynamics (SLID) which begins in 1993 and the Youth in Transition Survey (YITS) which begins in 2001. These data sources have been used in other studies reviewed in Section 2.

[^1]:    ${ }^{3}$ Chapman (2006) contains a very clear analysis of these issues.

[^2]:    ${ }^{4}$ It is a limitation of the paper that college participants are simply treated as non-university participants, that is, the persons in the sample are treated as making a two-way choice, university or not-university. This is the usual way the problem is posed in the literature already cited. College would involve the same opportunity cost, a different tuition and a different expected payoff. Data on college tuitions do not extend back to 1976. I am not aware of data on the payoff to college before the Labour Force Survey began collecting wage data in 1997.

[^3]:    ${ }^{7}$ Some equations were estimated with and without British Columbia to test the sensitivity of the model to the 1989 spike in wages in British Columbia. There are no important changes in results.
    ${ }^{8}$ As noted in the data appendix, the consumer price index by province only starts in September 1978. Values for 1976, 1977 and the early part of 1978 assumed the same inflation rate in all provinces as in Canada as a whole.

[^4]:    ${ }^{9}$ Neill (2005) and Coelli (2004) construct similar variables. Junor and Usher (2004) contains an extensive discussion of the difficulty in constructing measures of student support in Canada.
    ${ }^{10}$ There could be exceptional circumstances in which such an individual was admitted as a mature student or into a particular program.

[^5]:    ${ }^{11}$ This describes a linear trend. Results are not sensitive to addition of a quadratic trend.
    ${ }^{12}$ Coelli (2004) has similar trend variables. Neill (2005) has year fixed-effect variables.

[^6]:    ${ }^{13}$ The responding households currently remain in the LFS for 6 months on a rotating basis, that is, in each month, one-sixth of the households leave. By using the October survey of each year, the issue of repeating individuals within any 12-month period is avoided.
    ${ }^{14}$ Results using logit or probit models are also available. The results are similar.
    ${ }^{15}$ It is this assumption that is relaxed by Neill (2005) with the addition of instrumental variable in the estimation of (1). Coelli (2004) adds some measures of capacity to the university and college system which moves the interpretation of equation (1) from a decision by individuals to a reduced form. The models we estimate could also be interpreted as reduced form models in this sense if the province-specific trend or dummy variables represent capacity constraints that are

[^7]:    ${ }^{17}$ If the relationship between university participation and tuition is estimated with a probit model, and one calculates at the means of the independent variables the reduction in the probability of enrolment with an increase in tuition from 2000 (1992) dollars to 3000 (1992) dollars, the point estimate of the reduction in the probability of university participation lies between $0.41 \%$ and $0.73 \%$ depending on the specification. The $95 \%$ confidence interval for these point estimates includes the $1.2 \%$ figure. In the probit model the change in probability is quite similar for a 1000 dollar decrease in real tuition from 2000 to 1000 (1992) dollars). The probit model generates similar results to the linear probability model.
    ${ }^{18}$ This statement continues to be true when the standard errors increase and the provinces are treated as clusters.

[^8]:    ${ }^{19}$ The simple correlation between the female dummy and the payoff variable is 0.96 .
    ${ }^{20}$ Rathje and Emery (2002) point out that the private payoffs to university attendance are very large in Canada. Thus the variation over time in the variables presented in Figure 3 is quite small relative to the huge return to university attendance in all years for both genders. This could account for the insignificance of the coefficient on the payoff variable in the models estimated in Tables 4 and 5.

